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Abstract. This paper will present training data denoising procedure for neural network 

performance improvement. Performance improvement will be measured by evaluation 

criterion which is based on a training estimation error and signal strength factor. Strength 

factor will be obtained by applying denoising method on a default training signal. The 

method is based on a noise removal procedure performed on the original signal in a manner 

which is defined by the proposed algorithm. Ten different processed signals are obtained 

from the performed method on a default noisy signal. Those signals are then used as a 

training data for the nonlinear autoregressive neural network learning phase. Empirical 

comparisons are made at the end, and they show that the proposed denoising procedure is an 

effective way to improve network performances when the training set possesses the 

significant noise component. 
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1. INTRODUCTION 

This paper presents a procedure for improving estimation performances of recurrent 

neural networks. The performance improvement will be achieved by performing the 

training data denoising procedure. Complex and nonlinear training database will be 

considered as a suitable test case for the proposed procedure. A type of neural network 

which will be used in the paper is determined according to the previous artificial usage in 

the field of noise reduction. Neural network types which are good in data estimations are 
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presented in [1]. Backpropagation learning algorithm [BP] is one of widely used algorithms 

for the estimation purposes and analysis of nonlinear data [2-8]. BP basic feature is that it is 

based on the steepest gradient descent method [9] and can be successfully used for 

optimization and approximation purposes. The lack of BP algorithm may be a risk of 

trapping in a local minimum, in which case specific mathematical apparatuses should be 

performed. Backpropagation learning algorithms give optimal network performances when 

they are applied to multilayer feedforward neural networks. Networks are expected to learn 

noisy data, to generalize the model well and to estimate specified output values with the 

desired accuracy. Recurrent and feedforward multilayer neural networks are also used to 

solve estimation and noise reduction problems. Recurrent neural networks are used in 

[10] to preprocess data and decrease the effects of noise on the output results. In [11] and 

[12] are presented neural networks with additive noise in the desired signal and radial 

basis function network respectively, for solving different problems of noisy signals. In 

[13] is developed a thresholding neural network for adaptive noise reduction. Recurrent 

neural network, which is used for noisy time series predictions, is presented in [14]. 

Predictions of noisy time series data are also commonly done using various statistical 

models. Different recurrent neural networks whose purpose is to predict financial time 

series with disturbances are presented in [15]. 

The focus of our paper is in proposing the training data optimization method. The 

method will be efficient for noisy nonlinear signals which should be precisely estimated 

by the neural network. It is shown in many practical examples [16-20] that preprocessing 

training data could result with an error minimization of a network training process. For 

this purpose, a method for removing noise data from the training signal will be presented 

in the next sections. The main goal is to find an appropriate compromise between the volume 

of removed data, network performances and reduction of training computation time. 

2. ERROR COMPONENTS DEFINITION AND LINEAR REGRESSION METHOD 

Expanded bias-variance decomposition is used as an initial analysis in the process of 

improving the performance of the network in [21]. Basically, this paper assumes that the 

estimation error depends on two components: bias and variance. It is considered that a 

poorly chosen network model affects the appearance of a large bias, while untrained new 

network can be affected with a large variance. Variance error usually occurs when a neural 

network becomes loaded with a large number of parameters which is necessary to estimate. 

Squared bias for specific input values x  can be defined as: 

 
2( [ ( ; )] [ ])sq DB E f x D E y x  , (1) 

where ED is the expectation operator which defines mean convergence, D is the training 

set defined as: 1 2

1 1 2 2{( , ),( , ),..., ( , )} { , ,..., }m

m mD x y x y x y D D D  , f (x;D) is the regression 

estimator for a training set, and E [y|x] is desired constant value (a range). If the goal is to 

minimize the mean squared error, the best results could be obtained by forming relationships 

between x and E [y|x]. The squared variance definition can be represented as: 

 
2( ( ; ) [ ( ; )])sq D DV E f x D E f x D    . (2) 
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Overall values of bias errors and variance errors could be found from dependences on 

the number of training sets m: 
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where Bterr(x) is total bias error and Vterr(x) is total variance error. Bias and variance are 

two elemental parts of total error which exist during the prediction procedure. Third part 

of the total error, which represents the mean - squared error of the sum and variance, is 

introduced in [19]: 
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where Emv is the mean-squared error. Total error in [21] is denoted as expected loss and it 

is composed of three parts: bias, variance and noise. It can be observed in comparison to 

[21] that the mean-squared error part is replaced with noise parameter.Due to that, general 

error can be represented as: 

 
1 2( ) ( ) ( )err t terr terrG c N x B x c V x     ,  (6) 

where Nt (x) is noise parameter. The noise loss is, in general, small and it is equal to the 

difference between prediction values and target values. Coefficients c1 and c2 could be 

chosen with different values for different error functions, and they are highly adjustable. 

Procedure of neural network performance improvement, by reducing noise parameter 

error from the equation (6), will be the main goal in our paper.  

Randomly generated noisy signal will undergo linear regression procedure in the next 

section with the purpose of Nt (x) minimization. The basic principles of linear regression 

are presented in [22]. The linearity is provided with the formula: 

 
1 1 2 2 ...i i i ik k iy x x x        , (7) 

where is presented the model that defines the linear relationship between y and x1,x2,...,xk. 

The parameter i represents disturbance in the i-th observation. Noisy training dataset 

which will be used for a case study is presented in the next section. The linear regression 

method will be used to find a straight line modeling of a two-dimensional training dataset 

in our paper. For this purpose will be used equation of the straight line following the 

example from the equation (7): 

 y x   , (8) 

where  and  are parameters which could be calculated for known values of x and y. 

Mean values of x and y could be found from: 
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where n  is the number of training dataset elements. Parameters   and   could be easily 

found from (9): 
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The linear regression procedure for the generated training dataset will be performed in 

the following section. Also, an algorithm for training data optimization and noise removal 

process will be proposed. 

3. TRAINING DATASET OPTIMIZATION PROCEDURE 

Neural network learning data is obtained from Matlab software package. The training 

data set is formed by generating random noisy input signal using the specified options: 

 Signal amplitude: 0.1 

 Number of samples: 1000 

 Time period: 10 sec 

Preview of generated signal is presented in Fig 1. The main task of neural network 

will be to estimate the proposed input signal with the smallest error possible to achieve. 

Noise removal procedure will be performed in order to minimize the error approximations. In 

that manner, preprocessed signal will be simplified for the neural network estimation 

procedure. It should be noted that the focus of this paper is on the presentation of 

compromises that need to be made between the level of denoising procedure and the 

quality of approximation: as much noise is removed from the input signal, the quality of 

the signal will be poorer for information which are lost. On the other hand, a simplified 

signal will increase neural network estimation speed and reduce its overall training error. 

In the sequel of this paper empirical analysis of this compromise for different degrees of 

denoising process will be presented. 

 

Fig. 1 Generated random training signal 
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Linear regression equation, which presents a starting point for signal modification, is 

obtained by applying (9) and (10) on the signal from Fig.1: 

 0.00041 0.051y x   . (11) 

Linear regression (LR) straight line, which is presented in Fig. 2, is drawn on the basis 

of the equation (11) and inserted across noisy signal graph. Every noisy two dimensional 

signal could be approximated by an LR straight line modelling. The problem, for which 

we will present solution in this paper, is how to select a proper quantity of data which 

should be removed from the default signal regarding the LR line. Algorithm 1 presents the 

procedure for signal noise removal and a proper way for obtaining different training data 

for the purpose of neural network learning phase. 

 

Fig. 2 Default signal and calculated LR straight line 

 

Algorithm 1 Construction procedure of denoised signals 

 

1. Input vector y  – default signal values on y-axis (y axis on Fig.1). 

2. Computations:  

1) Vector D – distances between each signal point and linear regression line 

2) Dmax – position of maximal distance point (between signal and linear 

regression line) 

3) Dmin – position of minimal distance point (between signal and linear 

regression line) 

4) NOISEmax – distance between Dmax and corresponding point on the linear 

regression line 

5) NOISEmin – distance between Dmin and corresponding point on the linear 

regression line 

6) Tmax – point on the linear regression line which corresponds to Dmax 

7) Tmin – point on the linear regression line which corresponds to Dmin 

3. Determine 10 different values for parameter Gama which control what percent of 

noise will be removed from the signal (in the range 0 to 100%, step size is 10%). 

4. For each value of parameter Gama find denoised signal in the form of a vector. 

5. Group the vectors from step 4 into the matrix. Matrix dimensions are 10x1000. 

6. Use Matrix to plot denoised signals. Matrix data present neural network learning 

dataset with 10 processed signals. 
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Procedure from algorithm 1 is applied to default signal from Fig. 1. The original 

signal and 10 modified signals obtained from the different quantities of the removed noise 

(from default signal) are presented in Fig. 3. The original signal is labeled with y . Ten 

obtained signals with 100% to 10% of removed noise are labeled as 1 2 3 10, , ,...,ns ns ns nsd d d d , 

respectively. In the next section, neural network structure will be proposed, and training 

procedures for obtained signals from Fig. 3 will be presented.  

 

Fig. 3 Original and denoised signals 

 4. NEURAL NETWORK STRUCTURE AND TRAINING PROCEDURES  

Neural network which will be chosen for training and testing procedures is determined 

by good approximation abilities. Recurrent neural network (RNN) is selected for experimental 

purposes in this paper because it is commonly used in the field of processing noisy signals. 

Recurrent neural networks are dynamic networks that have recurrent (feedback) connections. 

They possess memory and depend on input sequence history and current input values. 

Dynamic networks are suited for filtering purposes because they can be trained to learn 

time-varying patterns. They have slower response time compared to feedforward networks, 

which is their main disadvantage. Elemental recurrent neural network structures and training 

possibilities are presented in [23] with the accent on the learning rate parameter. The learning 

rate, which represents an important training parameter, can be explained as a constant which 

determines the degree of weight coefficient changes during learning procedure. A neural 

network with one hidden layer and sufficient number of neurons in the hidden layer is 

capable of approximating almost any continuous function. Neural network with a single 

hidden layer is selected because of that. Another reason for selecting one hidden layer is 

the desire to avoid more complex network structures (potential danger of overfitting and 

extra computation time). The hidden layer should possess one half to three times more 

neurons than the input layer, and this factor depends on the complexity of the problem. It 

is advisable to double the number of hidden neurons until the satisfactory network 

performances are obtained. Twelve neurons in the hidden layer are finally chosen, based 

on performed empirical tests. The neural network transfer function is selected to be sigmoid 

function. This function is used for time series data because it is nonlinear and continuously 

differentiable. Those characteristics are good enough reasons to implement sigmoid activation 

function inside the network. Specific type of the network which will be used for testing 
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procedures will be simple nonlinear autoregressive recurrent neural network (NARX). 

Time series NARX is described in details in [24], [25]. Training type which will be 

performed is mathematically straightforward and recurrent. Matlab function which will 

accomplish this type of training is called trainbr, which is applicable for noisy datasets in 

conjunction with the Bayesian regularization training function.  

The strength factor of performed denoised procedures will be proposed after we 

specified neural network structure which will be used. This factor presents an important 

measure of signal quality after simplification procedure is performed. Strength factor 
fS  

is determined by comparing specific denoised signal and the original signal by follows: 
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where dns is the specific denoised signal from Fig. 3, y is the default signal from Fig. 1, 

and lrg is the LR straight line value determined by (11). Relations are based on signal 

range comparisons where referent positions are on lrg line. Values for each strength factor 

are presented in Table 1. 

Table 1 Strength factor values 

Signal dns1 dns2 dns3 dns4 dns5 dns6 dns7 dns8 dns9 dns10 

Strength factor Sf 1 Sf 2 Sf 3 Sf 4 Sf 5 Sf 6 Sf 7 Sf 8 Sf 9 Sf 10 

Values 0 0,169 0,320 0,456 0,576 0,681 0,772 0,849 0,912 0,964 

Neural network training procedures are performed using Matlab software package on 

original and denoised signals. Training results are presented in Table 2. The mean squared 

estimation error is labeled as err, training speed as tsp, strength factor is already marked as Sf, 

and the most important parameter for performance evaluation is labeled with .  

Table 2 Training results and evaluation criterion values 

Signal Estimation error 

(err) 

Iterations Training speed 

(tsp) 

Strength factor 

(Sf) 

Evaluation criterion 

() 

dns1  3,811010 6 1,01 s 0   0 

dns2 2,43105 15 0,90 s 0,169   5,7 

dns3 8,73105 14 0,93 s 0,320 11,37 

dns4 1,8104 9 0,96 s 0,456 16,15 

dns5 2,92104 9 0,95 0,576 19,53 

dns6 4,09104 11 0,98 0,681 23,2 

dns7 5,46104 10 0,90 0,772 25,91 

dns8 6,45104 12 0,91 0,849 28,8 

dns9 7,17104 10 0,87 0,912 31,045 

dns10 8,19104 9 0,86 0,964 32,48 

y 1,17103 9 1,21 1 29,23 
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It could be easily concluded from the table that the number of iterations and training 

speed, which are the required parameters for training completion, are not changing 

significantly for different processed signals. Because of that, they will not be important 

for evaluation criterion forming procedure. Further, it is obvious that signal estimation 

errors are increasing with the increase of strength factor. The best case would be to have 

the largest Sf in combination with the smallest err possible. In accordance with that, 

evaluation criterion  is calculated in the table as: 

 

2

f

rr

S

e
  . (13) 

Evaluation criterion is formed in a manner that favors signal strength and decreases 

error factor. It can be concluded from evaluation criterion values presented in Table 2 that 

the best network performances are obtained for dns10. This denoised signal is formed with 

10% of removed noise from the original signal. Overall network performances according 

to evaluation criterion are better from performances obtained using the original signal y. 

The signal dns9 is also suitable for usage, whereas network performances after using this 

signal are still better from performances obtained by processing original signal y. General 

conclusion is that the proposed data denoising procedure could improve network 

performances when it is performed on noisy training signals. The method is most adequate 

when it is used for noise removal between 10% - 20% from the original signal. In those 

cases, the method provides optimized training procedures of recurrent neural networks. The 

proposed method will be tested on other types of training data and different neural network 

types in future researches, with the purpose to form a universal preprocessing method. 

5. CONCLUSION 

In this paper we presented the method for improving neural network performances by 

preprocessing training data. The method is formed by defining all components of error 

signal, their thorough examination and focusing on the noise component. A random training 

signal which possesses noisy characteristic is formed in the Matlab software package. First, a 

linear regression procedure is performed on this noisy signal with the purpose to obtain a 

straight line modeling of a two-dimensional data set. Denoising algorithm is then presented 

in detail and used for processing the signal. Ten different signals which are obtained by 

denoising procedure are then used as training data for nonlinear autoregressive neural 

network learning procedures. Evaluation criterion, which is designed to evaluate network 

performances, is based on the mean squared estimation error values and signal strength 

factor. Signal strength factor presents newly developed performance parameter based on 

signal quality. On the basis of evaluation criterion, it is concluded that neural network 

showed improved learning performances when 10% to 20% of noisy signal data is removed 

from the default signal. The method represents a basic platform for future researches on a 

topic of training data preprocessing methods which could improve general network abilities. 
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