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Regular Paper 

PERFORMANCE ANALYSIS OF MRC-SC MACRODIVERSITY 

RECEPTION OVER GENERALIZED FADING CHANNELS   

UDC (621,395,38:519.724) 

Nenad Milošević, Dejan Milić, Daniela Milović, Jelena Anastasov 

University of Niš, Faculty of Electronic Engineering,  

Department of Telecommunications, Republic of Serbia 

 

Abstract. This paper shows a detailed statistical characterization of a specific system 

configuration consisting of one multibranch maximal-ratio-combining (MRC) and one 

selection-combining (SC) micro-level base station, and SC back processing unit at macro 

level. Primarily, the scenario of the independent and identically distributed generalized-K 

fading channels is investigated. After that, the correlated branches at SC-based micro-

level are assumed. The outage probability and the error probability performance for both 

cases are defined. According to the presented analytical analysis, numerical results are 

obtained. Also, the impact of the number of MRC and SC input branches, the impact of the 

fading/shadowing factor, the predefined outage threshold, the average signal-to-noise 

ratios and the correlation coefficient on the specified system performance is shown. 

Simulations validate the accuracy of the proposed analytical analysis. 

Key words: Micro-diversity, macro-diversity, outage probability, error performance, 

fading, shadowing 

1. INTRODUCTION 

In general, wireless channels are inevitably accompanied by multipath fading and 

shadowing phenomena effects, which consequently impair the reliability and the overall 

system performance [1]. Multipath fading arises when a signal propagates over different 

paths until reaching the destination point [2]. The shadowing phenomenon occurs when 

large obstacles such as massive hills, buildings, walls, or other objects veil the propagation 

path of the transmitted signal. In the engineering literature, there are many proposed statistical 

models that describe fading and shadowing, whether individually or simultaneously. The 
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gamma-shadowed Nakagami-m fading i.e., generalized-K fading distribution has been 

proposed in [3], [4] as quite general composite model to define the simultaneous effects 

of fading and shadowing. 

Over the years, problems caused by fading/shadowing have been addressed in a 

variety of ways. One of the well-known processing methods is the signal combining [5]. 

There are spatial, time, frequency, and polarization diversity schemes. Spatial diversity 

schemes, micro- and macro-diversity, are more commonly implemented to combat the 

impact of fading and shadowing, according to the fact that their application does not 

require the additional transmit power and bandwidth in comparison to other diversity 

techniques [6]. Furthermore, micro- and macro-diversity are employed to combat the 

effect of fading and shadowing simultaneously [7]-[11]. 

In the selection-combining (SC) scheme, a receiver selects the input branch with the 

strongest signal and bridges its input to the output. In the maximal-ratio-combining (MRC) 

technique, the output is formed as a linear combination of the input signals. A better 

performance is expected to be obtained by the MRC combining scheme in contrast to the 

SC scheme. In overall, MRC is widely recognized as the optimal combining scheme while 

the SC receiver is convenient because of its lower complexity and ease of implementation. 

In micro-diversity schemes, a number of antennas can be utilized within a single base 

station with spacing between of an order of a wavelength or even shorter. Thus, micro-

diversity antennas can experience different fading conditions and the received signals are 

usually mutually correlated. Macro-diversity involves the combination signals from two 

or more base stations that are separated by a certain distance, so the statistical 

independence of the received signals is easily maintained. In addition, in systems based 

on the macro-diversity, antennas are positioned at spatially allocated base stations, hence 

experiencing different shadowing conditions. 

A detailed performance analysis in terms of the average channel capacity, the average 

symbol error probability and the outage probability over composite generalized-K fading 

channels has been obtained in [12]. Authors in [13] have evaluated the level crossing rate 

and average fade duration at the output of SC type macro-diversity system consisting of 

two multibranch MRC micro-diversity receivers in the presence of the correlative 

Nakagami-m fading. In [14], the moment generating function-based performance analysis 

of multibranch MRC diversity receiver over various modulation schemes in the generalized-K 

fading channel has been shown. The utilization of the threshold SC-based macro-diversity to 

overcome shadowing for outdoor wearable communications has been systematically 

investigated in [15]. The second order statistics of macro SC based diversity system for 

radio-frequency vehicle-to-infrastructure communications over interference limited 

fading environment have been shown in [16]. 

In this paper, we consider the standard MRC processing and so the general form of 

the receiver output and the initial steps in the performance evaluation are well-known. 

However, the macro-diversity layout creates a new channel structure which is far more 

complex than the micro-diversity channel. Hence, the MRC output has a completely new 

statistical distribution and a novel, more advanced analysis is required for a system 

performance evaluation. In particular, we consider a combining configuration with 

multibranch MRC and multibranch SC micro- and SC macro-level combining hierarchy 

over independent and identically distributed (i.i.d.) fading channels. Generalization to 

independent M-branch MRC and correlated two-branch SC micro level scenario is also 

presented in this paper. The outage and system error performance have been investigated 



 Performance Analysis of MRC-SC Macrodiversity Reception 3 

for these specific scenarios. In comparison to the works presented in [12]-[14], the system 

under consideration in our paper has a higher level of complexity, involving the MRC 

combining at micro-level. Also, a detailed analysis is performed assuming quite general 

shadowed fading channels, generalized-K fading channels, even when the input branches at 

macro-level receiver are correlated. For an uncorrelated scenario, the analysis is extended for 

the system configuration when micro-level receivers are equipped by multiple antennas. 

In Section 2 the system model under consideration is explained and an equivalent non-

hierarchical logical schematic of configuration is shown. A statistical analysis of M-branch 

MRC and N-branch i.i.d. micro level scenario, as well as the analysis of the correlated two-

branch SC micro level scenario is given in Subsection 2.1. The expressions for the outage 

probability and average bit error rate (BER) analysis for both scenarios are derived in 

Subsection 2.2. In order to accomplish high generality of presented analytical analysis, the 

composite generalized-K fading channels were assumed. Numerical results and a discussion 

are indicated in Section 3 and final concluding remarks are listed in Section 4. 

2. PROBLEM FORMULATION 

The system model under consideration is shown in Fig. 1. In order to increase the 

coverage area and to avoid the influence of interferences, base stations (BSs) are allocated 

in such manner to be closer to each other with the capability to individually cover shorter 

ranges. Consequently, in the uplink wireless communication in Fig 1, the two nearest BSs 

can receive copies of the same signal from a mobile station (MS). We assume that one of 

the BSs is equipped with an MRC microreceiver, while the other BS uses a simpler SC 

microreceiver. Therefore, there is no need to assume that all BSs are identical, which in turn 

enables an analysis even in more complex networks of heterogeneous nature. The received 

signals from both BSs are further processed in the back processing unit (BPU). 

 

Fig. 1 System model 

Simplification of this system model in terms of MRC and SC blocks is given in Fig 2. 

The input signals of the MRC microreceiver are x1 and x2, while the input signals of the 

SC micro-diversity antennas are x3 and x4, respectively. Also, the signal-to-noise ratio (SNR) 

parameters exist as signal quality measures and input factors for further analysis. The SNR is 
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a measure that compares the useful signal level to the noise level. The SNRs at the inputs of 

the MRC microreceivers are 1 and 2, while the SNR at its output is denoted as 5. SNRs at the 

input of the SC and equivalently – at the inputs of macro level combiner are 3 and 4, 

respectively. These three SNRs, γ5, γ3 and γ4, are simultaneously inputs to an equivalent SC 

macroreceiver (see Fig. 3). Namely, the two 2:1 SCs can be replaced with one equivalent 3:1 

SC without affecting the operation of the overall receiving system. Output of the SC 

macroreceiver located at BPU has a resulting signal whose SNR is denoted as γ6. 

The standard way of analysis concentrates on probability density functions (pdfs) at 

the output of micro level combiners [7], [8], [13] and continues in the same hierarchical 

manner to the macro level and its output. Depending on the fading statistics and type of 

combiners used, an analysis can be tricky and can lead to significant mathematical 

complexity. The proposed equivalent combiner approach enables a more elegant analysis 

without compromising the accuracy of the obtained results. 

 

Fig. 2 Combining configuration with micro- and macro-level combining hierarchy 

 

Fig. 3 Equivalent non-hierarchical logical schematic of configuration from Fig. (2). The 

two 2:1 SCs are replaced with one 3:1 SC. 
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2.1. Proposed approach in statistic analysis 

Macro-level combiner switches the input with highest SNR value to its output, so the 

output SNR can be expressed as 

 6 3 4 5max( , , )   =   (1) 

Using the conditional probability, the pdf of the output SNR value can be derived as [12] 

 6 3 4 5 4 3 5 5 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ( ) ) ( ) ( )p x p x F x F x p x F x F x p x F x F x         = + +  (2) 

where F(·) designates the cumulative distribution function (cdf). We assume that signals x3 

and x4 are mutually independent and identically distributed (i.i.d.), so their pdfs and cdfs are 

3/4
( )p x , and 3/4

( )F x , respectively. Therefore, we rewrite the previous equation as 

 
6 5 3/4 3/4 3/4 5

2( ) ( ) ( ) 2 ( ) ( ) ( )p x p x F x p x F x F x     = +  (3) 

The interesting configuration of this system enables us to formulate the following lemma: 

Lemma 1. When the mentioned cdfs of input signals are expressed in a closed form, 

and are continuously differentiable, then also the resulting pdf at the ouput of macro-level 

combiner is expressed in a closed form. The same stands for the cdf of output signal. 

Proof. Pdfs are already expressed in a closed form, following from the previous derivation. 

We now proceed to prove this for cdfs also. By definition, the cdf is 
6 6
( ) ( )d

x

F x p t t 
−

=  , and 

for the specified case it transforms into 

 
6 5 3/4 3/4 3/4 5

2( ) ( ) ( )d 2 ( ) ( ) ( )d

x x

F x p t F t t p t F t F t t     

− −

= +    (4) 

We proceed with integration by parts on the first addend, taking 
3/4

2( ) ( )u x F x= , and 

5
d ( ) ( )dv x p x x= . It follows that 

3/4 3/4
d ( ) 2 ( ) ( )u x F x p x =  and 

5
( ) ( )v x F x= . Then the 

integral can be rewritten as 

 
5 3/4 3/4 5 3/4 3/4 5

2 2

0
0 0

( ) ( )d ( ( ) ( )) 2 ( ) ( ) ( )d

x x
x

p t F t t F t F t p t F t F t t      = −   (5) 

We have used the property 
3/4

( ) 0 for 0p x x =   to replace the lower limit of integration 

−∞ with 0. 

We notice that the second addend conveniently cancels out with the opposite sign addend 

form (4). Consequently, we can directly write the resulting cdf in symbolic form as 

 6 3/4 5

2( ) ( ) ( )F x F x F x  = . (6) 

The result does not depend on the specific type of combiner used in the upper arm, and 

applies to arbitrary combining technique in this arm, as long as the cdf function of its 

output is continuously differentiable, as is the case in the majority of fading models. 

Corollary 1.1. Single 2:1 SC combiner is obtained when x1 = x2 = 0. Then p5(x) = δ(x) 

is simply a Dirac δ-function, and F(x) = h(x) is a Heaviside step-function. Then the 3:1 

combiner acts as a simple 2:1 combiner with inputs x3 and x4. Using (6), the cdf function 
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at its output is 
3/4

2( ) ( )F x F x= , whereas the pdf is simply its derivative: 
3/4 3/46 ( ) d ( ) / d 2 ( ) ( )p x F x x p x F x = = 

3/4 3/46 ( ) d ( ) / d 2 ( ) ( )p x F x x p x F x = = . 

Corollary 1.2. The 3-inputs SC combiner results are obtained when 3/45( ) ( )p x p x= , 

and 
3/4

( ) ( )F x F x= . Then the 3:1combiner acts on three i.i.d. signals yielding output 

3/4

3( ) ( )F x F x= , and 
3/4 3/4

2

6
( ) 3 ( ) ( )p x p x F x = . 

Corollary 1.3. Using the previous two corollaries, it recursively follows that an N-

input SC combiner yields 
3/4

( ) ( )NF x F x= , and 
3/4 3/4

1

6
( ) ( ) ( )Np x Np x F x 

−= . 

Corollary 1.4. SC macro-diversity using an M-input MRC micro-diversity and an N-

input SC micro-diversity: It follows that the output cdf is 
3/4 5

( ) ( ) ( )NF x F x F x = , whereas 

pdf is 
5 3/4 3/4 3/4 5

1

6 ( ) ( ) ( ) ( ) ( ) ( )N Np x p x F x Np x F x F x    

−= + . Here γ5 refers to SNR at the 

output of the M-branch MRC micro combiner. 

Remark 1.1. Results also apply to a case where signals x3 and x4 (see Fig. 3) are 

coming from outputs of two separate micro combiners of an arbitrary type, that are 

subjected to i.i.d. fading at an earlier combining stage. 

 

Fig. 4 More general combining configuration with M-branch MRC and N-branch SC at 

micro level, corresponding to corollary 1.4. 

Lemma 2. Generalization to non-i.i.d. signals at individual BSs. 

Proof. Let us assume that the signals at the two base stations are uncorrelated. On the other 

hand, signals at each antenna on any particular base station may be correlated, and thus non-

independent, and also possibly non-i.i.d. In that case, referring to Fig. 3, we can describe 

signal statistics using joint pdfs and cdfs 
3 4

( , )p x y  , and 
3 4

( , )F x y  , respectively. The 

output SNR is then defined as 

 6 3 4 54 5 3 5 3 4( ) ( ) ( , ) ( ) ( , ) ( ) , ( )p x p x P x p x P x p x P x        =  +  +  , (7) 

where 
3
( )p x  and 

4
( )p x  are marginal pdfs of the joint pdf with respect of subscript random 

variable, and ( , )P x y z  represents probability that realizations of random variables x and y 

are both lower than value z. Using the joint pdf, we can rewrite the previous equation as 
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6 5 3 4 5 3 4 5 3 4

0 0 0 0

( ) ( ) ( , )d ( ) ( , )d ( ) ( , )d d

x x x x

p x F x p x t t F x p s x s p x p s t s t         = + +   . (8) 

The cdf at the output of macro-diversity is 

 

6 5 3 4 5 3 4

5 3 4

0 0 0 0

0 0 0

( ) ( ) ( , )d d ( ) ( , )d d

( ) ( , )d d d .

y yx x

y yx

F x F y p y t t y F y p s y s y

p y p s t s t y

      

  

= +

+

 



 (9) 

We proceed with analyzing the last addend, via the use of integration by parts. We use 

3 40 0
( , )d d

y y

u p s t s t =   , and 
5

d ( )dv p y y= , yielding 
3 4 3 40 0

d d ( , )d ( , )d( )
y y

u y p s y s p y t t   = +   

and 
5
( )v F y= . Then we get 

 

5 3 4 5 3 4

5 3 4 3 4

0
0

0 0 0

( ) ( , )d ( ( ) ( , ))

d ( )( ( , )d ( , )d )[ ]

x
x

y yx

p y F y y y F y F y y

y F y p s y s p y t t

     

    

=

− +



  

 (10) 

After canceling the addends with opposite signs in (9) and (10), the final result is 

 6 5 3 4
( ) ( ) ( , )F x F x F x x   = . (11) 

2.2. Performance analysis at micro and macro-level  

over generalized-K fading channels 

In the system under consideration, we assume that radio channels are corrupted by the 

composite generalized-K fading due to presence of simultaneous effects of the multipath 

fading and shadowing. Micro-diversity basic application purpose is to diminish influences of 

aforementioned channel phenomena, which justifies the assumption regarding the fading 

channel and even shows the generality of derived equations according to the generality of the 

generalized-K distribution. Further, mitigation of shadowing requires the use of macro-

diversity. 

Let the fading envelope over the l-th branch be described by the generalized-K 

random variable, rl, following the probability density function (pdf) as [3] 

 
1 24

( ) 2
( ) ( )

l l

l l

l l l

m k

k m

l l

R k m

l l l l

m mx
p x K x

m k k

+

+ −

−

  
=          

, (12) 

with kl and ml determining the shadowing severity sharpness and fading depth, respectively, 

and ).(cK  being a modified Bessel function of the second kind and the cth order [17, 

(8.407)]. ( )   stands for the Gamma function [17]. 

The pdf of the instantaneous SNR at the input of lth micro-diversity branch can be 

written in the form [12] 
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2 22
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( ) ( )l
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+ − +

−

  
=          

  (13) 

When lk →  , the generalized-K distribution reduces to the  Nakagami-m distribution, 

and for lk →   and 1lm = , it reduces to the Rayleigh distribution. For ml = 1, it 

coincides with K, i.e. the Rayleigh–gamma distribution, and very well approximates the 

Rayleigh–lognormal distribution. When lk →   and lm →  , the obtained distribution 

can describe a channel that is only under the influence of the white Gaussian noise. In 

addition, the cdf is defined as [12] 

 2,1

1,3

11
( )

, ,0( ) ( )

mk
F G

k mm k





  

 
=  

 
. (14) 

In order to study the outage probability and the average bit error rate (BER) of the 

overall system, the cdf of SNRs at the output of MRC and SC receivers will be obtained. 

The pdf of SNR at the M-branch MRC output can be calculated as [14] 

 
mrc

1
2 2

( ) 2 2 .
( ) ( )

mM k mM k

k mM

mk mk
p K

mM k


 


 

+ +
−

−

  
=          

 (15) 

Further, the cdf of mrc  can be obtained by transforming the Bessel K function into the 

Meijer’s G function [19] and utilizing [20], in the following way 

 
mrc

2
2,1

1,3

1
1 2

( )
( ) ( )

, ,
2 2 2

mM k mM k

mk mk
F s G

k mM mM k k mMmM k


 

 

+  + 
−  

 =  
− − +     − 

 

. (16) 

In the case of presence of correlation among branches, the expressions should be 

modified. According to the fact that the bivariate pdf of the input correlated SNRs over 

generalized-K fading channels, can be evaluated as [18] 

 

1 2 1 2

, 0

1,2

1 2

4
( , )

( ) ( ) ! ( ) ! ( )

2

,
(1 ) (1 )
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a b
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n g

p
m k a m a b k b

mk K mk

 






 

 



   



=

=

+ + + +

=
   +  +

   
     

  

− −




 (17) 

where k m a b = + + + , k b m a = + − − , (1 )(1 )
l n g l   = − − , with n  and g  

being correlation parameters. In this section, we analyse the case of an independent M-

branch MRC and a correlated two-branch SC micro level scenario. Thus, the bivariate cdf 

of two correlated generalized-K SNRs is defined as [18] 
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Recalling (6) or (11), the overall outage performance of the system under consideration, 

can be directly obtained as 
6
( )out thP F =  for independent i.d. or correlated i.d. branch 

scenario, respectively, where th is the predefined outage threshold. According to the fact 

that cdf of SNRs at SC and MRC output as well as the cdf of SNR at macro level output 

are known, we can also evaluate the average BER of the overall system, utilizing 

 
1

0

( )d
2 ( )

d c
c

e

d
P e F

c



  − −



=
  , (19) 

where the parameters c and d are defined as (c, d) = (0.5, 1) for coherent binary phase-

shift-keying (BPSK) and (c, d) = (0.5, 1) for differential BPSK (DBPSK). By substituting 

(6) or (11) in (18), the system error performance for two specified scenarios can be 

evaluated. 

The previous integral is very complex and easy–to–follow solution, for both uncorrelated/ 

correlated scenarios, cannot be obtained. Thus, we determine the average BER approximated 

expression, for uncorrelated SC branches, in the range from medium-to-high SNRs, by 

representing the Meijer’s G function in (16), into infinite series [21, eq.(07.34.06.0001.01)]. 

By substituting (16) and (14) into (6), and then (6) into (19), we solved the integral of three 

Meijer’s G functions, with the help of [21, eq.(07.34.21.0081.01)], in the following form 
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 (20) 

with 1 1 2 2

1 1 2 2

, : , : ,

, : , : , ( )
m n m n m n

p q p q p qG  being the bivariate Meijer’s G function [21]. 
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3. NUMERICAL RESULTS 

Recalling previously obtained analytical results various numerical results are presented 

and discussed in this section. In particular, we have analysed the outage probability and the 

average BER of the system under consideration under different generalized-K fading and 

shadowing conditions. For the sake of simplicity, results for i.i.d channel conditions are 

shown, although can be used for evaluating generalized scenarios of correlated and not 

specifically i.i.d. environmental conditions. All numerical results are accompanied with 

independent Monte Carlo simulations. 

In Fig. 5, the outage probability is plotted as a function of the normalized outage 

threshold varying number of input branches at macro-diversity SC receiver. The results 

are evaluated based on corollary 1.4. The increase in number of micro-diversity SC (N) 

and MRC (M) input branches evidently decreases the outage probability. It can be noticed 

that the lower values of the outage threshold indicate lower values of outage probability 

i.e. better system performance, regardless of the number of input branches. 
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Fig. 5 Outage probability dependence on threshold for uncorrelated scenario 

The outage probability dependence on the shadowing shaping factor, k, under various 

fading conditions is presented in Fig. 6. The outage threshold and number of branches at 

micro and macro levels remain constant. When fading and/or shadowing parameter 

increases the outage probability value improves. For higher average SNRs, the impact of 

fading shaping factor m is more pronounced. For instance, when k = 2.5 and the fading 

depth decreases i.e., m increases from m = 0.5 up to m = 3.5, the outage probability 

decreases one order of magnitude for 10dB =  and even three orders of magnitude for 
15dB = . 
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Fig. 6 Outage probability dependence on shadowing shaping factor 

Fig. 7 depicts the impact of the average SNR and the fading depth factor (different 

values of parameter m) on the average BER for two modulation schemes. It can be 

noticed that the average BER for BPSK signal transmission improves, in comparison to 

BDPSK signaling. Also, one can notice that changing of the fading depth parameter 

shows a larger impact on the BDPSK error performance. For instance, by increasing the 

parameter m from m=0.5 to m=1.5, when 16dB = , the average BER improves for an 

order of magnitude in the case of DBPSK, and even two orders of magnitude in the case 

of BDPSK transmission, for the same decrease of fading depth. 
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Fig. 7 Average BER versus the average SNR under different fading depth channel conditions 
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Fig. 8 Outage probability dependence on correlation factor  

In Fig. 8, the outage probability dependence on correlation, of the MRC micro level, is 

shown. The impact of the outage threshold and the average SNR on the outage probability 

is also depicted. For higher average SNR and/or smaller outage threshold values, better 

system performance is obtained. It is evident that the correlation coefficient increasing 

degrades the outage performance. Also, we can notice a more significant influence of 

correlation coefficient on the outage probability in high SNR regimes (higher slope of blue 

curves, for 20dB = , is noticeable in comparison to black ones, for 14dB = ). 

Simulation results show good agreement with analytical results, in all figures. 

4. CONCLUSION 

In this paper, the outage and error probability performance of a system consisting of 

MRC and SC receivers at micro- and SC unit at macro-level was investigated. The 

increase in number of MRC and SC micro-diversity input branches showed to improve 

the overall system performance. For higher values of fading and/or shadowing parameter, 

the outage as well as the error performance showed improvement. In the range of higher 

average SNR values, the impact of fading severity parameter was more pronounced. The 

average BER improved for the BPSK signal transmission in comparison to BDPSK. For 

higher average SNR and/or smaller outage threshold values, a better system performance 

was obtained. Results also showed that the increase in correlation among SC input 

branches degrades the outage probability values. 
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Abstract. In this paper we apply multistep recurrence relations, as one of very simple 

and useful mathematical models. It is an efficient tool for solving many problems in 

mathematics, science, and technics. We also use generating functions, as a connection 

between real number sequences and real functions, and as a very smooth and efficient 

connection between the discrete mathematics and (continual) mathematical analysis. 

We present an application of multistep homogenous linear recurrence relations for 

modelling some processes in the control theory. Further on, we use the ordinary 

generating function aiming to find appropriate formulae for calculating members of an 

appropriate recurrence sequence. Finally, we show the application of this novel 

mathematical approach on one real example in the control theory. 

Key words: Recurrence relation, generating function, control theory 

1. INTRODUCTION 

There are a lot of problems and processes in mathematics, science, technology and 

other fields, where the recurrence relation is the most appropriate mathematical model for 

describing it (see [1]-[3]). It is sufficient that some problem or process can be described 
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or valued with some sequence of real or complex numbers, for example values calculated, 

or sampled or measured in discrete moments in time, and we can use such a mathematical 

model. Those values must be mutually connected via some relation (see [4]-[6]), expressed 

with an explicit mathematical formula. This relation usually involves k(k N) consecutive 

members of a real sequence, and it can be used for calculating the next value in a sequence, 

based on k previous values (see [6]-[8]). 

A typical problem with recurrence relations is to determine an explicit formula for 

calculation of any member of sequence an = a(n) (see [4]-[6]). The most common approach 

is using the characteristic equation of a given recurrence relation, which is precise, but not 

always easy to implement and not appropriate enough for the algorithmic approach and for 

programming.  

In [10], we already introduced and showed another approach, using the ordinary 

generating function for a sequence of numbers (see [4], [9], [11]-[13]). 

2. MATHEMATICAL BACKGROUND 

The recurrence relation for some real or complex sequence of numbers (an)nN is a 

mathematical term, given with 

          
1 2

,  ,  , ,  0,( )
n k n k n k n

F a a a a
+ + − + −

 =                                        (1) 

(see, for example, [1], [6]) which is the relation in an implicit form, or  

                ( )
1 2
, , , ,

n k n k n k n
a f a a a

+ + − + −
=                                             (2) 

which is the relation in an explicit form. In both formulas, n are index of this sequence 

and k is order of this relation. If mappings F in (1) and f in (2) are linear, then we have a 

linear recurrence relation. Without loss of generality, as in [10], in the rest of this 

research paper, we will consider only linear recurrence relations (see [1], [5]- [6]).  

The algorithm for calculating members of the real sequence is shown on Fig. 1: 

read (a0, a1… ak-1); 

for (i=k, i<=n, i++) 

{ai = f(ai-1, ai-2,…, ai-k)=0;      % find next sequence member 

  write (ai); 

  for (j=0, j<i, j++) 

       aj = aj+1;                         % relocate sequence members 

} 

Fig. 1 Algorithm in meta language (see [13]) 

The recurrence relation is a very useful model in both cases, for real and for complex 

sequences. In this paper, without loss of generality, we will consider only real sequences. 

In order to show our method and main results, also without loss of generality, we will 

use recurrence relations with small values k = 2 (two-step recurrence relation) or k = 3 

(three-step recurrence relation). For a successful use of the recurrence relation, it is 

necessary to have k starting values, i.e., to know values of 0 1 1
, , .

k
a a a

−  . 
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The most common approach for obtaining an explicit formula for calculating members of 

a recurrence relation is by using the characteristic equation of a given recurrence relation. 

For example, if a linear recurrence relation  

1 1 2 2
   0,

n k n k n k n k n k n k n n
a a a a   

+ + + − + − + − + −
+ + ++ =                       (3) 

with starting conditions  

        
0 0 1 1 1 1 0 1 1

,   ,    ,  ,  ,   ( ,)
k k k

a A a A a A A A A R
− − −

= =  =                         (4) 

is given, characteristic equation is 

1 2

1 2
           0,

n k n k n k n

n k n k n k n
       

+ + − + −

+ + − + −
+ + ++ =  

i.e., 

1 2

1 2
         0,

k k k

n k n k n k n
      

− −

+ + − + −
+ + ++ =  

Solutions of this algebraic equation are real or complex numbers 
1 2
, ,

k
    and the 

formula for calculating any member of this sequence have a form 

1 1 2 2
  .

n n n

n k k
a C C C  = + +                                             (5) 

Constants
1 2
, ,

k
CC C can be obtained from starting conditions (4). 

Another approach (see [10]) to a problem of obtaining the formula for calculation of 

members of the recurrence sequence is by using the ordinary generating function, 

defined with (see [6], [9], [12]) 

0

·( )
n

n

nF a tt


=

=  . 

For a linear recurrence relation (3), we can obtain ordinary generating function using 

following steps 

1 1 2 2
   0,

n k n k n k n k n k n k n n
a a a a   
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n k
t
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0n
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Then we have 

1 2 2
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and the generating function is 
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This function is rational and after the decomposition on simple fractions, using well-

known summation of geometric series 

0
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=

=
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 ,                                                             (6) 

we can obtain an explicit formula for calculating any member of this sequence, that will 

have the same form like in (5) (see [10]). 

3. METHOD 

There are various systems and processes in control theory (as well as in other areas and 

fields), that we usually divide into two main groups: continual systems and discrete systems. 

We should also notice a big difference between discrete systems (discrete by their nature) and 

discretized models of continual systems (see [14]). Anyway, the mathematical apparatus for 

analysis of discrete systems and analysis of discretized systems are the same. Mathematical 

models of continual systems are discretized when applying a discrete control [14]. The 

identification of the process and discretization can be done in two ways: by applying some 

method for identification of continual processes, and then to discrete it; or to discrete continual 

model during identification of process. Discrete processes are identified to mathematical 

models directly. Discrete processes in industry are, in fact, very rare. Their discrete character 

is a consequence of some discretization mechanism, for example by embedding some discrete 

measure instruments [14]. The result of such identification is the linear discrete mathematical 

model 

1 1

( 1) ( )1 ()( )
n n

i i

i iy ka y k b x mn k
= =

 − + − − += −   

This model is with noise (k) and delays, where m is the number of delay cycles. 

Further on, we will deal with processes and systems in an ideal case, so models will be 

without noise and without delay, in the simplified form 

1

( 1( ) )
n

i

iy a y kn 

=

−=  . 

Suppose that we have some process (P) and that this process is described with some 

real values, calculated in discrete moments of time. Let those values be states and/or 

outputs of this process. This process can be shown in a form of diagram (see Fig. 2).  

State and output of this model in each moment is described with a number an, n = k, 

where k = 0, 1, 2... in particular successive moments tk. Each subsequent state is 
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determined by k previous states and mathematical model of this process are described 

with some relation  

                ( )
1 2
, , , ,

n n n n k
a f a a a

− − −
=                                                  (7) 

with starting conditions (4), that is of same type as relation (2). 

 

Fig. 2 Block diagram for system characterized with relation (7) 

Without loss of generality, we will take 2k = , aiming to have the simpler form of 

recurrence relation, so called “two-step recurrence relation”. 

 

Fig. 3 Block diagram for system characterized with relation with k=2 

Mathematical model of this process is 
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or with “shifted” indexes, 

0 0 1 1 0 12 1( ), ( ), , ,,
n n n a Aa af A A A Ra a

+ + == =   

or in the implicit form 
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For a linear recurrence relation (7), we can obtain an ordinary generating function 

using following steps 
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Then we have 
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and generating function is 
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where starting conditions are 0 0 1 1 0 1
( ),   , ,  a A a A A A R= =  . 

This function is rational and after the decomposition on simple fractions, using (6), we 

have F(t) in an explicit form. We will assume, without loss of generality, that poles of 

function (8) are real (not complex) and unique, and that all coefficients in (7) are real. 

Other cases could be a topic for some further research. 

 4. APPLICATION  

In order to validate the proposed method, G.U.N.T. Flow Control Trainer RT522 (Fig. 

4) is a comprehensive structure equipped with modern industrial components. The pump 

delivers water from the tank through a piping system. The fluid flow is measured using 

an electromagnetic sensor, which allows further processing of the measured quantity by 

giving a standardized current signal at the output. The flow indicator is a rotometer. An 

industrial digital controller is used for control. The actuator, connected in a closed non-

return loop, is an electromotive valve. The manual ball valve, allows defining the 

disturbances that are introduced into the system. The controlled parameter Ks and the size 

to be manipulated and written directly to the two-channel line recorder. 

The system also contains management software (RT650.50) connected to a computer. 

The tank has a capacity of 30l, the centrifugal pump has a power of 250V with a maximum 

flow rate of 150 l/min and a speed of 2800 rpm. The maximum flow rate of the electromagnetic 

sensor is 6000 l/h. The control cabinet contains a power switch, a safety STOP button, a pump 

start button, a control terminal for monitoring output variables and manual control of the 

system. The control cabinet also has a printer that automatically prints the values of the output 

variables. A closer view of the entire system with the tank is shown in Fig. 5. The system is 

connected via a computer, which supports the LabView software package, and with auxiliary 

applications it is possible to set, control and monitor the operation of the system. 
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Fig. 4 G.U.N.T. Flow Control Trainer RT522 

 

Fig. 5 A closer view of the entire system 

 

Several experiments have been performed to identify the system in the form of a 

transfer function. The idle system is excited by setting the desired system response to a 

value of 1400 l/h. Experimental results are given in Fig. 6.  

 

 
Fig. 6 Experimental results 

Using the graph-analytical method [14] of the bounce response of the system for the 

transfer function, the following function was obtained: 
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2

1
( )

5.20386 4.59700 1
W s

s s
=

+ +
 

25.20386 ( ) 4.59700 ( ) ( ) ( )s Y s sY s Y s X s+ + =  

which leads us to a recurrence relation  

 

2 15.20386 4.59700 1n n na a a+ ++ + = .                                  (9) 

 

Now we will apply the algorithm introduced in [10]. Having in mind that tanks are empty 

at the beginning, we will assume that a0 = 0, a1 = 0, as start conditions. Although our 

problem is non-homogenous the linear recurrence relation (right side of equation (9) is 

not equal to 0), we can apply same method as with homogenous relations, to obtain an 

explicit formula for an. 
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so ordinary generating function is 
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Suppose that we can make decomposition  
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then we will come to the system of linear equations 
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with solutions 0.27466A = , 0.02355B =  and 0.10605C = . So, we have 
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Explicit formula for calculating numbers of real sequence na is 

0.06076 ( 1) 0.21390
0.27466

0.38759 0.49579

n

n nn
a

 −
= + + . 

We can use the obtained formula for the calculation of any member of this real sequence, 

i.e., we can calculate value that characterizes our system. 

5. CONCLUSION 

Multistep recurrence relation is one of the useful mathematical models and also a very 

simple tool for many problems in mathematics, science and technology. So, there is a 

possibility to apply multistep linear recurrence relations for modelling problems in the 

control theory, what is the goal of this paper. An ordinary generating function of real 

sequence is used, in order to obtain formulae for calculating members of a sequence. 

Generating functions are just one of mathematical tools for the connection between real 

number sequences and real functions. 

The main purpose of our method is to obtain function, expressed with an explicit 

formula (continual model) that represents a recurrence sequence of real numbers, which is a 

problem with a completely discrete nature. This method is some kind of a “D2C” (discrete-

to-continual) smooth transformation. 

This approach, which is here applied on some simple problems in the control theory, is 

just an introduction into a wide variety of possible applications for solving problems from 



24 B. RANĐELOVIĆ, S. NIKOLIĆ, A. MILOVANOVIĆ, I. ILIĆ 

other fields (computer science, economy, biology, digital signal processing…), that have 

similar mathematical properties. It also opens wide new frontiers for further research in this 

field of applied mathematics. 
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1. INTRODUCTION 

To facilitate new networking evolution, a concept of programmable networks has 

been proposed. The fundamental idea has evolved into what today is called Software 

Defined Network (SDN). Compared to traditional networks, SDN decouples the control 

logic from network layer devices and centralizes it for efficient traffic forwarding and 

flow management. SDN is having the ability to separate the data and control functions of 

core devices and consolidates all the control in a single node called the network controller 

[1]. This centralized entity provides programmable control of the whole network and 

enables real-time control of all the underlying devices. The SDN controller is comprised 

of logically centralized “network intelligence” software and has a global view of the 

network. The controller architecture can be centralized or distributed. 

Centralized SDN controllers are mostly used in small-scale SDN networks, whereas 

distributed controllers can span across multiple domains. A single-threaded SDN controller is 

more suitable for less complex SDN deployments. In contrast, multi-threaded controllers are 

suitable for commercial purposes such as 4G/5G, SDN-WAN, ISP, and optical networks. 

The controller in a SDN is the core and critical component responsible for making 

decisions on managing traffic in the underlying network. The core functions of the controller 

are mainly related to network topology and traffic flow. In SDN networks, Ethernet switches 

are replaced by OpenFlow switches. Each OpenFlow switch dynamically maintains a flow 

table, which consists of flow rules that determine the handling of network packets [2]. In an 

SDN architecture, the infrastructure devices (switches and routers) have been designed to act 

like modules that process the incoming data packets to forward these packets towards their 

destinations. The forwarding of these packets is based upon the logic-based set of rules 

programmed into the SDN controller(s). 

Although the fundamental function of an SDN controller is flow management, several 

different metrics can be used for its performance analysis. In this paper, we presented a 

performance evaluation in both throughput and latency perspectives for the current well-

known OpenFlow controllers: RYU and ONOS. The controller benchmarking tool was 

implemented for the incremental number of switches connected to the controller under 

the simulation environment. We have compared RYU and ONOS controllers using the 

Mininet emulator, along with a detailed analysis of their performance in a custom Tree-

based network topology named as Fat-Tree. Topology influence on the SDN network 

performance is done by analysis and evaluation of different network parameters such as 

throughput, packet transmission rate, and latency.  

From the TCP throughput simulation, the ONOS controller displayed better results 

than RYU, showing that it can respond to requests more promptly under complex Fat-

Tree topology traffic loads. Simulation outcomes indicate that in round-trip propagation 

delay between end nodes ONOS exhibited better results than the RYU controller. The 

ONOS controller was found to outperform RYU in the proposed Fat-Tree topology 

environment regarding the throughput and time between packets sent to the end hosts. 

The rest of this paper is organized as follows. Section II presents the SDN and controller 

architecture and gives an overview of OpenFlow, RYU, and ONOS features. Section III 

presents the simulation environment, research methodology, and metrics. Section IV shows 

the results of the SDN controller analysis. The paper is then concluded in Section V. 
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Fig. 1 Overview of a typical layered SDN architecture (left) and SDN controller architecture 

(right) [3] 

2. BACKGROUND AND RELATED WORK 

A. SDN Network Architecture  

The architecture of a SDN network can be divided into three planes: data plane, control 

plane, and application plane. The work in [3] discussed a three-layer SDN architecture 

model, as we can see in Fig. 1 (left). SDN separates the control and data plane of a traditional 

network device. The control plane is implemented through one or more logically centralized 

controllers. Control functionality is removed from network devices, that will become simple 

packet forwarding network nodes. The application plane interacts with the control layer to 

program the whole network and enforce different policies. The interaction among these 

layers is done through interfaces that work as communication protocols. SDN Application 

consists of one Application Logic module and one or more Northbound Interface (NBI) 

Drivers. The SDN is programmable through applications that interact with the underlying 

data plane devices. Higher-level logic can be implemented directly through these applications 

on top of controllers, which communicate through NBI Agents (REST, JSON, etc.) [4]. The 

SDN Datapath is a logical network device that comprises a Southbound Interface (SBI) 

Agent and a set of one or more traffic forwarding engines and traffic processing functions. 

The SBI defined as an interface between controller and Datapath, provides event notification, 

statistic reporting, capabilities advertisement, and high-level control of all forwarding 

operations. SBI interface is generally implemented using the OpenFlow protocol. 

OpenFlow is the most widely accepted and deployed SBI standard for SDN and 

represents a protocol that is used for the communication between the controller and 

forwarding devices. OpenFlow modifies the SDN network in the sense that data plane 

nodes become simple devices that forward packets according to rules given by the 

controller. The main components of a SDN network are OpenFlow switches which can 

communicate with the controller via an OpenFlow protocol. An OpenFlow protocol can 

handle high-level routing, packet forwarding, and secure connection between the control 

plane and data plane. OpenFlow switch consists of one or more flow tables. Flow tables 
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determine data processing and forwarding with the help of flow entries. Each flow entry 

determines how data will be processed and forwarded in a network. The current version 

of OpenFlow is 1.5.1. as described in [5]. 

Fig. 1 (right) shows the architecture of the SDN controller. The core functions of the 

SDN controller are mainly related to topology and traffic flow, device management, and 

statistics tracking. All the controller functions are implemented via changeable modules, 

and the feature set of the controller may be adjusted to specific requirements of SDN 

networks. The topology itself is maintained by the topology manager. This provides the 

decision-making module to find optimal paths between nodes of the network. The 

controller tracks the topology by learning the existence of OpenFlow switches and other 

SDN devices and tracking the connectivity between them. Currently, there is a variety of 

open-source SDN controllers available for the community: POX, RYU, FloodLight, ONOS, 

ODL, OpenDayLight, etc. [6]. There is a lack of a standard for NBI, which has been 

implemented in several different forms. The ONOS and FloodLight controllers both use a 

Java and REST/RESTful API, while RYU and POX use Python API, etc. [7].  

B. ONOS and RYU Controller 

The Open Network Operating System (ONOS) is an open-source distributed SDN 

control platform, developed by the Open Networking Lab (ON Lab) [8]. The specific 

protocol feature of the system core makes ONOS available to be used for networks for 

various purposes such as company networks, campus networks, data center networks, etc. 

ONOS is specifically oriented to Internet Service Provider (ISP) networks, due to its 

distributed architecture and natively supports a distributed version of the controller, 

running on a cluster of servers. Each controller in the cluster is responsible for managing 

the OpenFlow switches under its domain. Each switch can connect to multiple ONOS 

controllers for reliability, but only one will be its master with full control over it in terms 

of read/write capabilities on the switch forwarding tables. The other controllers are 

denoted as slaves and one of them takes the control of a switch whenever the master 

controller fails. Generally, ONOS consists of NBI, SBI, and the Distributed Core. As a 

multi-threaded controller, ONOS is convenient for commercial purposes such as ISP and 

Data Center networks, SDN-WAN, and optical networks. 

RYU controller is an open-source and component-based SDN framework implemented 

entirely in Python. RYU provides software components with well-defined APIs that make it 

simple to create control applications and SDN network management. RYU allows an event-

driven programming paradigm in which the flow of the program is determined by events, and 

supports various protocols for managing network infrastructure, such as OpenFlow, Netconf 

(RFC 6241), OF-config, etc. [9]. The controller uses NBI APIs such as Restful, REST, 

REST/RPC user-defined API, etc. RYU provides a set of specific components such as 

OpenStack/Quantum virtualization, Firewall, OFREST, etc. for SDN applications. 

C. Related works 

Research in [10] gives a comprehensive investigation of open-source controllers RYU, 

POX, ONOS, and ODL. The authors were focused on parameters such as throughput and 

latency using Cbench tool. In [11], five controllers (RYU, POX, Trema, Floodlight, 

OpenDayLight) are compared, and the authors collect properties of each controller under 

specific evaluation: REST API support, modularity, virtualization, etc. In [12] authors 
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describe and evaluate two ONOS prototypes. The first version implemented logically 

centralized global network view, scale-out, and fault tolerance modules. The second version 

focused on improving ONOS performance in core network traffic engineering and scheduling. 

In [13] authors use a comparison of performance metrics such as delay, bandwidth, and 

received packets using network monitoring tools like IPERF and D-ITG to analyze the 

functionality of the POX controller. The results of this research were the recommendation of 

using a POX controller. 

In [14], the authors have shown the performance comparison performed between the 

NOX, POX, Trema, and Floodlight in reactive and proactive modes. The results showed 

that the best performance is achieved when the controller is operating in the proactive 

mode because forwarding rules are installed on the switch. Authors in [15] presented a 

framework named HCprobe to compare seven controllers: RYU, Beacon, Maestro, MUL, 

FloodLight, NOX, and POX. To evaluate the efficiency of these controllers, the authors 

performed additional measurements like reliability, scalability, and security along with 

throughput and latency. The results show that FloodLight, Beacon, and MUL obtained 

minimum latency, while Beacon performed good results in the throughput test. Authors 

in [16] presented the crucial advantages and challenges of SDN security, flexibility, and 

performance against traditional TCP/IP networks. 

3. SIMULATION ENVIRONMENT 

The simulation hardware and software specifications are shown in Table 1. Performance 

analysis and network topology development were performed in an environment of a Windows 

10 PC. The VirtualBox 6.1.22 hypervisor is used to instantiate two separate Virtual Machines 

(VM). Each VM is allocated 6 GB of RAM, and runs on Ubuntu 18.04, as the host Operating 

System (OS). Each VM separately contains Mininet with predefined ONOS and RYU 

controllers. 

 

Table 1 Simulation hardware and software specifications  

 

 PC VM 

Hardware Processor AMD Ryzen 5 3600, 

3.6 GHz (6-core) 

1 CPU, 

6-core 

 RAM 16 GB DDR4 6 GB DDR4 

Software OS Windows 10 

(64-bit), ver. 21H1 

Ubuntu 

18.04 (64-bit) 

 VirtualBox - 6.1.22 

 Mininet - 2.3.0d6 

 RYU - 4.3.2 

 ONOS - 2.5.0 

 Python - 3.8.5 

The topology used in the simulation was based on Fat-Tree topology, as shown in Fig. 

2. The Fat-Tree topology can be thought of as a reference data center topology. In this 

research paper, all OpenFlow switches are interconnected to each other, forming 3-level 

architecture: core, aggregation, and edge. This simulation deals with the results obtained 
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by Mininet emulating a custom Fat-Tree topology with 12 OpenFlow switches (s1-s12) 

and 32 hosts (h1-h32), where the 8 edge switches (s5-s12) have four emulated hosts each. 

The ONOS or RYU controller has the role of the SDN controller in the proposed 

topology. Host h1 is denoted as Server, and h2 is denoted as Client. After controller 

initialization, Mininet loads a Python script to instantiate the custom topology. Each 

OpenFlow switch is assigned a unique port for keeping track of network traffic. 

Python 3.8 is used to write the network topology. Mininet Command Line Interface 

(CLI) is used to create the topology. Due to the topology complexity, we used a Mininet 

high-level API. We use Topo as the base class that provides the ability to create reusable 

and parametrized topology. We use methods self.addSwitch() and self.addHost() to import 

switches and hosts into topology and connect them. Further, method self.addLink(node1, 

node2,**link_options) is used for adding a bidirectional link that contains host and switch 

names and the number of options such as bandwidth or delay. 

 

Fig. 2 The Fat-Tree SDN network topology 

The Mininet CLI option --mac will automatically assign MAC addresses that match 

the host's names. All the nodes have been assigned a unique IP address from the 

10.0.0.0/24 address range and a unique MAC address. To make switches connect to 

ONOS or RYU controller, we have used localhost 127.0.0.1 loopback IP address. The 

RYU controller uses port number 6633 to send messages to the OpenFlow switches. 

ONOS requires the 8181 port number to access the CLI and for GUI and REST API. 

Spanning-Tree Protocol (STP) is a link management protocol that provides path 

redundancy while preventing undesirable loops in the network. Due to 64 links, 12 

switches, and 32 hosts in our proposed topology “broadcast storms” are frequent. This 

undesirable network traffic circles endlessly in the network, due to the destination 

address in an unknown network. Both ONOS and RYU have a Python script for which 

the STP function is achieved using OpenFlow. 
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Latency Parameter: Latency is an important parameter to consider in the operation of 

a network, especially if it is used to transmit data from applications sensitive to delay or 

jitter. Round-Trip-Time (RTT) parameter identifies the time the packet spent on the up 

and downlinks, to and from the switches, and the time as a delay between end nodes. A 

performance comparison between RYU and ONOS controller in previously defined 

network topology is achieved by execution of ICMP query (Echo Request and Reply) 

connectivity test using the ping command. A ping test is performed between Client and 

Server hosts (h1 and h32 in topology). We make a latency analysis through the average 

RTT time for the first packet of the flow. We have chosen the average RTT of the first 

packet of a flow because the first packet going to the SDN network is first processed as a 

controller. Based on the first packet processing rule, the next packets are processed 

without connecting to the controller. Therefore, the first packet’s RTT time is critical.  

Throughput Parameter: Scalability in SDN can be achieved by improving the network 

throughput and creating a distributed network for data transmission. To evaluate 

throughput performance in the proposed SDN topology, we have considered TCP traffic 

between end hosts. A SDN throughput is generally defined as a rate for processing flow 

requests by the controller. For the performance analysis, we need to generate the TCP 

traffic between the Client and Server host and log the events using the IPERF networking 

tool. A typical IPERF output contains a timestamped report of the amount of data 

transferred through the network. With the IPERF tool, the TCP throughput and data loss 

are measured by sending and receiving TCP packets between pair of hosts (Client and 

Server host). Also, the time taken by TCP is calculated for data packets sent and received. 

For the OpenFlow packet capturing and analysis, we use Wireshark software [17-19]. 

4. SIMULATION RESULTS 

Considering SDN controller throughput, single-threaded RYU and multi-threaded 

ONOS show different results in the proposed Fat-Tree topology, where network traffic is 

significantly intensive. At first, we concluded that TCP throughput depends on the 

capabilities of the controller itself. The graph in Fig. 3 shows the results obtained by 

performing transmission between the farthest TCP Client h1 and TCP Server h32 in the 

proposed SDN topology. To measure ONOS and RYU controller throughput, the IPERF 

test has executed in 75 sec. on the Client, and data have been collected every 1 sec. on the 

Server host. TCP packets are sent from h1 to h32 with a default 1Mb/s sending rate. Let’s 

analyze the observed results. It is calculated the average throughput stays at 18.6 Gbps 

for RYU, and 29.1 Gbps for the ONOS controller. According to the observation, the 

average throughput in RYU is 36.08% less than the ONOS controller. The graph also 

shows that the TCP throughput variations moderately fluctuate within the duration of the 

simulation. For the ONOS controller, the throughput variations are scientifically uniform 

to the RYU case. There are a few instances of excessive variations in the throughput for 

the RYU. Dropping instances were observed frequently between 41-51 sec. of simulation 

time, leading to degraded performance of the simulation run. This large drop now occurs 

again at 67 sec. of simulation, and the value of throughput was only 11.3 Gbps. 
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Fig. 3 TCP throughput between the farthest hosts (h1 and h32) for the proposed topology 

with RYU or ONOS controller 

This TCP throughput behavior can be caused by two phenomena. At first, this result 
shows that the RYU controller has a packet broadcast storm problem when controlling a 
complex proposed network with loops and a large number of OpenFlow switches and hosts. 
By default, the STP Python script is not built into the RYU controller. STP function for RYU 
is achieved using OpenFlow, and we used the ryu.app.simple_switch_stp_13.py script to 
enable STP. On the other hand, it appears that RYU requires more hardware resources (CPU 
utilization and memory) than ONOS. Here, the ONOS controller exhibits a better throughput 
performance. This is likely because of its inherent support for very large-scale networks. We 
decided to do the same simulation three more times to confirm whether this Ryu throughput 
behavior is accidental or not, and Mininet always generates similar results. 

We use Wireshark to represent network traffic between the RYU/ONOS controller and the 
SDN nodes. Fig. 4 provides the results generated based on packets captured on the proposed 
Fat-Tree topology. As the controller and switch share the same VM guest the control channel 
is via the loopback interface, so monitoring the loopback lo0 interface will give access to these 
packets. In this simulation, the messaging is using OpenFlow 1.3 so using the filter 
openflow_v4 will show the communications between the hosts h1 and h32. We have created a 
graph of the real-time captured network OpenFlow packets (ofpt_packet_in, ofpt_packet_out, 
ofpt_stats_reply). From the statistical analysis results, the continuous polling of data causes 
controller overhead. Fig. 4. shows the I/O graph for the proposed topology with ONOS (above 
graph), and RYU controller (bottom graph). Y-axis defines the number of transmitted packets, 
whereas X-axis denotes the time of simulation in seconds.  As we can see from the graphs, the 
ONOS controller enables more network traffic and faster processing of packets. By making 
use of the I/O graph statistic evaluation, it was found that ONOS has a transmission rate that 
exceeds 1000 packets/sec, while RYU has a transmission rate that slightly exceeds only 100 
packets/sec. This is because having a large number of OpenFlow switches causes conflict at 
the RYU controller data layer which demands high processing power and a worst packet 
transmission rate than ONOS. Furthermore, ONOS shows significantly better results in packet 
processing operations than Ryu, and the main reason is a multithread feature. 
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Fig. 4 I/O graph of OpenFlow packets transmitted per second for the proposed topology 

with ONOS (above) and RYU controller (below) 

In the second part of the simulation, we observe the latency against ICMP packet size, 

from 100B to 1000B. In each performance test, we send 8 ping packets with the 

following sizes: 100, 500, and 1000 Bytes. We send the ping command from Server h1 to 

Client h32, and the test is performed between the farthest nodes in the proposed topology. 

These ping commands are cycled 10 times for each test. Then we calculated the average 

values of measured RTTs of the first packet of the flow per test. These average values of 

the measured RTTs for both ONOS and RYU controllers are shown graphically in Fig. 5. 

It is visible that the propagation delay between nodes in the proposed topology is very 

different. From Fig. 5, the average RTT is the minimum for the ONOS controller and 

ICMP=100B packet size (RTT=7.89 ms). Therewith, the highest RTT value (RTT=15.3 

ms) was measured for a RYU topology and ICMP=1000B. 

From the obtained results, it is clear that a RYU controller is taking more time for 

transmission of the packet to its destination. The fact is that the RYU controller introduces 

larger latency in the network. In the RYU controller, the initial process of establishing 

network flow consumes time that introduces latency in the network. When the first packet 

sent by h1 arrives at the OpenFlow switch, this switch does not know how to route it, 

encapsulate it, and forwards all the contents of the incoming packet to the controller, being 

responsible for managing the installation of the flow tables in each switch. From the above 

results, it can be concluded that longer ICMP packets require a longer processing time for 

the RYU controller, which affects the overall SDN network performance. 
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Fig. 5 Average RTT time for the first packet of the flow in proposed topology with RYU 

and ONOS controller 

5. CONCLUSIONS AND FUTURE WORKS 

RYU and ONOS are the two most powerful and widely used SDN controllers. There are 

many researchers currently working on the evaluation and comparison of these controllers. 

Both of them have their advantages and disadvantages. This paper can help researchers to 

choose between the RYU and ONOS in different use cases, especially for data centers and 

complex Tree-Based network environments with a large number of SDN controllers, 

switches, and links. The results of the simulation proved that ONOS performs better than 

RYU based on selected parameters. 

In total, the ONOS controller was found to outperform RYU in the proposed Fat-Tree 

topology environment, especially regarding the throughput, time between packets sent to the 

end hosts, and response received at the OpenFlow switch. More sophisticated embedded 

ONOS algorithms, distributed architecture, and proactive installation of rules on the whole 

path that the packet will take, certainly lead to an overwhelming behavior of the ONOS 

controller in our proposed topology. 

This research work opens opportunities for many other research directions. In the future, 

we plan to keep extending this study with the ONOS cluster multi-controller network 

environment and with some other SBI APIs. Furthermore, there were different sets of 

experiments that are left for future research. Some of the variations in experiments that can be 

conducted in the future to expand the scope of the investigations may include varying the size 

and/or numbers of the files being communicated. Moreover, it would also be interesting to 

investigate the results with different sizes of data packets and multi-controller topology in the 

experiments. 
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Abstract. In this paper we suggest an exact formula for the total distortion of one-bit 

quantizer and for the arbitrary Laplacian probability density function (pdf). Suggested 

formula additionally extends normalized case of zero mean and unit variance, which is 

the most applied quantization case not only in traditional quantization rather in 

contemporary solutions that involve quantization. Additionally symmetrical quantizer’s 

representation levels are calculated from minimal distortion criteria. Note that one-bit 

quantization is the most sensitive quantization from the standpoint of accuracy 

degradation and quantization error, thus increasing importance of the suggested 

parameterization of one-bit quantizer. 

Key words: Laplacian source, one-bit quantization, symmetric quantizer design 

1. INTRODUCTION 

Over the last few decades, numerous quantization methods have been suggested, which 
try to find a manner for minimizing the number of bits for real-valued presentations, 
striving for as higher as possible presentation accuracy [1]-[5]. The area of quantization 
application has constantly spread starting from traditional areas, i.e. information theory and 
digital signal processing, to come to the forefront in neural network (NN) field, primarily in 
resource-constrained environments [6]-[8]. While quantization in digital signal processing, 
as the signal compression method, fundamentally tries to minimize the difference between 
the quantized and the original signal, this minimization of inevitable quantization error is 
not recognized as the main target for quantized NN (QNN) models [6]-[8]. Instead, the 
main goal in indisputably attractive QNN area is to find the appropriate reduced-precision 
presentations, still generalizing well and attaining the high or satisfactory accuracy of the 
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applied NN model. Application of quantization, individually or jointly with some other 
method that significantly shrink an NN model size, one can see as an important driving 
force for the NN deployment on edge devices, especially on IoT devices [9]. Generally, to 
benefit from quantization deployment in hardware-dependent NN solutions, it is important 
to select a preferable quantizer model and to leverage the knowledge about quantizers and 
their parameterization [1].  

Moreover, here it is very important to emphasize that all data or datasets in many real-

world scenarios are not accessible due to privacy, proprietary or security reasons. Zero shot 

quantization (ZSQ) anticipates the quantization scheme that does not require an access to the 

original data [6]. Recently, much attention has been given to automatic speech recognition 

(ASR) models [10]. In paper [10], to calibrate and finetune the quantization model, synthetic 

data are emerged or generated. These synthetic data directly accommodate to the internal data 

statistics by the minimization of the Kullback-Leibler (KL) divergence. Here synthetic data, 

that capture data pattern are leveraged to overcome the drawback of original data. If the access 

to the original data is infeasible, an obvious question arises - how to quantize this data if ultra 

low-bit presentations are required in hardware-constrained environments?  

In the scope of this paper for ultra low-bit quantizer solution of particular interest are 

quantizer design and its optimization to the input data. We want to tackle the quantizer 

efficiency challenge, primarily important in extremely low-bit quantization, due to only two 

representations available. To address one-bit quantization, that poses a real challenge, we do 

not use the ACIQ method for the analytical clipping range determination [11], since clipping 

effect nullify the overload distortion. Instead, we indeed calculate the total distortion for the 

unrestricted Laplacian probability density function (pdf) of arbitrary mean and standard 

deviation. The reason why we deal with the Laplacian distribution with heavy tails is because 

it well describes many real-world scenarios or phenomena [12]. In particular, our contributions 

are as follows: 

▪ We propose an exact formula for the total distortion when the one-bit quantizer is 

used, while the input data are well described with an unrestricted arbitrary 

Laplacian pdf, especially having in mind that most of the data or datasets do not 

necessarily tend to the zero mean and unit variance. 

▪ Our framework supports the additional optimization of the symmetric one-bit 

quantizer for the arbitrary Laplacian distribution. 

The rest of paper is organized as follows: Section 2 describes the main motivation for 

accepting an arbitrary Laplacian pdf in our analysis, while Section 3 offers one-bit quantizer 

parameterization for the assumed Laplacian pdf. Section 4 provides the discussion on the 

performance achieved with the proposed quantizer. Section 5 summarizes and concludes on 

our research results. 

2. WHY ARBITRARY LAPLACIAN PDF? 

The Laplasian pdf, given by (1) is unimodal, log-concave pdf with a more pronounced 

peak and heavy tails [1]: 
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where μ is the mean and σ is the variance of input x. 
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Namely, the Laplacian distribution plays a prominent role in the probability theory, 
statistics and data modelling, since there is a widespread opinion that the Laplacian 
distribution fits many natural, economical and social phenomena [13]. Since in many real 
life situations, there is no prior information about data distribution, application of some 
well-known pdf becomes unavoidable. This explains our motivation to consider the 
arbitrary Laplacian distribution in the analysis presented in this paper.  

Broadly speaking, many datasets exhibit some skewness and do not conform to the 
symmetry rules. Since we want to qualify our one-bit quantizer for special purposes 
where the low-complexity of hardware is one of the prerequisites, we will suggest the 
symmetric quantization model. 

Recall that μ is a measure of the central tendency, determining where the values of x 
tend to be clustered, while σ points how x samples are spread out from μ to form the 
measure of dispersion [1]. As the pronounced peak is a specific feature of the Laplacian 
pdf, the largest number of samples x is concentrated around the mean value μ. Referring 
to our paper [14] we came to interesting conclusions for medium and high bit-rates when 
forming two granular regions for the restricted Laplacian pdf - Central Granular Region 
(CGR) and Peripheral Granular Region (PGR). We have shown that in general stands - 
the higher the bit rate, the higher the percentage of samples falls in the narrower CGR 
area. More precisely, for the amplitude dynamic defined by [1] and bit-rate 5bit/sample, 
85.97% of the samples were concentrated in the CGR covering 31% of the granular 
region, while for the 8bit/sample, 92.37% of the samples falls in the CGR covering 
25.89% of the granular region. As we want here to address the one-bit quantizer with 
only one pair of the quantization cells and symmetrically placed represents, we believe 
that we can expect that represents are close enough to the mean.  

To the best of the authors’ knowledge, an analysis of the influence of the low-bit 
quantizer’s parameterization for the Laplacian pdf on Signal to Quantization Noise Ratio 
(SQNR) or NN model’s accuracy has been addressed in numerous papers [15]-[18]. By 
applying two-bit and three-bit uniform quantization on the same NN model during the 
post-training phase, as in [15] and [16], the pure influence of the applied quantization to 
the NN model’s accuracy is isolated. For the known Laplacian-like distribution of 
weights and MNIST dataset, in [15] and [16] we have proved that the quantizer design and 
relevant quantizer’s representation levels had a stronger impact on the NN model’s accuracy 
for the two-bit quantization case. Our anticipation is that the quantizer’s representation levels 
determination is even more prominent in the one-bit quantization case.  

Relying on a plethora of previous conclusions about uniform or nonuniform 
quantization [14], [19]-[21], further enhancements of one-bit quantizer parameterization 
are intuitively motivated by the better perceiving of the mean and variance for the 
arbitrary Laplacian pdf, particularly when the pdf of amplitudes being quantized was 
known in advance. Moreover, as a unique contribution of this paper we emphasize an 
analysis that outputs exact formulas for the simpler design and performance assessment 
of the one-bit quantizer. 

3. ONE-BIT QUANTIZER PARAMETERIZATION 

At the very beginning of this section, we recall briefly the basics of the quantization 

theory. An one-level quantizer Q2 is defined by mapping Q2 : ℝ→ Y [1], where ℝ is a set 

of real numbers, Y = {y1, y2}⸦ ℝ is the code book of size 2 containing representation 
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levels yi, (i = 1, 2). With the one-bit quantizer Q2, ℝ is partitioned into 2 one-side 

unbounded in width quantization cells i (i = 1, 2), where yi specifies the i-th codeword 

and is the only representative for all real values x from i. Note that these representation 

levels are symmetrically placed around 0, since we address symmetric one-bit quantizer. 

Let us calculate for arbitrary μ ≥ 0 and σ the total distortion, composed of D- and D+, 

where D- and D+ are distortions in negative and positive axis parts of the assumed pdf, or 

in quantization cells 1 and 2, respectively. Foremost, we will give an exact formula for 

arbitrary chosen represents yi, (i = 1, 2), later adapted to our case with the assumed 

symmetry of representation levels. 

 

Fig. 1 Symmetrically placed representation levels for an arbitrary Laplacian pdf  
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Substituting (1) in (2) and (3) yields: 
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By further reorganization of formulas (4) and (5) we obtain: 
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Finally, we find out the total distortion as: 
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Further we define SQNR for the one-bit quantization case and the arbitrary unrestricted 

Laplacian pdf as: 
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In the special case of zero mean and unit variance (μ = 0 and σ2=1), or in normalized 

case, denoting distortion by Dn we calculate: 
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In our case with the symmetry of representation levels stands that y2 = - y1, distortion Ds 

for assumed symmetry condition becomes: 

 
2 1

s 2 2 2

2 2 2

2
2 2 exp

y y
D D D y y y
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 − 
= + = + − + −  

  
. (12) 

Finally, we calculate the total distortion for the normalized case with symmetrically placed 

representation levels as: 

 2
2 1

ns 2

2 20, 1,
1 2

y y
D D D y y

 − + = = =−
= + = − + . (13) 

By minimizing the distortion, that is, by setting the first derivative of so obtained distortion 

Dns with respect to y2 equal to zero: 
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2

2

2 2 0
D

y
y


= − =


. (14) 

we can find 2

2

2

nsy = , while for Ds we derive the minimal distortion condition as: 
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2

2

2
2 2 2 exp 0
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= − + − = 

   
. (15) 
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Here the positive representation level y2 is determined as: 

 
2

2 2
exp

2
y


  



 − 
= + = +  

  
. (16) 

whereas Δ shows how far the representation level y2 is from mean μ, while y1 is distant 

from mean for 2μ+Δ (see Fig.1). 
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. (17) 

By further reorganization of (16) we have: 

 
2

2 2
1 exp 1

2
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    −  
= + = +          

. (18) 

Substituting (16) in (10) yields: 

 s

10

1
SQNR 10log

1 2 2 2 2
1 exp exp

2

  

  

=
   − −   

− −   
      

. (19) 

4. NUMERICAL RESULTS 

In this section, we discuss achieved results as the outcomes of the parameterization for 

symmetrical one-bit quantizer. Let us remind that in previous section we have given an exact 

formula for SQNR calculation (19) when the symmetrical one-bit quantizer is used, while the 

input data are well described with an unrestricted arbitrary Laplacian pdf. Therefore, we find 

an interest to analyze how quantization of data having arbitrary Laplacian pdf affects data 

representation levels for the assumed symmetry of quantizer design.  

Paying attention to the Eq. (19), one can note that SQNRs for symmetrically placed 

representation levels depends on μ/σ (see Fig.2) 
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Fig. 2 SQNRs dependence on μ/σ for symmetrical quantizer design 



 One-bit Quantizer Parameterization for Arbitrary Laplacian Sources 43 

Table 1 SQNRs for some specific μ and σ. 

μ σ SQNR [db] 

0 arbitrary 3.0103 

1 1 2.0299 

1 2 2.7590 

1 5 2.9856 

2 1 0.8036 

2 2 2.0299 

2 5 2.8616 

5 1 0.0262 

5 2 0.4743 

5 5 2.0299 

 

Table 1 shows SQNRs for some specific μ and σ values. The highest SQNRs is achieved 

for zero mean and arbitrary variance, while SQNRs rapidly decreases with an increase of mean 

and for unit variance. If μ and σ are the same, SQNRs amounts 2.0299. 

For zero mean pdfs, representation level y2 = σ / 2  depends only on σ. In case of non-

zero mean pdfs, y2 = μ (1+ Δ/μ) and according to Δ/μ dependence on μ/σ (see Fig. 3) we 

can conclude that μ predominantly influences y2, as well as its symmetrical pair y1. 
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Fig. 3 Δ/μ dependence on μ/σ  

For pre-trained QNN, customized for some specific task, further reused as the foundation 

for an another task, in case of aggressive one-bit quantization, QNN performance can be 

tremendously degraded. To alleviate this inevitable degradation, more precise mean and 

standard deviation assessment one can set as an indispensable prerequisite. In most of the 

performance analysis, zero mean and unit variance are accepted as the most common 

conditions of the ground-up quantizer design. Here we want to analyse an influence of two 

main parameters, μ and σ, that well describe Laplacian pdf, since their determination holds 

the key to improving the quantization’s efficiency. 

In doing so, we will analyse the Kullback-Leibler (KL) divergence for two arbitrary 

Laplacian pdfs [22], [23] (see Table 2 Case 1), while in general stands that: 
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 1 1 2 2 2 12 1
KL( ( , ) ( , )) KL( ( , ) ( , ))p x p x p x p x        . (20) 

Case 1 shows the measure or divergence of 1 1( , )p x    from 2 2
( , )p x   , while Eq. 

(20) underlines the inequality of reciprocal divergences of the same pair of functions 

1 1 2 2
{ ( , ), ( , )}p x p x    . For two identical pdfs the KL divergence is zero, while for a 

large deviation of μ1 from μ2 and σ1 from σ2, KL divergence is large. 

Kullback-Leibler divergence, as a similarity measure, is also used to specify extra bits 

required to describe a pair of distributions. If pdfs differ significantly, there is a need to 

provide additional bits that is not desirable in low-bit presentations. 

If one of the pdfs implies a normalized case of zero mean and unit variance, we can 

find a KL divergence in cases where this normalization characterizes the first or the 

second pdf (Case 2 and Case 3, respectively). Note that the KL divergence given in Case 

5, for a specific case of σ1 = 2  does not depend on μ1. In contrast, applying similar 

condition σ2 = 2 in Case 4, one can notice that the KL divergence indeed depends on μ2, 

that additionally confirms an inequality statement given by (20). 

Table 2 KL divergence for some specific cases. 

Case μ1 σ1 μ2 σ2 KL divergence 

1 μ1 σ1 μ2 σ2 

1 2

1 1 2

1 2

2 1

2
exp

log 1

 
  

 

 

 − − 
+ − 

  
+ −  

2 0 1 μ2 σ2 
2

2

2

exp{(1 2) }
log 1






−
+ −  

3 μ1 σ1 0 1 
1

1 1 1

1

2
exp log 1


  



 − 
+ − − 

  

 

4 0 1 μ2 2  2

1
exp{(1 2) } log 2 1

2
− + −  

5 μ1 2  0 1 2 log( 2) 1− −  

6 μ1 σ μ2 σ 
1 2( 2)

exp 1
  



 − − 
− 

  

 

7 μ σ1 μ σ2 
1 2

2 1

log 1
 

 
+ −  

If both pdfs have the same σ1 = σ2 = σ (Case 6) the KL divergence depends on σ and 

difference of means, while for μ 1 = μ 2 = μ, the KL divergence depends only on σ1 / σ2 

(Case 7). 
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Since pre-trained model can be accommodated to the normalized case, by calculating 

the KL divergence similar as in paper [10], one can estimate μ, σ or μ/σ and specify 

symmetrical representation levels of one-bit quantization model according to the suggested 

formula (16). 

As the total bit rate R in signal processing area according to formula R = rfixed + radd 

/M [24], shows a strong dependence on radd and M, where radd – is the bit rate for 

additional information (here for μ and σ) and M – denotes the frame size, we should also 

pay attention to the analysis of R for the suggested one-bit design. ( rfixed = 1, see Table 

3). Our NN model architecture specified in [15,16] consists of three FC (dense) layers. 

MNIST training and testing datasets are loaded and then flattened into one-dimensional 

vectors of 784 (28*28) elements. First two FC layers consist of 512 nodes, where the first 

layer accepts an input shape of (784,), so the overall number of bits for that level can be 

calculated as M = 784x512, and the total bit rate is R = 1+32/784x512 = 1,00008 ≈ 1. We 

can notice that neural networks are less demanding in terms of additional bits for side 

information transmitting, as we concluded - the larger the NN model, the closer the bit 

rate is to rfixed or to R = 1, in one-bit quantizer case.   

For the most common used presentations with M = 32 and M* = 16 bits, required total bit-

rates are shown in Table 3. As for low-bit presentations, it is desirable that additional 

information is displayed with as few bits as possible, so that M  ≥ 120 frame sizes should be 

preferred. 

Table 3 Total bit rate R for one-bit quantizer in signal processing area. 

rfixed radd M R radd
* M* R* 

1 32 20 2.6 16 20 1.8 

1 32 40 1.8 16 40 1.4 

1 32 120 1.267 16 120 1.133 

1 32 240 1.133 16 240 1.067 

5. CONCLUSION 

In this paper, an importance of determining of the exact formula for one-bit quantizer’s 

total distortion is highlighted in the case when the data are well described by an arbitrary 

Laplacian pdf. Aiming for the simplicity of quantization design, symmetrical quantizer is 

proposed, as well as the symmetry of representational levels. Note that precise determination 

of the mean and variance is a prerequisite to achieve the high quantization model's accuracy, 

since quantization accuracy can be tremendously degraded in the case when the mean and 

variance are not well adjusted. We have shown that the mean has a predominantly important 

influence on the representation level determination in the non-normalized case, since one of 

the representation levels is close to the mean. One-bit quantizers are especially convenient 

in highly proliferated resource-constrained devices thus increasing the need for the simple 

but accurate low-bit quantizer design. 
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Abstract. In this paper, we propose several solutions for approximating the Q-function 

using one exponential function or the sum of two exponential functions. As the novel Q-

function approximations have simple analytical forms and are therefore very suitable for 

further derivation of expressions in closed forms, a large number of applications are 

feasible. The application of the novel exponential type approximations of the Q-function is 

especially important for overcoming issues arising in designing scalar companding 

quantizers for the Gaussian source, which are caused by the non-existence of a closed 

form expression for the Q-function. Since our approximations of the Q-function have 

simple analytical forms and are more accurate than the approximations of the Q-function 

previously used for the observed problem in the scalar companding quantization of the 

Gaussian source, their application, especially for this problem is of great importance. 

Key words: Gaussian source, Q-function, exponential type approximations 

1. INTRODUCTION 

Estimating the performance of digital communication systems, typically, signal to 

quantization noise ratio (SQNR) and the symbol error probability (SEP), plays a very 

important role in designing these systems. Performance evaluation of the average SEP of 

digital modulations in additive white Gaussian noise as well as fading channels and 

performance (distortion and SQNR) evaluation of scalar quantizers for a Gaussian source 

includes calculation of the improper integral whose solution cannot be obtained in a 

closed form [1]-[3]. Namely, in these calculations, the Gaussian Q-function and the erfc 

function, given by [4]: 
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cannot be expressed in the form of elementary integrals. Motivated by this fact, numerous 
researches have been conducted with the aim of determining approximations of the Q-
function having simple analytical forms and preferably high accuracies. 

The infinite upper limit of the integral given in Eq. (1) poses the restriction on the 
application of numerical integration methods. The presence of the Q-function argument 
as the lower limit of the integral causes additional difficulties in analytical derivations in 
which this argument depends on some other random parameters so that statistical averaging is 
necessary [2]-[13]. For this reason, Q-function approximations that have simple analytical 
forms suitable for further derivations [5], [6], [13]-[17] are especially important. It is also 
preferable to determine the Q-function approximations of high approximation accuracies. 
However, from the requirement for simple analytical forms of the Q-function approximations, 
approximations of relatively low accuracies that is, of relatively high relative errors are 
usually outputted [13]. By taking into account these conflicting requirements, numerous 
approximations of the Q-function have been specified in literature, which, depending on the 
research goals and application, strive for a compromise between the simplicity of analytical 
form and accuracy (see for example, [2], [3], [5]-[26]). 

In general, absolute and relative error (Relative Eror-RE) of approximating the Q-
function with F(x), is calculated from: 

 ( ) ( ) ( )Q x F x Q x − , (2) 

 
( ) ( )

( )
( )

Q

F x Q x
x

Q x


−
. (3) 

It is important to point out that some of the approximations of the Q-function provide small 
RE for small values of the argument, but high RE for large argument values, while for some 
other approximations of the Q function, the opposite conclusion holds. Due to the mentioned 
shortcomings of the Q-function approximations, this problem is still very current. 

This interesting research topic is especially important in the scalar quantization of a 
memoryless Gaussian source, since, as shown in [18], [21], [27]-[37], to design and evaluate 
the performance of these quantizers, closed form expressions cannot be derived for the 
presumed Gaussian source. Therefore, analytically simple approximate expressions for the Q-
function that do not degrade greatly the accuracy of the Q-function are very necessary. The 
authors of papers in the field of design and performance evaluation of scalar quantizers for a 
memoryless Gaussian source commonly use approximations of the Q-function from [15]. To 
apply the approximations of the Q-function having the simplest analytical forms, they 
utilize the approximations of the Q-function from [15] determined by a relatively small 
number of terms of the asymptotic expansion of the erfc function. Although relatively 
simple closed-form expressions for distortion and SQNR of scalar quantizers designed 
for a Gaussian memoryless source have been derived by using approximations from [15], 
the impact of the Q-function approximation accuracy on the performance of the 
considered quantizer has not been analyzed. This inspired the research presented in [18], 
in which, in addition to proposing a novel analytical form of the Q-function approximation, 
a very important analysis of the influence of the Q-function approximation accuracy on the 
assessment of Gaussian source scalar quantization performance is presented. 
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In [21], a particularly significant problem that arises in the design of scalar companding 

quantizers for the Gaussian source is pointed out, which has motivated numerous studies in 

this field (for instance, [28], [29], [32], [34], [36]). Namely, it was emphasized that in order 

to perform the companding quantization for the assumed Gaussian source, it is first 

necessary to perform a numerical integration, and then solve integral equations to design the 

considered model of the companding quantizer. To simplify the process of designing this 

model of quantizer, various methods of linearization of the compressor function have been 

proposed in the literature [28], [29], [32], [34], which enabled a much simpler design and 

performance evaluation by means of linearization. The authors of this paper, to the best of 

their knowledge, are the only ones to approach the solution of the observed problem by 

applying the Q-function approximations in determining approximate compressor functions, 

in the manner described in [21]. Namely, in [21], we came up with the idea to assume a 

novel class of the Q-function approximations that enables the derivation of expressions in 

closed form for representation levels and decision thresholds and to analyze the effects 

achieved by applying the Q-function approximation from the proposed class to approximate 

the compressor function. Since only the first step in this direction has been made in the 

research presented in [21], and approximations of the Q-function of simple analytical forms, 

but of relatively low accuracies, have been proposed, further progress in this research can 

justifiably be expected. For this reason, the aim of this paper is to determine some novel 

approximations of the Q-function of simple analytical forms, such as ones from [21], which 

will be more accurate compared to those from [21]. Finally, it should be noted that in [21] 

(see Eq. (12) from [21]), the description of the approximate compressor function has been 

given for an arbitrarily selected approximation of the Q-function, F(x). Therefore, this paper 

references to [21], avoiding the repetition of the description of the compressor function and 

the way of its approximation by means of the Q-function approximations. In other words, 

the focus of this paper is on determining some novel improved solutions of the Q-function 

approximations in terms of accuracy, which have comparable or equal complexities of 

analytical forms as the approximations from [21]. 

The rest of the paper is structured as follows: First, a short description of the related 

work in the field of exponential type Q-function approximations is provided in Section 2. 

Afterwards, in Section 3, novel exponential type approximations of the Q-function are 

specified, and their performance are presented and discussed in Section 4. Finally, in 

Section 5, the conclusions of our results are derived. 

2. RELATED WORK 

The group of exponential type approximations of the Q-function of relatively simple 

analytical forms encompasses approximations of the Q-function that can be represented 

by one exponential function or by the sum of two or more exponential functions [5], [6], 

[14], [16]. A special importance in this section should be given to the approximations 

from [5], which due to their simplicity are highly cited in literature. Namely, Chiani and 

Simon used the following form of the erfc function in [5] and [22]: 
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In particular, Craig came to this form of the erfc function in [9]. It is important to notice 

that unlike the standard definition of the erfc function, in which the argument of the 

function occurs as one of the integral limits, in the last expression, the argument of the 

erfc function occurs in the integrand. Simon utilized the fact that the integrand in Eq. (4) 

is monotonically increasing function of  for 0 ≤  ≤ /2 and he simply concluded that 

the upper bound of the erfc function can be determined from Eq. (4) by replacing the 

integrand with its maximum occurring at  = /2: 

 

/ 2

2 2

0

2
erfc( ) exp{ } exp{ }, 0x x d x x






 − = −  . (5) 

Chiani also considered significant this feature of the integrand from Eq. (4). Considering 

that it holds 0 ≤  ≤ /2, he selected arbitrarily N+1 values for 0, 1,..., N, arranged in 

the ascending order 0 = 0 ≤ 1 ≤...≤ N = /2, and then showed that it holds: 
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With further introducing 
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Eq.(6) was transformed into: 
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1

erfc( ) exp{ }
N

i i

i

x a b x
=

 − . (9) 

Although a more accurate approximation of the upper bound of the erfc function is 

obtained by increasing the value of N, the complexity of the analytical form of the 

obtained approximation certainly increases. For this reason, in [5], only the following 

values for N were assumed: N = 1, N = 2, N = 3 and N = 6, and the resulting approximations 

of the Q-function were determined from Eqs. (6)-(8) for equispaced points i = i/(2N), 

i =1,2,...,N. Also, for N = 2, Chiani determined the following upper bound approximation of 

the erfc function in [5]: 

 2 2

opt

1 1 4
erfc( ) ( , ) exp{ } exp

6 2 3
x g x x x

 
= − + − 

 
, (10) 

that is, the following upper bound approximation of the Q-function: 

 
2 2

[5] 1 1 2
( ) exp exp , 0.5

12 2 4 3

x x
F x x

   
= − + −    

   
. (11) 

Namely, he applied the trapezoidal rule of numerical integration for an arbitrarily chosen 

point  from 0 ≤  ≤ /2 
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and performed a numerical optimization procedure to determine the particular value of 

the parameter  

 opt

0

( , ) erfc( )1
arg min

erfc( )

R g x x
dx

R x




−
=  , (13) 

so that the minimum of the integral of the absolute relative error for the interval [0, R] was 

achieved, where he assumed 20log10R = 13 dB. As a result, opt  /3 was determined. With 

further substitution of this value for  in Eq. (12), Eq.(10) was than derived. 

Chiani showed that the approximation of the erfc function or Q-function determined 

in this way is much more accurate than the Chernoff-type approximation [16] 

 
[16] 2( ; , ) exp{ }, ,F x a b a b x a b= −  . (14) 

The function from Eq. (14), depending on the choice of real values of parameters a and b, 

as well as the interval of the argument values to which it is applied, can represent either the 

lower or upper bound approximation of the Q-function or the Q-function approximation 

itself. For comparative purposes, Chiani used the following upper bound approximation of 

the Q-function: 

 
2

[16]

( ) ( ) exp , 0
2

x
Q x F x x

 
 = −  

 
, (15) 

that is, the following upper bound approximation of the erfc function: 

 
2erfc( ) 2exp{ }, 0x x x −  . (16) 

As highlighted in [5] and [8], the tightest possible Chernoff-type upper bound 

approximation of the Q-function can be determined if the right side of the inequality from 

Eq. (15) is multiplied by 0.5 

 
2

[6] 1
( ) ( ) exp , 0

2 2

x
Q x F x x

 
 = −  

 
. (17) 

In [6], mathematical proof was given that the upper bound approximation of the Q-

function, specified as in Eq. (17), is the most accurate bound approximation of the 

Chernoff-type for x ≥ 0. Note that the same form of the upper bound approximation of the 

Q-function was reported many years later in [17], where a somewhat different approach 

to determining this approximation was applied. 

Research from [14], published after one from [5], continued to address the problem of 

optimizing Chernoff-type approximations of the Q-function. In particular, by narrowing 

the interval of argument values and by performing the numerical optimization of 

parameters a and b of the Chernoff-type approximation, the following upper and lower 

bound approximations of the Q-function are specified in [14]: 
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2

[14]

( ) ( ) 0.28 exp 1.275 , 0.5
2

x
Q x F x x

 
 = −  

 
, (18) 

 
2

[14]
( ) ( ) 0.3 exp 1.01 , 0.535

2

x
Q x F x x

 
 = −  

 
. (19) 

The authors of [14] pointed out that the bound approximations of the Q-function of 

higher accuracies can be determined if the interval of argument values in which these 

approximations are indeed bound approximations of the Q-function is narrowed. Note 

that the dashes placed above and below the F(·) function are introduced to distinguish the 

upper and lower bound approximations of the Q-function. 

Inspired by the conclusion from [21] that further improvements in the accuracy of the 

applied approximations are very necessary, as well as by the fact that the authors of this 

paper, to the best of their knowledge, were the only ones who initiated solving the observed 

problem of designing compressor functions, in what follows we present the concept of how 

to achieve this improvement, with the restriction that relatively simple approximations of 

the Q-function from the class of exponential type approximations are applied. 

3. NOVEL APPROXIMATIONS OF THE Q FUNCTION 

Let us first recall that the bound approximations of the Q-function from [17] and [38] 

are given by: 

 
2

[17] 1
( ) exp

2 2

x
F x

 
= − 

 
, (20) 

 
2

[38]

( ) exp
2

x
F x

 
= − 

 
. (21) 

These bound approximations of the Q-function are characterized by very low accuracies, 

which degrade with increasing the value of the argument x. As highlighted in [6], it was 

proved that the upper bound approximation of the Q-function given by Eq. (20) is the 

most accurate Chernoff-type bound approximation of the Q-function for x ≥ 0. Let us also 

recall that the Q-function approximation from [17], given by Eq. (20), was utilized in 

[21] as the initial solution to the compressor function approximation problem. 

As described in detail in the previous section, Chiani applied the trapezoidal rule of 

numerical integration, optimized the choice of the parameter , obtained opt  /3, and 

determined the approximation of the Q-function that represents the sum of two 

exponential functions [5]. If in the derivation conducted by Chiani we assume  = /2, 

and reduce one exponential term accordingly, we can determine our first novel 

exponential type (Chernoff-type) approximation of the Q-function as follows: 

 
2

novel 1 1
( ) exp

4 2

x
F x

 
= − 

 
. (22) 

In order to further determine novel approximations of the Q-function, it is important 

to highlight that in [14], it was pointed out that the bound approximations of the Q-
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function of higher accuracies can be determined for narrower interval of argument values in 

which these bounds are approximations. If we apply these approximations to solve the 

problem specified in [21], we can expect a greater accuracy of the compressor function 

approximation because, as we will show in the next section, a much smaller relative error is 

introduced compared to that from [17]. However, as the Chernoff-type bound approximation 

of the Q-function are generally characterized by relatively low accuracies, it is interesting to 

consider the performance of the Q-function approximations that are not the Q-function 

approximation bounds and that are defined as the geometric and arithmetic mean of the Q-

function approximation bounds from [14]. In accordance with the above mentioned, we have 

formulated the following two novel approximations of the Q-function of exponential type: 

 
2

[14][14]novel 2 ( ) ( ) ( ) = 0.2898 exp 1.1375
2

x
F x F x F x

 
= − 

 
, (23) 

 

[14][14] 2 2
novel 3 ( ) ( )

( ) 0.14 exp 1.275 0.15 exp 1.01
2 2 2

F x F x x x
F x

   +
= = − + −   

   
. (24) 

Although for most of the considered values of argument x, by applying the approximations of 

the Q-function determined as the geometric and arithmetic mean of these two approximations, 

one can expect greater accuracies compared to the approximation of the Q-function given by 

Eq. (19), for some values of argument x, we will show that a further increase of the accuracy 

can be achieved by utilizing the benefits of applying the Q-function approximation given by 

Eq. (18). Therefore, in this paper we propose the following approximation of the Q-function: 

 

[14] [14]

novel 4 ( ) ( )
( ; ) ,

1

k F x F x
F x k k

k

+
= 

+
, (25) 

which gives more weight in averaging to the Q-function approximation of the higher 

accuracy specified by Eq. (18) than the one specified by Eq. (19). Note that for k = 1, the 

last approximation of the Q-function is identically equal to the approximation specified 

by Eq. (24): 

 
novel 4 novel 3

1
( ; ) ( )

k
F x k F x

=
= . (26) 

Based on the results presented in the following section, we will conclude that introducing 

such a modification of the Q-function approximation is very meaningful, since changing 

the value of parameter k can increase the accuracy of the Q-function approximation given 

by Eq. (24). The choice of one value of parameter k will depend on some additional 

criteria that need to be introduced, which will be left for our future research. 

4. NUMERICAL RESULTS 

This section discusses the results (RE) determined by applying the proposed Q-function 

approximations and presents an adequate comparison with the Q-function approximations 

from literature, having the same or similar complexities of analytical forms as the proposed 

approximations. Let us first consider Figure 1, which compares REs determined for the case 

of applying the upper bound approximations of the Q-function from [17] and [38] and our 
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novel 1 Q-function approximation (specified by Eq. (22)). Note that we compare here the 

Chernoff-type approximations of the Q-function, hence, of the same complexities of the 

analytical forms. It can be noticed that the novel 1 approximation of the Q-function achieves 

significantly higher accuracy compared to the ones determined by applying the upper bound 

approximations of the Q-function from [17] and [38], for most of the values of argument x 

taken into consideration. 

Figure 2 confirms the conclusion from [14]. Namely, in [14], it is anticipated that higher 

accuracies of the Q-function approximation bounds can be achieved if the interval of 

argument values in which these Q-function approximations are approximation bounds is 

narrowed. Figure 3 compares the dependences of the relative errors on the value of argument x 

for the case of applying the approximations of the Q-function from [14] and [17] with our 

novel 2 approximations of the Q-function. Based on these dependences, it can be noticed that 

our novel 2 approximation of the Q-function provides a significantly higher accuracy than the 

approximation of the Q-function from [17], while for one interval of the argument values, the 
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Fig. 1 Relative error: Application of the Q-function approximations from [17] and [38] 

and novel 1 Q-function approximation of the Chernoff-type. 
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Fig. 2 Comparison of relative errors: Application of the Q-function approximations from 

[14] and [17]. 
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advantage in terms of accuracy has the upper bound approximation from [14]. A similar 

conclusion can be derived based on the results shown in Figure 4, where the performance 

comparison of the novel 2 and novel 3 approximations of the Q-function and the 

approximation of the Q-function from [14] is presented. 
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Fig. 3 Relative error: application of the approximations from [17] and [14] and novel 2 

approximations determined as geometric mean of approximations from [14]. 
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Fig. 4 Relative error: application of the approximations of the Q-function from [14], novel 2 

and novel 3 approximations of the Q-function defined as the geometric mean and 

arithmetic mean of the approximations from [14]. 

Figure 5 compares the performance of novel 2, novel 3, and novel 4 approximations of 

the Q-function, with a different choice of parameter k being considered for novel 4 

approximation, where it holds k  . We can conclude that by increasing the value of 

parameter k, in the greater part of the interval of the argument values which were taken into 

consideration in our analysis, the relative error significantly improves, that is, RE decreases. 

The choice of the specific value of parameter k can be done by comparing the average RE, 
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and choosing the lowest value among the considered ones, which will certainly depend on 

the specific application, i.e. the interval of argument values taken into consideration, which 

are important for the specific application. Note that in this paper, the interval of values of 

argument x is specified as in [21] for the purposes of applying the scalar companding 

quantization of the Gaussian source. The results show that our modification of the Q-

function approximation is very meaningful, since the change in the value of parameter k can 

increase the accuracy of the approximation given by Eq. (25). 
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Fig. 5 Relative error: performance comparison of novel2, novel 3 and novel 4 approximations 

of Q-function. 

In short, due to the stated properties of the proposed approximations of the Q-function of 

exponential type, it can be anticipated that the scope of applications of these approximations is 

indeed wide. The authors believe that the application of novel solutions for the approximation 

of the Gaussian Q-function is of great importance in neural networks as well, since the 

network coefficients are most often modeled by the Laplacian or Gaussian probability density 

function. 

4. CONCLUSION 

In this paper, we have highlighted one significant problem that arises in designing 

scalar companding quantization for the Gaussian source, which has motivated numerous 

studies in this field. We indicated the fact that in order to simplify the design process of 

this quantizer model, various methods of linearization of the compressor function have 

been proposed in literature, which enabled the design and performance evaluation of the 

linear solutions thus obtained. The authors of this paper are, to the best of their knowledge, 

the only ones to approach the solution of the observed problem by applying the Q-function 

approximations in determining the approximate compressor function. Due to early phase of 

this research, and due to the fact that it was noticed that it is possible to achieve further 

improvements, in this paper, we have defined some novel approximations of the Q-function 

that can be useful for overcoming the issue in designing the scalar companding quantizer 

for the Gaussian source. In addition to the fact that our proposed approximations are 

characterized by very simple analytical forms, these approximations are also characterized 
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by higher accuracies in relation to the approximations of the Q-function of comparable 

complexities of the analytical forms. Due to the stated properties of the proposed Q-function 

approximations of exponential type, we can anticipate that the scope of applications of these 

approximations is indeed wide. However, the versatility of the novel proposed Q-function 

approximations in numerous engineering problems and analyses involving the computation of 

the Q-function has been left for our future research. 
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