TESTING MARKET EFFICIENCY:
THE ROAD TO INTRINSIC VALUATION
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1. Introduction

Let’s forget, just for a while, the old economic textbooks and all that generations of economists have learned in school. The market is, if we look at the reality on the “ground level”, a pretty chaotic system that weighs to extremes, as indicated by crises and financial bubbles and stock market crashes, while the behaviors of individuals (agents or participants) are unpredictable and psychologically motivated. This is known and used in practice for years now. One of the main motivations that are “opposing” rational behavior is the desire for quick enrichment, or to say it more simply: greed. Although a lot of literature ties “greed and fear” or later “hope and fear” as primary emotions in market psychology (Hersh Shefrin, 2002), simple greed will suffice in this paper. It is now, and it has always been, one of the fundamental parameters of human behavior and a strong motivation for speculative behavior that is undermining the rationality concepts of the market equilibrium paradigm, constantly leading to market crashes. If something is profitable, people will buy it – many because they believe it will continue to be profitable, but some (“smart money”) because they hope the market won’t crush until they re-sell with the profit and exit – and if the feedback on profitability is not interrupted somehow, this self-fulfilling prophecy creates an endless loop of repeating behaviors which are fuelling the unsustainable speculative bubble that will eventually burst. Likewise, if something stops being profitable, generally everybody sells it, pushing the market downwards to irrationally low prices. We will showcase here how this greed of men is being used and abused by the big companies, and this is one of the reasons why Economics needs to embrace reality and let go of some disproven postulates that are now only “dead meat” on the body of science. In this paper, we are not yet trying to give definite answers, but rather simple guidelines – demonstrating what are the real problems and why we need the solutions, and pinpointing the right direction for search, all in hope of stimulating future efforts from fellow researchers, what is needed to return the economics on track scientifically.

2. The Gap between Theory and Real-life Practices

If we believe in the paradigm of market equilibrium, we generally also believe in “efficient” markets. This was vaguely explained in the most important paper mentioning the term (Fama, 1970), which is also surprisingly the most quoted article in financial economics (Guerrien and Gun, 2011). The term was first used by the same author much earlier, in his published Ph.D. dissertation (Fama, 1965) and the article that followed (Fama, 1965), but this is how the most important explanation looks like: ‘A market in which prices always “fully reflect” available information is called “efficient”’. This means that all speculative assets (assets with uncertain returns, like stocks) will always incorporate the best information in their prices. This is the statement around which the whole investment theory revolves for almost half a century: we are led to believe for so long that it is, actually, impossible to beat the market, as the prices change only because of the relevant information. Also, the first fundamental theorem of welfare economics of general equilibrium theory states that every competitive equilibrium is Pareto efficient, meaning that no one can be made better off without someone being worse off. Malkiel (2003) similarly explains in another paper that he “will use as a definition of efficient financial markets that such markets do not allow investors to earn above-average returns without accepting above-average risks”. The central paradigm in finance is still the “efficient market hypothesis” which is tied to the general equilibrium theory. It is strange to have such long-lasting and unquestionable faith of the general public – and generally the majority of the
economics profession – in a hypothesis that wasn’t flawless from the start: it needed to divide market efficiency into three models (or theories) to cover up empiric evidence and give “testable implications” to proposed models (“But some such assumption is the unavoidable price one must pay to give the theory of efficient markets empirical content”, as it was explained). LeRoy (1976) reveals another “not minor” flow: that the equations supposed to characterize “market efficiency” were, amazingly, “true as tautologies”, and “because the equations imply no restrictions on the data, they cannot possibly generate testable implications contrary to Fama’s clear implication”.

Before we continue, we must fully understand that the efficient-market hypothesis (EMH) is the theory that holds that the market is always right. It considers stock and bond markets as nearly perfect, even during obvious crazes as the dot-com mania was at the beginning of the century, and that prices on the (stock) exchanges instantly and accurately reflect all available information about publicly traded securities. In 1984, Yale University economist Robert Shiller (1984), who later got more public exposure after the market crash of 1987, which the efficient-markets professors had trouble explaining, called that belief “one of the most remarkable errors in the history of economic thought” when he was explaining one argument for the efficient market hypothesis (that “because real returns are nearly unforecastable, the real price of stocks is close to the intrinsic value, that is, the present value with a constant discount rate of optimally forecasted future real dividends”), yet the same belief in almighty markets contributed mightily to the mortgage bust and the current economic crisis, the biggest one after the “Great Depression” (Fox, 2009). The weight of this crumbling myth is maybe best acknowledged by the former Federal Reserve chairman Alan Greenspan, a vocal proponent of the hands-off policy (believing in the self-regulation efficiency of financial markets – leave the markets to regulate themselves). On October 23, 2008, he admitted in his testimony to the U.S. Congress: “The whole intellectual edifice, however, collapsed in the summer of last year” (WSJ, 2008). His predecessor, another former Federal Reserve chairman Paul Volcker thinks alike, saying it’s “clear that among the causes of the recent financial crisis was an unjustified faith in rational expectations, (and) market efficiencies” (Volcker, 2011). Another example is from the book co-written by the U.S. business editor of The Economist and a former British government official, and they state: “The crisis showed conclusively that the efficient market hypothesis is flawed” (Bishop and Green, 2010). We don’t need to stay in the present, we can as well go further into the past to see what some of the widely recognized economic minds thought about rational market agents and about the romanticism that is today known as the “efficient-market hypothesis”. One aphorism usually attributed to economist and speculator John Maynard Keynes, known for advocating government intervention and deficit spending during economic crises, says: “markets can remain irrational longer than you can remain solvent” (Montier and Strategy, 2002). Keynes wrote of the influence of “animal spirits” (irrational psychological behaviors) on the economy. Another name best known for the free-market philosophy of “The Wealth of Nations” (1937), Adam Smith, also emphasized the importance of psychological values in his lesser-known book “The Theory of Moral Sentiments” (1822).

Nowadays, we are all witnesses that extreme events do happen in financial markets. Nothing in the efficient-market hypothesis can explain the inconvenient truth that some shrewd investors can indeed do better than the market for a very long time (think Warren Buffet), nor can explain speculative bubbles and their busts, or bizarre stock valuations. All of this shows that people are emotional, and when they get emotional they decide to buy (or sell) in unison. This crashes the markets. People crash it. Shiller (1989) goes as far
as to claim that “mass psychology may well be the dominant cause of movements in the price of the aggregate stock market”. Even technical analysis books are aware of the human element: “Security prices are determined by money managers and home managers, students and strikers, doctors and dog catchers, lawyers and landscapers, and the wealthy and the wanting. This breadth of market participants guarantees an element of unpredictability and excitement” (Achelis, 2000). Behavioral finance, a now solidly established field that is still rapidly developing as an alternative to the EMH – although still generally embracing the paradigm of market equilibrium – believes that financial man is far from the perfect, mechanical trader depicted in textbooks. He is a rather neurotic fellow who follows the crowd, fails to plan, and often makes mistakes – to think that his every price is perfect is a remarkable error indeed (Lowenstein, 2009). In our century, the assumptions of investor rationality and perfect arbitrage are overwhelmingly contradicted by both psychological and institutional evidence, showing that actual financial markets are inefficient, with less than fully rational investors (Shleifer, 2000). And more than 40 years ago it was well explained that “a full understanding of human limitations will ultimately benefit the decision-maker more than will naive faith in the infallibility of his intellect” (Slovic, 1972) – who knows, if we had put that to good use on time, maybe we could’ve even evaded the “Great Depression II” whose consequences we still feel.

3. FACE OF CHANGES

According to Gajic and Budinski-Petkovic (2013), Facebook, considering its “intrinsic” value, which is based on its fundamental properties like the number of users and their potential growth, was largely overvalued at its IPO and even before, fueled by the numerous articles that re-tweeted the (fake) belief in its further growth potential. A whole chapter of the prominent book is exactly about the importance of such stories in determining behavior: a historical example would be repeatedly told a story that house prices will always rise, which caused many additional people to invest in housing following the dot-com bust of 2000 (Akerlof and Shiller, 2009). When Facebook made its IPO NASDAQ debut on May 17, 2012, its shares were valued at $38.23 apiece at closing time on the first day. Then the FB share price more than halved in the first four months after the IPO, and since then it was generally slowly trending up

2, fueled by the various stories about new ways of monetarization and new advertisement models like the Facebook Exchange (Carlson, 2012), but it was still a way off even from the starting level. Now, let’s compare this fact with the words from the godfather of efficient markets, as this is how the famous Fama talks about financial prices before he became famous: “Competition among the many intelligent participants leads to a situation where, at any point in time, actual prices of individual securities already reflect the effects of information based both on events that had already occurred and on events which, as of now, the market expects to take place in the future. In other words, in an efficient market at any point in time, the actual price of a security will be a good estimate of its intrinsic value” (Fama, 1965). Fama explains that this intrinsic value he mentions is an “equilibrium price” which “depends on the earning potential of the security”. So, to put this into good use, according to EMH the IPO price of Facebook shares reflected everything that happened before IPO, as well as everything that the market

2Source: NASDAQ, https://www.nasdaq.com
expected to happen afterward. As not much has happened before the IPO, at least financially (with a price-earnings ratio of 104, and it is known that the P/E ratio is often used to estimate true or “intrinsic” value, if annual profit remained the same and fully paid to shareholders who never sell their shares, the initial investment in Facebook would turn a profit after more than a century!), we can only conclude that the investors believed the greatest things are yet to come. And they were mistaken, not only because of the steep price drop of the shares in the next months – but the “earning potential” of Facebook is marketed to be greatly dependent on the further growth of its users (this is also stated in Facebook’s US Securities and Exchange Commission Registration), and this growth can’t continue in the future in the presented and expected pace simply because the world population is limited! What we are witnessing here is not efficient market behavior – it’s hard to imagine that none of the investors had good information when they all should generally know all according to EMH. Why was the price that high initially, then? In this paper we are trying to show how that was the result of a deliberate campaign by both the company and the investment banks responsible for IPO, aimed to psychologically influence potential investors and convince them into buying the overpriced shares. One-time cash-in for Facebook, and the world’s economy it was just another financial bubble that burst soon after. If we believe that the market is always right, then nothing was wrong here. But, if we decide to give a benefit of a doubt to the “all-knowing” market from the textbooks, can there be a methodology that could have helped us determine the “real” – or we should also say “intrinsic” – value of the Facebook and similar firms at the time we needed it? Several people believe that there was a methodology for social networks like this (Cauwels and Sornette, 2011), and here we also stated and demonstrated how “intrinsic” value based on the fundamental properties should not be tied to the elusive, psychologically influenced market price.

Before we go to the next more technical chapter, we need to, almost like the definition, expand the already used term of “intrinsic value” to a value that is based on the “fundamental” properties (or how much the company/asset is “really worth”, and not how much people are willing to pay for it, which is the current market value). This usage of the term is coherent with its usage in Ecology, where: “Intrinsic value is the value that an entity has in itself, for what it is, or as an end” (Sandler, 2012), and it is also in line with the most common usage of the term in recent non-academic financial literature (although we will restrain from discounting the expected future incomes, as this method particularly uses the unpredictable market influences – psychological factors – which we try avoiding in the estimation of “intrinsic value”). It is important to note that “intrinsic value” of the company may be different if we use different techniques to calculate it (as this is yet to be standardized, because not all companies have the same fundamentals, and not all people may agree on these), and it will always be further modified (sometimes quite substantively) into market price in accordance to the patterns in investors’ minds – these patterns are the result of their education, past experiences, current mood and the way they forecast the future (similar to the concept of “behavioral adjusted present value” in Shefrin, 2008), and are also influenced from the outside (e.g. with word-of-mouth or newspaper stories that something is “hot or not” – according to Shiller (2003) feedbacks may even “be an essential source of much of the apparently inexplicable ‘randomness’ that we see in financial market prices”). So, “intrinsic value”, as we use it here, is not the equilibrium concept – the market price probably won’t strive for this (although it is the “most probable” or the “fair” price if we present it like numeral); instead, the market price will move unexpectedly and chaotically as it always does, fluctuating based on changes in perceived desirability – but the value of the concept lies in the fact that one needs to have a theory of how prices are
supposed to behave if he wants to estimate are they right or wrong (too high or too low) at the
precise moment in time. There is a need to value something, as in finance “the central unifying
concept is asset valuation. Certainly, the theory of value, and comparisons of price and value,
is what much of finance is about” (De Bondt et al., 2008). And investors are always looking,
whether they are aware of it or not, for less risky “bargains” where the “intrinsic” (true) value
of the company/asset exceeds its current market valuation/price. This is what Warren Buffet is
famous for – in his own words, “the basic ideas of investing are to look at stocks as business,
use the market's fluctuations to your advantage, and seek a margin of safety” (Outlook, 2022),
and here we accept that margin of safety (or safety margin) is the difference between the
intrinsic value of a stock and its market price. This is contrary to Malkiel’s (2003) view of
efficient financial markets where increased returns can only be achieved by taking greater, not
lesser, levels of risk.

4. TESTING MARKET EFFICIENCY HYPOTHESIS

After we demonstrated and explained some of the big problems (and some are yet to
come) of Economics theory today, in this chapter we try to suggest the right directions for
further research in the search for solutions. As stated in the introduction, we are not trying
to give definite answers as most of them are beyond the scope of this paper, but some
guidelines may be of use to future researchers. First of all, some theory of asset valuation
is necessary to compare prices and values, and the “intrinsic value” proposed here considers
the fundamental properties of the asset, making it a good starting point for all “non-EMH”
(or shall we, for easier reference, just change the first letter from Efficient to Inefficient,
leaving us with the abbreviation IMH) theories and models. Secondly, it is important to
understand that the vast majority of the past knowledge, or the building blocks of
Economics, can still be used if we question or even reject the EMH. And thirdly, if we
accept the concept of inefficient markets, we need to get used to thinking in probabilities:
the “intrinsic value” itself is the most probable price guideline in the “moment zero”, but
it is being substantively modified into the market price after passing through the “human
emotions filters”. From the moment when the first market price or “emotionally-influenced
outcome” is known, all that various models can accomplish is the calculation of the
probability of any outcome or price. That is, we can calculate (a) the most probable
outcome or price, (b) the probability for that (or any other) outcome or price to happen, and
(c) which inputs have the biggest effect on the results. Beyond that is the limit, because of the
awareness that markets are inefficient and agents operating on them are irrational, so basically,
every outcome or price is possible. This is why there can never be a 100% sure prediction of
outcome or price through models based on the concept of “intrinsic value” and inefficient
markets (although some models can theoretically come close to this), but what about that? There
are yet no economic models that can predict with 100% accuracy. The concept might be hard
to grasp or accept at first, but its usefulness is indisputably proven in real life with widely
accepted predictions like weather forecasting.

According to Pinches (1970): “The random-walk theory, in its general form, is suggested
directly from the nature of the markets under consideration. If the security markets are perfect,
or not too imperfect, the participants in such a market will eliminate any profits above the base
minimum required to induce them to continue in the market, except for any profits which might
accrue to someone who has private information. The price of a security should reflect all of the
information available to participants in the market. In such a market all changes in price should be independent of any past history about a company which is generally available to the public. Except for a possible trend related to the desired rate of return, future stock prices could just as well be determined by the flip of a coin (unless private information is available) as by any elaborate analysis of past data’. Under the random walk model, the behavior of prices under the EMH will wander randomly around an increasing trend, with or without drift (Mollah, 2007):

\[ X_{t+1} = \delta + X_t + \varepsilon_{t+1} \]  

(1)

where: \( \varepsilon_{t+1} \) identically and independently distributed random variable; \( \delta \) drift.

EMH claims that a market is efficient if a particular information set cannot be used to generate above-average profits over a longer period of time (Hájek, 2007). Moreover, weak form market efficiency implies that the stock prices traded on the market cannot be predicted by using historical price information, which means they are not serially correlated (Borges, 2010). Accordingly, to examine whether the market is efficient or not, we will test the next research hypothesis:

**H0**: The market follows a random walk, i.e. the market is efficient in the weak form  
**H1**: The market doesn’t follow a random walk, i.e. the market is not efficient in the weak form

5. **Methodology and Data Analysis**

Because econometric models favor the use of daily data in time series analysis (Morse, 1984), for this study we have used Stoxx Europe 600 index historical closing daily prices, for the period from Jan 2012–Oct 2022. Stoxx Europe 600 is a stock index of European stocks representing large, mid, and small capitalization companies among 17 European countries: the United Kingdom (composing around 22.3% of the index), France (composing around 16.6% of the index), Switzerland (composing around 14.9% of the index) and Germany (composing around 14.1% of the index), as well as Austria, Belgium, Denmark, Finland, Ireland, Italy, Luxembourg, the Netherlands, Norway, Poland, Portugal, Spain, and Sweden (Stoxx, 2021). To test the research hypothesis and increase the reliability of the research we will use both non-parametric and parametric tests, such as the Kolmogorov–Smirnov Goodness of Fit test (K–S), run–test for random order, and ARIMA regression as the dynamic time series technique. The descriptive statistics for the log-transformed closing daily prices (lnClose) are presented in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std.Dev.</th>
<th>Min</th>
<th>Max</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnClose</td>
<td>2799</td>
<td>5.884</td>
<td>.154</td>
<td>5.455</td>
<td>6.203</td>
<td>-.466</td>
<td>2.949</td>
</tr>
</tbody>
</table>

As we can see in Table 1, the prices are skewed negatively, with large negative prices tending to be larger than large positive prices. The level of excess kurtosis is positive, indicating that the price distribution is leptokurtic and therefore has a higher peak than expected from a normal distribution. Negative skewness and leptokurtic frequency

---

*Source: NASDAQ, https://www.nasdaq.com*
distribution of the price series indicate that the distribution is not normal, i.e. the non-normal frequency distributions of the price series deviate from the prior condition of the random walk model (Molahh, 2007). To confirm this, we also used the non-parametric Kolmogorov-Smirnov Goodness of Fit test (K–S) which provides evidence of whether the distribution fits a normal distribution or not. According to Stata (2013), the directional hypotheses are evaluated with the statistics:

\[ D^+ = \max_x (F(x) - G(x)) \]
\[ D^- = \min_x (F(x) - G(x)) \]

(2)

where: \( F(x) \) and \( G(x) \) are the empirical distribution functions for the sample being compared. The combined statistic is:

\[ D = \max(\vert D^+ \vert, \vert D^- \vert) \]

(3)

and the p-value for this statistic may be obtained by evaluating the asymptotic limiting distribution.

The results from K–S test are presented in Table 2 and they indicate that prices can be distinguished from normally distributed data (we see the p-value provided is .000 and therefore we have significant evidence to reject the null hypothesis that the variable follows a normal distribution).

<table>
<thead>
<tr>
<th>Smaller group</th>
<th>D</th>
<th>P-value</th>
<th>Corrected</th>
</tr>
</thead>
<tbody>
<tr>
<td>InClose</td>
<td>.043***</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Cumulative</td>
<td>-.068***</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Combined K–S</td>
<td>.068***</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

Notes: D - distance. Significance: *** p<.01, ** p<.05, * p<.1.

Another non-parametric test that we used here is the run–test. According to Stata (2013) this test performs a nonparametric test of the hypothesis that the observations occur in a random order by counting how many runs there are above and below a threshold. The expected number of runs under the null is:

\[ \mu_r = \frac{2n_0n_1}{N} + 1 \]

(4)

the variance is:

\[ \sigma_r^2 = \frac{2n_0n_1(2n_0n_1-N)}{N^2(N-1)} \]

(5)

and the normal approximation test statistic is:

\[ z = \frac{r - \mu_r}{\sigma_r} \]

(6)
The result of the run–test is shown in Table 3. Following Bujang and Sapri (2018), since the test statistics \( z = -50.84 \) is greater than the critical value (+1.96) with significance level at .01, we should reject the null hypothesis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N (runs)</th>
<th>( z )</th>
<th>Prob&gt;( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnClose</td>
<td>56</td>
<td>-50.84***</td>
<td>.000</td>
</tr>
</tbody>
</table>

*Notes: Significance: *** \( p<.01 \), ** \( p<.05 \), * \( p<.1 \).*

Finally, the normality test of both descriptive statistics and the K–S test, as well as the run–test results, confirm our alternative research hypothesis that the market doesn’t follow a random walk, i.e. the market is not efficient in the weak form.

On the other side, to test the EMH we have also used a parametric test, i.e. ARIMA regression – the dynamic time series technique – which stands for Autoregressive Integrated Moving Average and which is one of the most popular and widely used techniques for forecasting based on the past values of the time series. The Box Jenkins methodology (Box and Jenkins, 1970) was named after the authors George Box and Gwilym Jenkins, who proposed a three steps method to select an appropriate ARIMA model which will have the ability to forecast economic variables: 1) identification, 2) estimation, and 3) diagnostics and forecasting. ARIMA is written as ARIMA \((p, d, q)\) where “\( p \)” is the order of the autoregressive component, “\( d \)” is the times we need to differentiate the variable to achieve stationarity, and “\( q \)” is the order of the moving average component. The estimating equation for the ARIMA model can be presented as follows:

\[
Y_t = c + \sum_{i=1}^{p} \alpha Y_{t-i} + \sum_{j=1}^{q} \theta E_{t-j} + E_t
\]  

(7)

where: \( c \) constant; \( p \) order of the autoregressive component; \( q \) order of the moving average component; \( \alpha \) coefficient of the autoregressive model; \( \theta \) coefficient of the moving average model; \( E_t \) error term.

If we look at Figure 1, which presents Stoxx Europe 600 historical closing daily prices, from 2012–2022, we can see that there is definitely a positive trend in the movement of the prices, which indicates the existence of non-stationarity. This can be also confirmed by looking at Figure 2, which shows autocorrelations of our variable of interest (lnClose), where we can see that the decay is very slow, which again indicates the existence of non-stationarity. After confirming non-stationarity, the next step would be to check stationarity again, but this time we should use the first difference of our variable of interest (lnClose). Accordingly, if look at Figure 3, which presents differenced prices (d.InClose), now we can see that, after differencing, our variable of interest is stationary.
Fig. 1 InClose prices from 2012–2022

Fig. 2 Autocorrelations of lnClose prices
To confirm these assumptions, we will use the augmented Dickey-Fuller test for unit root. According to Stata (2013), the augmented Dickey-Fuller test fits a model of the form:

$$\Delta y_t = \alpha + \beta y_{t-1} + \delta t + \zeta_1 \Delta y_{t-1} + \zeta_2 \Delta y_{t-2} + \cdots + \zeta_k \Delta y_{t-k} + \epsilon_t$$  \hspace{1cm} (8)

where: $k$ is the number of lags.

The null hypothesis is that the variable contains a unit root, and the alternative is that the variable was generated by a stationary process. Because the data show a clear upward trend, we include a constant and time trend in the augmented Dickey-Fuller regression. The results were reached by extracting the levels and differences, respectively. The result of the test indicated that, when the level and difference values of the series are analyzed with intercepts and trends, the prices are non-stationary and stationary, respectively. So, according to the results from ADF test (Table 4) we can see: (a) that we can’t reject null

<table>
<thead>
<tr>
<th>Table 4 Augmented Dickey–Fuller test</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnClose</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>L1.</td>
</tr>
<tr>
<td>([.003])</td>
</tr>
<tr>
<td>_trend</td>
</tr>
<tr>
<td>([.000])</td>
</tr>
<tr>
<td>_cons</td>
</tr>
<tr>
<td>([.015])</td>
</tr>
<tr>
<td>Test statistic</td>
</tr>
<tr>
<td>1% critical value</td>
</tr>
<tr>
<td>5% critical value</td>
</tr>
<tr>
<td>10% critical value</td>
</tr>
</tbody>
</table>

Notes: This table presents results for unit root tests with an intercept and a trend. Significance: *** p<.01, ** p<.05, * p<.1. Standard errors in parentheses. MacKinnon approximate p-value for $Z(t) = .091$ (level) and p-value for $Z(t) = .000$ (1st difference).
hypothesis that \((\ln\text{Close})\) has unit root, therefore \((\ln\text{Close})\) is non-stationary (MacKinnon approximate p-value for \(Z(t) = .091\)), and (b) that we can reject null hypothesis that differenced \((\text{d.lnClose})\) has unit root, therefore differenced \((\text{d.lnClose})\) is stationary (MacKinnon approximate p-value for \(Z(t) = .000\)).

We have verified that \((\ln\text{Close})\) is non-stationary in levels, but stationary in first differences \((\text{d.lnClose})\). Consequently, we use the variable of interest in the first differences \((\text{d.lnClose})\) to identify the order of the autoregressive and moving average components. To determine the order of the autoregressive component (“p”), we have to check the partial autocorrelations of \((\text{d.lnClose})\), which can be seen in Figure 4.

The values that exceed the confidence bands suggest the possible order of the autoregressive component and we can see that two lags (the first and the second) are exceeding the confidence bands and that there are two possible AR components. To determine the order of the moving average component (“q”), we have to check the autocorrelation of \((\text{d.lnClose})\), which can be seen in Figure 5. We can see that two lags (the first and the last) exceed the confidence bands and that there are two possible MA components. So, we will estimate two cases, ARIMA (1,1,2) and ARIMA (2,1,2), and decide which model is the better one. To choose the appropriate model we will look at the significance of the coefficient estimates and the model selection criteria, such as Akaike’s and Bayesian information criteria.

The model with the smallest values in the model selection criteria and the most significant coefficient estimates will be the appropriate one. ARIMA regression estimations, including Akaike’s and Bayesian information criterion, for the two models, are presented in Table 5.

![Fig. 4 Partial autocorrelations of d.lnClose](image-url)
Fig. 5 Autocorrelations of d.InClose

<table>
<thead>
<tr>
<th></th>
<th>Model (1,1,2)</th>
<th>Model (2,1,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnClose Coef.</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>(.000)</td>
<td>(.000)</td>
</tr>
<tr>
<td>arL</td>
<td>-.203</td>
<td>-.306***</td>
</tr>
<tr>
<td></td>
<td>(.688)</td>
<td>(.037)</td>
</tr>
<tr>
<td>arL2</td>
<td>-.904***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td></td>
</tr>
<tr>
<td>maL</td>
<td>.186</td>
<td>.285***</td>
</tr>
<tr>
<td></td>
<td>(.691)</td>
<td>(.034)</td>
</tr>
<tr>
<td>maL2</td>
<td>.032</td>
<td>.948***</td>
</tr>
<tr>
<td></td>
<td>(.026)</td>
<td>(.035)</td>
</tr>
<tr>
<td>/sigma</td>
<td>.01***</td>
<td>.01***</td>
</tr>
<tr>
<td></td>
<td>(.000)</td>
<td>(.000)</td>
</tr>
<tr>
<td>AIC</td>
<td>-14149.77</td>
<td>-14159.54</td>
</tr>
<tr>
<td>BIC</td>
<td>-14121.21</td>
<td>-14125.27</td>
</tr>
</tbody>
</table>

Notes: ar - autoregressive component; ma - moving average component.
Significance: *** p<.01, ** p<.05, * p<.1. Standard errors in parentheses.

Based on the significance of the coefficient estimates and based on Akaike’s and Bayesian information criteria we can conclude that the second model, ARIMA (2,1,2), is the more appropriate one. More precisely, in Model 2 – ARIMA (2,1,2) – all coefficient estimates are statistically significant at a significance level of .001. Also, AIC and BIC values for Model 2 are smaller compared to the same values for Model 1.
Next, we need to check whether this univariate process is stable. Figure 6 shows the residuals and we can see that values are constantly around the mean, which indicates that residuals are white noise. This can be confirmed by the White-Noise test which produces a cumulative periodogram (Figure 7), where we can see that the values never appear outside the confidence bands. The test statistic has a p-value of .629, so we can conclude that the process is not different from the white noise.
Also, the AR and MA roots of the characteristic polynomials (Figure 8) are not out of the circle which proves that the process is stationary, invertible, and stable for prediction. Finally, the results from the ARIMA regression imply that the stock prices traded on the market can be predicted using historical price information which confirms our alternative research hypothesis that the market doesn’t follow a random walk, i.e. the market is not efficient in the weak form. Interestingly, besides a few researchers who didn’t validate the EHM (e.g. Hájek, 2007), our results are quite opposite to the findings from most of the studies which examined both developed and emerging European markets (Worthington and Higgs, 2004; Hasanov and Omay, 2007; Pele and Voineagu, 2008; Borges, 2010; Narayan and Smyth, 2007; Dragota and Tilića, 2014; Hepsag and Akcali, 2015; Anlas and Toraman, 2016; Tokić et al., 2018). However, the previous research tested the weak form of the EMH using different methods which were mainly based on the unit root analysis (Erdas, 2019), in which stationarity represented the rejection criterion of the null hypothesis that the market is efficient in the weak form. Our opinion is that the unit root analysis is incomplete and that researchers should not rely only on this approach when testing the EMH. Since EMH implies that stock prices traded on the market cannot be predicted by using historical price information, one should actually evaluate the stability of the prediction process which assumes differencing approach in the case of non-stationarity. This is the reason why we went beyond the unit root analysis and used ARIMA regression as the dynamic time series technique for testing the weak form of EMH – which, besides data novelty, could be seen as the originality of this study. However, as shown in previous studies, the results vary from market to market. Extending the analysis to other markets can also serve as a good foundation for future research direction.
6. CONCLUSION

For decades, the prevailing paradigm of Economy is the paradigm of market equilibrium, in which markets are abstracted as systems with the perfect competition that equalizes supply and demand and participants that are behaving perfectly rationally. However, practice shows that real-life markets operate differently. As we stated at the beginning, the paradigm of market equilibrium (and the “efficient-market hypothesis” tied to it, dealing specifically with the behavior of capital markets) has no explanation for financial bubbles and their bursting that is leading to stock market crashes. Accordingly, the main goal of this paper was to discuss the inefficiency of markets, with examples of corporate decisions that directly abuse such inefficiency to psychologically motivate desired behavior of potential customers. To avoid such manipulations, we expand the concept of “intrinsic value” as the foundation upon which the new theory could be built. Using both non-parametric and parametric tests, we have proved the stability of the stock price prediction process. This means that the stock prices traded on the market can be predicted using historical price information and that the market is not efficient in the weak form because it doesn’t follow a random walk. After all that is said, what should we do with this EMH? Simply put, it’s hard to reject the claim that prices are right unless you have a theory of how prices are supposed to behave, or, as Fama (1976) puts it himself, “any test is a joint test of efficiency and the model of equilibrium”. Let’s think for a moment about something that Bill Bryson (2003) said in his bestseller “A Short History of Nearly Everything” when explaining years of scientists’ reluctance to embrace the idea of continental drift: “Interestingly, oil company geologists had known for years that if you wanted to find the oil you had to allow for precisely the sort of surface movements that were implied by plate tectonics. But oil geologists didn’t write academic papers; they just found oil.” This is the right place to, for the first time, completely agree with Fama’s term “efficient markets” – he concluded that the notion of market efficiency could not be rejected without an accompanying rejection of the model of market equilibrium (e.g. the price setting mechanism). In the end, we agree with the problem and propose the solution: the joint rejection of the “efficient markets” hypothesis and all market equilibrium models – that is, the rejection of the whole romanticized paradigm of market equilibrium known as the general equilibrium theory.

Why not? Because of Montaigne’s axiom that “nothing is so firmly believed as that which least is known”? Why are we holding to malfunctioning theories so firmly, after so many crashes and crises? That’s probably just a psychological effect of risk aversion, as it may be too terrifying to leave something as clean and simple as the equilibrium paradigm for something else that embraces chaos. But, if we want our economic theories to reflect real-life behaviors instead of being outdated dogmas, we shouldn’t panic. If something is chaotic, it doesn’t mean it can’t be predicted. Nature teaches us that. We don’t know exactly how long the desert storm will last or how strong it will be, but we can still predict, with underlying certainty, the regular linear forms it will leave on the dunes. We don’t know exactly how long the rain will last, but if it lasts longer than some predictable threshold, we can be sure it will leave a pool of water in our backyard. To quote Bill Bryson (2003) and his bestseller about the science for the second time: “Complexity is a natural, spontaneous, entirely commonplace event. There may or may not be a great deal of life in the universe at large, but there is no shortage of ordered self-assembly, in everything from the transfixing symmetry of snowflakes to the comely rings of Saturn”. We should learn from nature and discover the methods – and design systems and models – for predicting...
chaotic behaviors of the financial markets. It may take a leap of fate to get it started, but the human race has done so much more in the past, and here we argued only the need for switching the paradigm to better explain reality. Not very much, but we may be on the verge of a new and exciting era for economic science.
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TESTIRANJE EFIKASNOSTI TRŽIŠTA: PUT KA UTVRĐIVANJU SUŠTINSKE VREDNOSTI

Paradigma tržišne ravnoteže i za nju vezana „hipoteza efikasnog tržišta“, koja se posebno bavi ponašanjem tržišta kapitala, nema objašnjenja za finansijske mehure i njihovo pucanje koje dovodi do kraha berze. Shodno tome, osnovni cilj ovog rada je da se diskutuje o neefikasnosti tržišta, uz primere korporativnih odluka koje direktno zloupotrebljavaju takvu neefikasnost da bi psihološki motivisale željeno ponašanje potencijalnih kupaca. Za testiranje hipoteze efikasnosti tržišta koristili smo Stoxx Europe 600 indeks istorijskih dnevnih cena akcija u periodu od 2012–2022. Koristeći neparametarske i parametarske testove, kao što su Kolmogorov–Smirnov test, run–test i ARIMA regresija, odbacujemo hipotezu da je tržište efikasno u slabom obliku jer ne prati slučajni hod. Takođe, u radu su analizirani i osnovni problemi ekonomske teorije, naglašavajući stav da je možda došlo vreme da se fundamenti ekonomske teorije usklade sa osnovnim konceptima koji se godinama koriste u praksi.

Ključne reči: tržište, efikasnost, akcije, cena, predviđanje