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Abstract. The diverse application areas of emerging monolithic noncontact radar sensors that are able to measure object’s distance and velocity is expected to grow in the near future to scales that are now nearly inconceivable. A classical concept of frequency-modulated continuous-wave (FMCW) radar, tailored to operate in the millimeter-wave (mm-wave) band, is well-suited to be implemented in the baseline CMOS or BiCMOS process technologies. High volume production could radically cut the cost and decrease the form factor of such sensing devices thus enabling their omnipresence in virtually every field. This introductory paper explains the key concepts of mm-wave sensing starting from a chirp as an essential signal in linear FMCW radars. It further sketches the fundamental operating principles and block structure of contemporary fully integrated homodyne FMCW radars. Crucial radar parameters like the maximum unambiguously measurable distance and speed, as well as range and velocity resolutions are specified and derived. The importance of both beat tones in the intermediate frequency (IF) signal and the phase in resolving small spatial perturbations and obtaining the 2-D range-Doppler plot is pointed out. Radar system-level trade-offs and chirp/frame design strategies are explained. Finally, the nonideal and second-order effects are commented and the examples of practical FMCW transmitter and receiver implementations are summarized.
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1 INTRODUCTION

Applications of portable short-range contact-less radar sensors which provide simultaneous information on the presence, position and relative radial velocity are virtually countless. These radar systems not only have the potential to improve the service quality in numerous existing fields [1–3], but are also expected to be the driving force for many novel use-cases in the near future.

Multiple sensing technologies based on laser/optical, ultrasound and radio waves have been proposed in the past. Among those, the millimeter-wave (mm-wave) radio frequency radars attracted considerable attention thanks to their robustness [4] against bad weather conditions and harsh environments.

Historically, mm-wave radar sensors were built from discrete components and therefore reserved only for low-volume markets. However, a prospective single-chip integrated solution with a low unit cost and small form factor, often referred to as the radar-on-chip (RoC), would lead to its omnipresence in consumer and industrial electronic devices, along with probable pervasive use in a variety of areas spanning from automotive to healthcare.

Two fundamentally different microwave ranging methods, a pulse-based and continuous-wave (CW), coexist. The former ones are simply inefficient for monolithic integration [5], as they inherently suffer from higher peak(-to-average) power. Unmodulated CW radars can only determine the relative target velocity through the Doppler shift. Nevertheless, if the appropriate [6] kind of carrier modulation is employed, distances can also be resolved.

Pseudorandom noise modulated CW radars [7] that exploit pulse compression techniques for temporal energy distribution are a viable option especially for lower node digitally-intensive implementations [8], but come with a major drawback [9] that their baseband bandwidth equals half of the radio frequency (RF) one. This fact proves to be particularly bothersome in ultra-high resolution sensors where power-hungry data converters are unavoidable.

Finally, the classical frequency-modulated CW (FMCW) radar, as will be presented by this article, in its simplest homodyne incarnation, transmits a sequence of linear chirps that are simultaneously used as a local oscillator signal for the receiver’s frequency mixer. Assuming no nonlinear distortions occur on the pathway, when the transmitted chirp is mixed with its received reflections that are attenuated, delayed in time and possibly shifted in frequency the intermediate frequency, being the low-pass filtered heterodyning product, will contain information on the target’s distance (via time of flight) and its velocity (Doppler effect). By analogy with acoustics, the resulting frequency difference, at the mixer’s output is referred to as the beat frequency.
Recently, the FMCW radars drew considerable attention [10–21], partially owing to their high integration potential. Although the main driver in developing these small footprint solutions was the automotive industry [1], a gradual breakthrough into other spheres is evident. Regulatory committees of the ITU and the ETSI even assigned the dedicated 77-81 GHz range in the W-band as part of the spectrum to be automotive specific, which is often referred to as the so-called “short-range radar” (SRR) band. In spite of that, having a device that could operate in the frequency band where an unlicensed spectral emission is permitted would be favorable for its widespread adoption. Namely, choosing one of the industrial, scientific, and medical (ISM) radio bands might turn out advantageous for cross-disciplinary expansion of FMCW-based sensors that will not be limited to vehicular radar systems.

The mm-wave radars can grasp important benefits of higher frequency operation that are not only related to its antenna size. As will be also shown in the next sections, the FMCW multitarget differentiation ability is directly proportional to the irradiated chirp bandwidth. In the prospect of the FCC’s relatively recent extension of the unlicensed part in the V band [22], that now incorporates a complete 57-71 GHz frequency range, previously unfeasible spatial target discrimination is enabled. In other words, these 14 GHz of a contiguous unlicensed spectrum translate to a centimeter-order space resolution, thus allowing FMCW-type radars to be used in complex indoor and outdoor scenes which contain an abundance of close proximity objects.

All this sets a fruitful ground for a universal ranging radar devices, which will dominate the future markets. The first commercial RoC solutions already appeared [23] and more are following and are expected to follow fairly soon.

This paper is intended to make a rather gentle introduction to the area of integrated FMCW mm-wave radar sensors as they are presently build. It focuses on main operating principles in estimating object distance/range and its relative radial velocity in sensor devices that are based on fast FMCW modulation and slow time processing which gives multiple advantages.

In order to follow the elaborated matter, a general undergraduate-level knowledge in electronics and signal processing is assumed. The rest of the paper is organized as follows. Concept of a frequency chirp as the fundamental signal in FMCW radars is introduced in Section 2. Further in Section 3 it is elaborated on the operating principles of FMCW sensors with two subsections each devoted to range and velocity estimation. Final subsection gives some system-level trade-offs and explains chirp/frame design decisions. Present state of the art FMCW radar transmitter and receiver architectures are examined in Section 4 and finally Section 5 concludes the article.
2 \textbf{CHIRP AS THE FUNDAMENTAL SIGNAL OF AN FMCW RADAR}

A sine wave or a sinusoid whose frequency increases (up-chirp) and/or decreases (down-chirp) with time is called a chirp or, although less often in this context, a sweep. In particular, linear chirps, i.e. signals in which the frequency changes linearly with time, are at the heart of every FMCW radar.

Specifically, in a linear chirp, a representative example of which is plotted in Fig. 1, the instantaneous frequency $f$ varies exactly linearly with time $t$:

$$f(t) = f_0 + \frac{B}{T_c}(t - t_0) = f_0 + S(t - t_0),$$

where $f_0$ is the starting frequency at time point $t = t_0$, while $S = B/T_c$ is the rate of frequency change or the frequency slope, sometimes also referred to as the chirpyness. The slope is defined using two parameters, namely the chirp bandwidth $B$ and its duration $T_c$, also called the modulation time.

Fig. 1. A time sequence of linear up-chirp waveforms plotted as amplitude versus time (upper subplot) and frequency versus time (lower subplot) resembling the sawtooth wave.
Since the time derivative of the phase $\phi$ is the angular frequency, the corresponding time-domain function for the phase of any oscillating signal is the integral of the frequency function, and therefore the phase is expected to grow like $\phi(t + \Delta t) \simeq \phi(t) + 2\pi f(t)\Delta t$ as a function of time. This results in:

$$\phi(t) = \phi_0 + 2\pi \int_{t_0}^{t} f(\tau) \, d\tau = \phi_0 + 2\pi \left[ f_0 (t - t_0) + \frac{B}{2T_c} (t^2 - t_0^2) \right],$$

where $\phi_0$ is the initial phase at time point $t = t_0$. Deriving the previous expression it can be verified that $\phi'(t) = 2\pi f(t)$, what was actually expected.

Finally, the corresponding time-domain function for a sinusoidal linear chirp is the sine of the quadratic-phase signal in radians and can be written:

$$y_c(t) = v_{TX}(t) = A_c \sin \left( \phi_0 + 2\pi f_0 t + \pi \frac{B}{T_c} (t - mT_c)^2 \right),$$

where $A_c$ is the chirp’s amplitude and where $t_0 = 0$ under assumptions that the sweeps are performed continuously and that $m$ represents the $m^{th}$ chirp.

The carrier frequency can be defined in terms of the starting frequency and the modulation bandwidth as $f_c = f_0 + B/2$ and represents the central frequency for the spectrum band that is being covered. Typical frequency bands of interest in the mm-wave part are around 64 GHz for unlicensed and 79 GHz for automotive applications. Bandwidth spans depend on targeted radar range resolution but are in the order of up to several GHz, while chirp modulation times vary from dozens of microseconds up to a millisecond.

### 2.1 Sawtooth versus Triangular Wave Linear Chirps

In the recent past, triangle (concatenation of up-chirp and down-chirp) slow FMCW modulation waveforms with typical chirp durations in the millisecond range were dominant. As it will be seen in the next section, the resulting output frequency of an FMCW radar is concurrently influenced by the target’s range and its relative radial velocity, thus estimating both parameters simultaneously from a single linear chirp/sweep is an unresolvable task. By using up-slope and down-slope chirps which produce slightly different beat frequencies for an object in motion the two parameters can be decoupled. However, this procedure suffers from ambiguity when there are multiple moving objects and the ghost targets that will appear must be identified and discarded.

In contrast to this, fast sawtooth FMCW modulations which typically last up to a hundred of microseconds automatically resolve object range and velocity into a 2-D image and are in exclusive focus for the rest of the paper.
3 THE OPERATING PRINCIPLES OF HOMODYNE FMCW RADARS

An FMCW radar transmits a chirp signal defined more closely in the previous section and captures its reflections from objects located in the propagation path. A high-level simplified block diagram of a homodyne FMCW radar is shown in Fig. 2 and features a single transmitter (TX) and a single receiver (RX) antenna. The radar’s general operating principles are the following:

- an FMCW synthesizer generates an appropriate chirp signal;
- the generated chirp is first amplified by a power amplifier (PA);
- after amplification the chirp is transmitted by a transmit antenna;
- chirps reflected back from objects are captured by the receive antenna;
- the received signal is then passed through a low-noise amplifier (LNA);
- a down-conversion frequency mixer combines the RX and TX signals at its inputs to produce an intermediate frequency signal at its output;
- the intermediate frequency (IF) signal is also referred to as the beat frequency and it contains information on the irradiated objects/targets.

Additionally, it should be noted that not only the instantaneous output frequency of the down-conversion mixer at any point in time will correspond to the difference of the instantaneous frequencies of the two input signals at that particular point in time, but also the initial phase of the output signal will be equal to the difference between initial phases of the two input signals.
Fig. 2. Simplified high-level block diagram of a typical homodyne FMCW radar which includes linear chirp synthesizer that is being transmitted and used as the local oscillator.
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An FMCW radar transmits a chirp signal defined more closely in the previous section and captures its reflections from objects located in the propagation path. A high-level simplified block diagram of a homodyne FMCW radar is shown in Fig. 2 and features a single transmitter (TX) and a single receiver (RX) antenna. The radar’s general operating principles are the following:

- an FMCW synthesizer generates an appropriate chirp signal;
- the generated chirp is first amplified by a power amplifier (PA);
- after amplification the chirp is transmitted by a transmit antenna;
- chirps reflected back from objects are captured by the receive antenna;
- the received signal is then passed through a low-noise amplifier (LNA);
- a down-conversion frequency mixer combines the RX and TX signals at its inputs to produce an intermediate frequency signal at its output;
- the intermediate frequency (IF) signal is also referred to as the beat frequency and it contains information on the irradiated objects/targets.

Additionally, it should be noted that not only the instantaneous output frequency of the down-conversion mixer at any point in time will correspond to the difference of the instantaneous frequencies of the two input signals at that particular point in time, but also the initial phase of the output signal will be equal to the difference between initial phases of the two input signals.

Fig. 3. Static multitarget detection with an FMCW radar (a) spatial object positioning, (b) time-domain transmitted and received reflected up-chirps with the corresponding mixing products (c) amplitude spectrum of appropriately windowed intermediate frequency signal.

It is crucial to remark that the received chirp reflected from a single object is actually just a time-delayed replica of the transmitted chirp. This is best illustrated in Fig. 3 for a somewhat more complicated case of three objects.

Since the mixing product will be the difference of between the instantaneous input frequencies, and since the RF mixer input is just the delayed version of the local oscillator (LO) signal that is being transmitted, hence in the ideal case the IF signal will possess the fixed frequency component proportional to the reflected signal delay. The delay between the transmitted and the received chirp is equal to the round-trip delay $2r/c$, where $r$ denotes the distance between the radar and the object, and $c$ is the speed of light, while the constant of proportionality will be the transmitted chirp’s slope $S$.

As a consequence every object that is irradiated by the radar will produce a constant frequency component in the IF signal with the value of $2rS/c$. 
For the case of a simple stationary or quasi-stationary scene, relation between the beat frequency tone \( f_b \) and the object’s range can be related as:

\[
\begin{align*}
    f_b &= \frac{2rS}{c} = \frac{2B}{cT_c} \cdot r \\
    r &= \frac{c}{2S} \cdot \frac{cT_c}{2B} \cdot f_b,
\end{align*}
\]

where chirp slope \( S = \frac{B}{T_c} \) and any radar or object movement is negligible.

Previous statements mean that a single transmitted chirp when reflected from multiple objects located at different distances in front of a radar will also imply multiple received chirps each delayed by a different amount depending on the distance to that particular object. Therefore, the produced IF signal will be composed of several tones that correspond to each of the reflections and the frequency of each is directly proportional to the range of that object.

The initial phase of every component in the IF signal will also be the difference between the phase of the TX chirp and the phase of the RX chirp at the time instant corresponding to the start of the IF signal, or more precisely, to the start of that particular frequency component of the IF signal.

It is important to note that the IF signal is only valid from the time the reflected signal is received at the RX antenna until the end of the current TX chirp. So in order to digitize the IF signal using an ADC, it should be assured that sampling begins after \( \frac{2r}{c} \) time has elapsed after the beginning of the TX chirp, and only up to the time where the TX signal is present.

In practical implementations the round-trip delay is typically just a small fraction of the total chirp duration \( T_c \), thus the nonoverlapping segment of the transmitted chirp is usually negligible. For example, for an object that is \( r = 150 \text{ m} \) away from the radar and the chirp modulation time of \( T_c = 20 \mu s \), this delay accounts only for approximately 5% of the total sweep duration.

### 3.1 Target Distance Estimation and Radar Range Resolution

In a quasi-stationary scene, radial object velocities with respect to a radar are negligible and, as explained, if such a scene is composed out of multiple targets, the produced IF signal will contain multiple frequency components. In other words, the frequency spectrum of such IF signal will reveal multiple tones, the frequency of each being proportional to the distance between each object and the radar. If two objects are closer to each other, or at least at the similar distance from the radar, their tones in the IF signal are also closer.

Certainly the most natural and one of the most popular methods of processing the IF signal is the Fourier transform. It is generally known that longer observation periods yield better frequency resolution so that, for ex-
ample, an observation window of $T$ seconds in length can independently resolve frequency components that are separated by at least $1/T$ Hertz.

One of the most important properties of every radar is its range resolution, which refers to the radar’s ability to resolve two closely spaced objects. More precisely, it determines the minimum spacing between the two objects which still show up as two separate frequency peaks the IF signal spectrum.

Obviously, one way to improve the range resolution of a radar is to extend the observation window, which looking at Fig. 3 further implies increasing the chirp duration and consequently its bandwidth, if the slope is preserved.

Analytically, two or more distinct IF signal tones can be resolved as long as $\Delta f > 1/T_c$, where the small portion at the beginning of the chirp which is associated by the round-trip delay is discarded. It is known that two objects that are spatially $\Delta r$ apart produce tones separated by $\Delta f = 2\Delta r S/c$ apart. Eliminating $\Delta f$ from the previous two expressions and having in mind that the slope $S = B/T_c$, the expression for radar’s range resolution is obtained:

$$\Delta r > \frac{c}{2ST_c} \implies \Delta r > \frac{c}{2B},$$

which exclusively depends on the chirp bandwidth $B$. Thus, an FMCW radar with a chirp bandwidth of 5 GHz can have a range resolution of 3 cm at least.

Although from Fourier transform properties it may intuitively seem that for the fixed bandwidth $B$, chirps of higher duration $T_c$ would imply longer IF observation windows and better resolving capabilities, the IF signal tones will also be lower in frequency, because of a less steep chirp, and therefore more densely grouped, hence being proportionally harder to differentiate.

Besides range resolution another important parameter is the maximum range of a radar. As high-level block diagram of Fig. 2 indicates, the IF signal is usually filtered and digitized by an analog-to-digital converter (ADC) for further postprocessing inside the following digital signal processing (DSP) chain. So, the maximum detectable distance of a radar $r_{\text{max}}$ will produce a tone of frequency $2r_{\text{max}} S/c$ and the ADC’s sampling rate should be at least twice as high in order to appropriately discretize this (real) baseband signal.

Viewed the other way around, for the ADC’s maximum sampling rate of $f_s$, the maximum distance that an FMCW radar can see is determined by:

$$r_{\text{max}} = \frac{c f_s}{4S} = \frac{c T_c f_s}{4B} = \frac{c N}{4B},$$

which follows directly from the sampling theorem for a bandlimited IF signal. Consequently, if it turns out that the ADC’s sampling rate presents a bottleneck, the maximum detectable range can always be traded for chirp’s slope.
Typically, radars tend to use lower chirp slopes for larger maximum range. Also, \( N \) denotes the number of ADC samples per chirp. The discrete nature of the sampled IF signal suggests the use of discrete Fourier transform (DFT) for further postprocessing. The actual algorithm which is employed is the fast Fourier transform (FFT). Since this processing operation resolves objects in range, it is commonly referred to as the “range-FFT” in radar literature.

It seems appropriate to stress one of the most important benefits of FMCW radars which is also observable from Fig. 3 and that is the difference between the RF bandwidth and the IF bandwidth. Specifically, the RF bandwidth is the frequency range from \( f_0 \) up to \( f_0 + B \) which is spanned by the chirp and it directly translates to better range resolution. The typical RF bandwidths are in the order of a few hundred megahertz up to several gigahertz. On the other hand, higher IF bandwidth primarily enables the FMCW radar to see at larger distances and enables faster/steeper chirps. The IF bandwidths are typically in the order of megahertz up to a dozen of megahertz. Hence, the uniqueness of FMCW radar sensors is that huge RF bandwidths do not imply nor necessitate extremely fast data converters.

3.2 Radial Velocity Estimation and Radar Velocity Resolution

For the nonstationary case in which there are nonnegligible object or radar movements, all distance measurements through round-trip delay are going to be affected by either signal compression or elongation depending on whether the object is moving away or towards the radar. This effective frequency shift due to relative movement is caused by the well-known Doppler effect.

Small spatial displacements of an object \( \Delta d \) will have an effect on both the IF signal’s frequency and its phase. In mm-wave radars, small displacements are the ones that are comparable to the wavelength which is in the order of several millimeters for typical radar bands. Slight spatial displacements will lead to small round-trip delay changes. Spatial object variation does not have an effect on the initial phase of the received RF signal, but does have on the current phase of the transmitted signal and hence also on the phase of the IF signal. More formally speaking, for very small displacements the higher order terms can be neglected. Furthermore, based on (2) the phase offset of the transmitted signal can be expressed in terms of small displacements as

\[
\Delta \phi = 2\pi f_0 \Delta t = 2\pi f_0 \frac{2\Delta d}{c} = \frac{4\pi}{\lambda_0} \cdot \Delta d,
\]

where \( \Delta t \) presents the round-trip delay change caused by the object’s range displacement and \( \lambda_0 = c/f_0 \) is the wavelength of the transmitted RF signal.
It is crucial to note that the phase of the IF signal changes linearly with small displacements of the object distance and also that the phase is much more sensitive to small spatial perturbations than the actual IF tone frequency. To gain a numerical sense of the previous fact, assume \( \Delta d = \lambda_0 / 4 \) which for typical automotive radar band is in the order of one millimeter. Based on elaborations from the last subsection, every spatial object displacements that are much smaller than the radar’s range resolution, which is a few centimeters for present state of the art devices, that is \( \Delta d \ll \Delta r \), will be practically not discernible in the frequency spectrum. On the other hand the phase changes by \( \Delta \phi = \pi = 180^\circ \) for the quarter wavelength displacements. Thus, the IF signal’s phase is very sensitive to small changes in object range.

This gives all the tools for effective velocity measurement of an object by an FMCW radar. The basic idea is to transmit two consecutive chirps of duration \( T_c \). Each of the two reflected chirps is processed through FFT to detect the range of the object. The range-FFT corresponding to each chirp will have peak at the same location but with a different phase. The measured phase difference of two peaks corresponds to spatial motion of the object.

Assuming that an object with a radial velocity of \( v \) in time \( T_c \) traverses \( \Delta d = v T_c \), then substituting this into (7) and rearranging it, the object velocity can be directly estimated from the measured phase difference as:

\[
v = \frac{\lambda_0}{4 \pi T_c} \cdot \Delta \phi .
\] (8)

Hence, the phase difference measured across two consecutive chirps can be exploited to estimate the velocity of a single object in front of the radar.

Since the phase difference measurement is unambiguous only in cases in which \( |\Delta \phi < \pi| \), the maximum unambiguously measurable velocities are:

\[
v_{\text{max}} = \frac{\lambda_0}{4 T_c} .
\] (9)

This further implies that measuring higher \( v_{\text{max}} \) requires faster/shorter chirps.

The previously described method that combines two consecutive chirps does not only work for measuring velocity of a single object, but it is also applicable to multiple objects as well, as long as they are located at different ranges from the radar. However, it will not work if multiple moving objects with different velocities are at the time of measurement all equidistantly located from the radar. This is because the range-FFT of both chirps would yield a single peak whose frequency would correspond to range, but whose phase change would present a combined signal from all of these equi-range object and hence a simple phase comparison technique would not suffice.
An example radar scene consists of five moving objects in total. However, only two peaks are observable after the range-FFT. Nevertheless, all five targets emerge after the Doppler-FFT. Peak bins (objects) are shaded.

One way of estimating the velocities of multiple equidistant objects is to transmit a series of more than two consecutive equally spaced chirps just as Fig. 4 illustrates. Again, under the assumption of relatively slow motion, the range-FFT corresponding to each of these chirps would yield peaks in identical frequency locations. Nevertheless, the phase of each magnitude peak in
the spectral domain across chirps would be different since it incorporates in itself phase contributions from all of these equidistant objects. Performing yet another FFT round, now across this discrete sequence of chirps would result in peaks corresponding to normalized angular frequencies of each object velocity. The obtained angular frequencies $\omega$ can be used to back-calculate the object velocities from (8) substituting $\Delta \phi = \omega$, i.e., the phase difference between consecutive chirps with the discrete angular frequency. The transform that is performed across chirps is often referred to as the “Doppler-FFT”, while the sequence of $M$ equispaced chirps on which it is performed is called a frame. Therefore, a basic transmission unit of an FMCW radar is the frame.

Just as range estimation capability had its range resolution, the velocity extraction has its own resolution. Analogously to range, there is a certain minimum separation between normalized angular frequencies so that they show up as two independent peaks in the Doppler-FFT spectrum. Identically to the continuous Fourier transform, the longer the DFT input sequence length, better the resolution. More precisely, a sequence of $M$ samples can resolve discrete angular frequencies that are separated by more than $2\pi/M$ radians per sample or equivalently $1/M$ cycles per sample, since one cycle is equal to $2\pi$ radians. So, in the continuous case, the resolution is inversely proportional to observation time $T$, while in the discrete case it is inversely proportional to the number of observed samples $M$. Apparently, a way to improve the velocity resolution is to increase the number of chirps per frame.

Analytically, two distinct normalized angular frequencies can be resolved as long as $\Delta \omega > 2\pi/M$ and since two velocities that are $\Delta v$ apart produce angular frequencies that are $\Delta \omega = 4\pi \Delta v T_c/\lambda_0$, eliminating $\Delta \omega$ from those expressions and accounting that frame duration is given as $T_f = MT_c$, yields

$$\Delta v > \frac{\lambda_0}{2MT_c} \quad \implies \quad \Delta v > \frac{\lambda_0}{2T_f},$$

(10)

where $T_c$ is the separation between the adjacent chirps. This was an expected result having already mentioned the velocity resolution’s inverse proportionality to frame duration, or, more precisely, the number of chirps in a frame.

Range and velocity estimation is best summarized in Fig. 4 which provides insight in transformations and data organization. Samples taken from an ADC corresponding to each chirp in a frame are stored as the columns of a data matrix. A range-FFT performed on each column resolves objects in range. Subsequently, a Doppler-FFT is performed along the rows of the range-FFT results to resolve objects in the velocity or Doppler dimension.

The process of taking the range-FFT followed by the Doppler-FFT is to-
Fig. 5. A practical implementation of an FMCW slow-time 2-D FFT radar processing in which range-FFT is performed on the fly as data samples for each chirp become available.

Just as illustrated in Fig. 5, in practical radar DSP implementations, the range-FFT is usually accomplished in line as soon as the samples from an ADC for each chirp become available and prior to storing them into memory.

Contrary to previous, the Doppler-FFT can only be performed once all the range-FFT output data points have become available. Therefore, a radar DSP system should be equipped with sufficient amount of memory to store the complete content of all the range-FFT outputs corresponding to a frame.

Once the 2-D FFT has been performed on a complete frame, the so-called range-Doppler response can be obtained. A practical example, visualized in the range-velocity grid, is shown in Fig. 6, where two objects can be clearly identified as peaks that stand out from the noise floor or surrounding clutter. Noise suppression near the range edges comes from the band-pass filtering.

It should also be mentioned that the limitation on maximum unambiguously measurable velocity imposed by (9) can actually be extended using some higher level algorithms, but they fall beyond the scope of this article.

As a final remark, the radial velocity in the above derivation is assumed to be both constant and sufficiently small so that the illuminated object does not move from one range bin to another across the duration of a single frame.
Besides object velocity estimation, measuring IF signal’s phase change over multiple antennas separated in space (instead of multiple chirps separated in time) can be used to resolve angular dimension of objects. Differential distance of an object to each antenna is exploited to estimate the angle of arrival. However, extracting target angle information is also not the topic.

Finally, in addition to measuring angle of arrival and object velocity, the fact that the phase of the IF signal is very sensitive to small movements is also the basis for interesting applications such as vibration or heartbeat monitoring, among others. The only assumption is that the movements are small so that the maximum displacement of the object is in the order of a fraction of the \( \lambda_0 \) wavelength. Even though the effect on IF frequency tone will be negligible, the phase of the frequency peak will exhibit some sort of a periodic behavior as a response to oscillatory movement of the object. In connection to that, the maximum phase deviation will be related to maximum object displacement providing means to extract the vibration amplitude. In a similar way, the periodicity can be estimated and thus the time evolution of the phase can yield both the amplitude and periodicity of the vibration.

### 3.3 Radar Requirement Mapping to Chirp and Frame Parameters

Having derived the equations that define maximum unambiguously measurable range and velocity, as well as their corresponding resolutions, it is also important to know how to exploit these to design an FMCW transmit signal that meets certain end-user requirements. Assuming the specifications for range resolution (\( \Delta r \)), maximum range (\( r_{\text{max}} \)), velocity resolution (\( \Delta v \)) and maximum velocity (\( v_{\text{max}} \)) are given and dictated by a certain application, there are multiple strategies how to map this set of requirements to chirp and frame parameters. A sketch of one possible design method is as follows:
the carrier frequency/wavelength is determined by the frequency band
• chirp bandwidth is directly dictated by $B = c/2\Delta r$ the range resolution
• inter-chirp time is only ruled by $T_c = \lambda_0/4v_{\text{max}}$ the maximum velocity
• since both $B$ and $T_c$ are fixed, the chirp slope $S = B/T_c$ is also locked
• the frame duration is governed by $T_f = \lambda_0/2\Delta v$ the velocity resolution
• finally, it is assumed that the data converter’s sampling rate is sufficiently high $f_s = 4Sr_{\text{max}}/c$ to support IF signal bandwidth of $2Sr_{\text{max}}/c$.

However, in practice the process of arriving at desired chirp and frame parameters might involve several iterations, simply because the FMCW radar sensor could have some additional constraints that were not addressed so far.

For example, the maximum IF bandwidth could exceed the ADC’s sampling frequency. In such cases, a trade-off between the chirp slope and the maximum measurable distance might be needed. Therefore, in order to increase $r_{\text{max}}$ the chirp slope would have to be decreased. On the other hand if the modulation time $T_c$ is frozen based on $v_{\text{max}}$, a lower modulation rate $S$ directly translates to worse range resolution. So, basically, for the fixed modulation time, a short-range radar has a steeper chirp slope and consequently a larger chirp bandwidth and better range resolution, while long-range radar has a lower slope and thereupon a smaller bandwidth and poorer resolution.

Besides the mentioned maximum sampling frequency, other device limitations that are in connection with either analog front-end or digital back-end are often present. For example, there is always a certain maximum slope an FMCW synthesizer can generate. Also related to that, due to a finite settling period, usually a device-specific requirements for idle time between adjacent chirps need to be honored. On the back-end side, the device must have sufficient memory to store the range-FFT output data for all the chirps in the frame to respect a request imposed by the Doppler-FFT on data availability.

4 Contemporary mm-Wave FMCW Radar Sensor Examples

Contrary to communication systems where wireless signal receivers are more complicated than their transmitter counterparts, this is not the case with FMCW radar sensors where TX needs to satisfy stringent chirp generation requirements. Namely, although they were not elaborated in the previous sections, object detection quality of FMCW-based sensors will depend on many nonideal effects, such as chirp nonlinearity or synthesizer phase noise.
A simplified block diagram of a modern monolithic FMCW radar-on-chip (RoC) sensor is shown in Fig. 7 which sketches its main components. It consists of two major functional blocks: (i) the RF sensor front end containing antennas, signal creation and transmission, signal reception and conditioning and analog-to-digital sampling and conversion, and (ii) digital back end which converts time-domain samples into frequency information, identifies targets and calculates their distances, relative radial velocities, angles and can even perform some advanced functions like target classification or object tracking.

In the mm-wave bands of interest, antennas are mostly realized as patch or dipole antennas on printed-circuit board (PCB) due to their dimensions.

### 4.1 FMCW Radar Transmitters

The key components of FMCW transmitters are the FMCW synthesizers. They synthesize transmitted radar signal and provide desired modulation schemes. The most important signal conditioning parameters are transmitter phase noise and generated chirp nonlinearity and both have a profound effect on extracting relevant target information from background clutter and noise.

A common block in vast majority of FMCW synthesizers is the oscillator. Integrated voltage-controlled (VCOs) and digitally-controlled oscillators (DCOs) [13] in CMOS and BiCMOS technologies are generally nonlinear with respect to the input control signal due to nonlinear varactor devices [18] which are used in resonators as the frequency control elements. Accordingly,
the biggest issue in an FMCW synthesizer is the compensation of inherent nonlinearity of the DCO/VCO frequency tuning curve. Various methods for FMCW signal generation are proposed so far, each with its own advantages and disadvantages. The most intuitive method is based on the open-loop oscillator, in which the compensation of its nonlinearity is achieved via a look-up table (LUT) and a digital-to-analog converter (DAC). A drawback of this method is the frequency drift with temperature or supply voltage variations which demands periodical updating of the LUT. Apart from aforementioned variations, large effect on the oscillator frequency have unwanted load fluctuations and disturbances which cannot be compensated. Therefore, oscillator nonlinearity is often compensated in the closed-loop systems such as PLLs.

In feedback loop based FMCW synthesizers, dominated by phase-locked loop (PLL) systems, the carrier frequency can be modulated by directly imposing the control signal of a VCO, by modulating the reference frequency of an integer-N PLL [5] or by using fractional-N PLL to change the feedback frequency divider ratio [10–15] hence producing the modulation. Advantages of direct VCO modulation is a simple circuit structure and the absence of additional noise sources. On the other hand, direct VCO modulation requires at least an order of magnitude smaller loop bandwidth in comparison to the modulation frequency which results in a very low filter cross-over frequency, impractical for integration. A method of modulating the reference frequency of integer-N PLL, also known as direct digital frequency synthesis (DDFS), employs LUT and DAC to convert digital word representing phase to analog voltage. The use of DAC constitutes the main disadvantage of this method, because the nonlinearity of the characteristic line, the settling time, the finite slew rate and the jitter coming from the DAC result in spurious signals and serious phase noise performance degradation at the output of the FMCW synthesizer. Probably the most suitable method for FMCW signal generation is based on fractional-N PLLs [25]. This method does not require a low noise DAC nor a LUT, and it provides highly linear frequency sweeps. Thus, it is widely adopted in contemporary integrated FMCW radar sensor modules.

Various frequency synthesizer architectures based on fractional-N PLLs have been reported. They include: a PLL with the fundamental frequency VCO or DCO [5,10,12,13,26], a PLL with a push-push VCO [27], a PLL and a frequency multiplier [14,16,28–30], and a PLL tied with an injection-locked oscillator [31]. Each of these oscillator architectures and methods have their own pros and cons which are summarized in [26]. The choice of the actual synthesizer architecture mainly depends on the required PLL phase noise and output amplitude, but also on the process technology that is being used.
A recent example of an FMCW synthesizer packed in the complete transmitter module [32] provides, in a reasonable modulation time window an extremely large chirp bandwidth of more than 10 GHz thus enabling unmatched range resolutions that are better than 1.5 cm. It is intended to serve as a ubiquitous short-distance radar solution that operates in the unlicensed spectrum band around 65 GHz and to compete in diverse fields of demanding consumer products, like emerging gesture sensors, but also in industrial applications.

Even though at first glance it might seem counterintuitive, excluding the transceiver chain, in particular low-noise and power amplifiers, the short-range radars (SRRs) are actually more challenging to design than the long-range ones. A dominant source of difficulties in SRRs arise due to a limited time frame associated with targets in close proximity to the radar. Specifically, as can be deduced from Fig. 3, for a fixed modulation slope, lower beat frequencies will correspond to objects located at smaller radii. Therefore, it is generally beneficial to decrease the modulation time without compromising the bandwidth in order to push the beat notes of closer targets away from the flicker noise corner frequency. This in turn increases the signal-to-noise ratio (SNR), and consequently the measurement threshold of weaker objects.

Nonlinearity, manifested as an instantaneous frequency deviation from the ideal chirp, disturbs the beat tone and thereby deteriorates radar’s measurement accuracy and precision. Even though, faster chirps of high bandwidth, i.e., steeper, are more prone [30] to nonlinear frequency excursions, the above mentioned [32] state-of-the-art radar transmitter is able to achieve the superb frequency sweep linearity under acceptable phase noise levels. Generally speaking, the use of a closed-loop PLL enables the generation of highly linear chirps which avoid smearing of the FFT peaks thus gaining the full benefits of unmatched range resolution associated with high RF bandwidth.

Although a wide RF bandwidth improves radar’s range resolution it can typically lead to a longer chirp duration which as a result has a limited maximum unambiguous velocity due to undersampling of the Doppler frequency shift. Hence, supporting steeper chirps, i.e., higher frequency ramp slopes, is essential to achieve higher range resolutions without compromising the maximum velocity. As a side advantage of previous, a wider IF bandwidth relaxes the design of analog baseband filters (moderate roll-off), but requires higher analog-to-digital converter (ADC) sampling rates to achieve equal maximum detectable distances. Another subtle, but also a substantial advantage of steeper modulation slopes is illustrated in Fig. 8, just for the case of triangular chirps, and relates to the fact that spatially equidistant targets yield more separate tones within the beat-frequency domain. Thus, the noise skirt
from one target produces less interference in the detection of nearby objects. For stationary targets previous statements can analytically be expressed as:

$$f_{b2} - f_{b1} = \frac{2Bc}{cT_c} \cdot (r + d) - \frac{2Bc}{cT_c} \cdot r = \frac{2Bc}{cT_c} \cdot d = \frac{2c}{c} \cdot S \cdot d ,$$

(11)

where $d$ is the radial distance between targets with respect to the radar.

Because of all the mentioned reasons it is important to simultaneously increase the RF bandwidth and reduce the modulation time, thus supporting steeper slopes. To achieve that, many technical challenges have to be tackled.

4.2 FMCW Radar Receivers

Although just as important as the transmitter, due to higher similarity to wireless communication transceivers, less attention is devoted to the receiver.

In the simple homodyne implementation, the FMCW receiver is just a plain direct-conversion radio receiver where the modulated signal is frequency
translated in a single conversion step. This avoids additional complexity, but also since the TX and RX frequencies differ yields some properties much alike superheterodyne receiver, e.g., instead of zero the IF is sufficiently large.

Some additional simplifications in terms of LO injection are present, too. Namely, in case of an up-chirp sawtooth modulation the high-side injection is present, while in the case of down-chirp sawtooth modulation the low-side injection applies. For the case of a triangular modulation, both high-side and low-side injection apply to rising and falling frequency slopes, respectively.

Even though the transmitter signal energy can leak through the mixer and then reflect back to create a self-mixing DC offset, the baseband processing chain usually starts with the high-pass filter to alleviate for this effect.

Finally, leading edge FMCW radar sensors adopt the complex baseband receiver architecture which uses quadrature mixers with complex IF and ADC chains that include both in-phase (I) and quadrature (Q) channels. This so-called IQ baseband architecture brings several advantages but the most straightforward one seem to be better noise figure performance (up to 3 dB in theory) because the image band noise foldback to in-band is eliminated. Other benefits include reduced impact of RF intermodulation products due to receiver’s nonlinearity combined with the presence of strong TX-to-RX antenna coupling and spillover or very near objects like, e.g., a car bumper.

5 Conclusions

An introduction to radar systems that adopt frequency-modulated continuous waves, or FMCW, to measure range and velocity of remote objects has been made in this article. It has been explained that the received FMCW signal from the remote objects comprises of different time delayed and frequency shifted copies of transmitted chirp signals. An elaborate analysis on how the received signal can be processed in order to obtain the useful information has been performed and the fundamental operating principles of FMCW radars was discussed. Some basic limitations in terms of resolution and maximum measurable distance and speed were shown. Finally, the examples of recent cutting-edge integrated FMCW radar transceiver implementations are given. Since the focus was on the most simple SISO radar sensors, angle-of-arrival estimation, beamforming and MIMO radar techniques were omitted. Also, the so-called radar range equation which is a kind of a link budget for radars, as well as range precision and accuracy were not covered because depending on the actual algorithm it may vary from centimeters down to micrometers. In spite of that, a good head start in the FMCW topic is hopefully provided.
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