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#### Abstract

In this paper, using the fractional difference operator and a modulus function we introduce the concepts of $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$ - statistical convergence, $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistical Cauchy and p-strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - Cesàro summability, $(0<p<\infty)$ for double sequences. We also give some inclusion relations between $\left({ }_{2} \Delta^{\alpha}, f\right)-$ statistical convergence and p-strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - Cesàro summability $(0<p<\infty)$. Key words: Statistical convergence, difference sequence, Cesàro summability.


## 1. Introduction, Definitions and Preliminaries

The idea of statistical convergence was given by Zygmund [22] in the first edition of his monograph published in Warsaw in 1935. The concept of statistical convergence was introduced by Steinhaus [20], Fast [10] and later reintroduced by Schoenberg [19] independently. Over the years and under different names statistical convergence was discussed in the theory of Fourier analysis, Ergodic theory, Number theory, Measure theory, Trigonometric series, Turnpike theory and Banach spaces. Several writers have researched statistical convergence in the name of summability theory by Connor [7], Fridy [11], Akbaş and Işık ([2],[14], [15]) and many other writers.
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The statistical convergence depends on the density of subsets of the set $\mathbb{N}$. The natural density of a subset $K$ of $\mathbb{N}$ is defined by

$$
\delta(K)=\lim _{n \rightarrow \infty} \frac{1}{n}\left|\left\{k \leqslant n:\left|x_{k}-L\right| \geqslant \varepsilon\right\}\right|
$$

where $K(n)=|\{k \leqslant n: k \in K\}|$ denotes the number of elements $K \subset \mathbb{N}$ not exceeding $n$. It is clear that any finite subset of $\mathbb{N}$ have zero natural density and $\delta\left(K^{c}\right)=1-\delta(K)$

A sequence $x=\left(x_{k}\right)$ is said to be statistically convergent to $L$ if for every $\varepsilon>0$

$$
\delta\left(\left\{k \in \mathbb{N}:\left|x_{k}-L\right| \geqslant \varepsilon\right\}\right)=0 .
$$

In this case we write

$$
S-\lim _{k \rightarrow \infty} x_{k}=L
$$

The set of all statistically convergent sequences is denoted by $S$.
The definition of statistical convergence for double sequences was introduced by Mursaleen and Edely [17] as follows:

Let $K \subset \mathbb{N} \times \mathbb{N}$ and $K(m, n)=\{j \leq m$ and $k \leq n:(j, k) \in K\}$. The double natural density of $K$ is defined by

$$
\delta_{2}(K)=P-\lim _{m, n \rightarrow \infty} \frac{|K(m, n)|}{m n}
$$

if the limit exists. A double sequence $x=\left(x_{j k}\right)$ is said to be statistically convergent to a number $L$ if for every $\varepsilon>0 \delta_{2}\left(\left\{(j, k) ; j \leqslant m\right.\right.$ and $\left.\left.k \leqslant n:\left|x_{j k}-L\right| \geqslant \varepsilon\right\}\right)$ has double natural density zero.

The idea of a modulus function was structured by Nakano [18]. Let us recall that $f:[0, \infty) \rightarrow[0, \infty)$ is said to be a modulus function if it satisfies:
i) $f(x)=0$ if and only if $x=0$,
ii) $f(x+y) \leqslant f(x)+f(y)$ for $x, y \geqslant 0$,
iii) $f$ is increasing,
iv) $f$ is continuous from the right at 0 .

With the help of an unbounded modulus function, Aizpuru et al. [1] defined a new concept of density, and as a result, they obtained a new concept of nonmatrix convergence that is intermediate between ordinary and statistical convergence, and agrees with statistical convergence when the modulus function is the identity mapping.

The $f$ - density of a set $K \subset \mathbb{N}$ is defined by

$$
d^{f}(K)=\lim _{n \rightarrow \infty} \frac{f(|K(n)|)}{f(n)}
$$

in case this limit exists.
A sequence $x=\left(x_{k}\right)$ is said to be $f$ - statistically convergent to $L$ if for every $\varepsilon>0$

$$
\lim _{n \rightarrow \infty} \frac{1}{f(n)} f\left(\left|\left\{k \leqslant n:\left|x_{k}-L\right| \geqslant \varepsilon\right\}\right|\right)=0
$$

and it is denoted that

$$
S^{f}-\lim _{k \rightarrow \infty} x_{k}=L
$$

The idea of difference sequence was introduced by Kızmaz [16] and generalized by many authors such as Et and Çolak [9], Atabey and Çinar [3], Güngör and Et ([12], [13])

Let $r \notin\{0,-1,-2,-3, \ldots\}$ and $r$ be a reel number. We define the Gamma function as

$$
\Gamma(r)=\int_{0}^{\infty} e^{-t} t^{r-1} d t
$$

We observe that
i) Let $r$ be any natural number, $\Gamma(r+1)=r$ !. For example $\Gamma(1)=1$ !, $\Gamma(2)=1$ !, $\Gamma(3)=2!, \ldots$
ii) Let $r \notin\{0,-1,-2,-3, \ldots\}$ and $r$ be a reel number, then $\Gamma(r+1)=r \Gamma(r)$.

Lastly, for a proper fraction $\alpha$, Baliarsingh [4] defined fractional difference operator $\Delta^{\alpha}: \omega \rightarrow \omega$ by

$$
\begin{aligned}
\left(\Delta^{\alpha} x\right)_{k} & =\sum_{i=0}^{\infty}(-1)^{i} \frac{\Gamma(\alpha+1)}{i!\Gamma(\alpha-i+1)} x_{k+i} \\
& =x_{k}-\alpha \cdot x_{k+1}+\frac{\alpha(\alpha-1)}{2!} \cdot x_{k+2}-\frac{\alpha(\alpha-1)(\alpha-2)}{3!} \cdot x_{k+3}+\ldots
\end{aligned}
$$

After, for a positive proper fraction $\tilde{\alpha}$, Baliarsingh [5] define double fractional operator $\Delta^{\bar{\alpha}}: \omega^{2} \rightarrow \omega^{2}$ defined by

$$
\Delta^{\tilde{\alpha}}\left(x_{j k}\right)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty}(-1)^{m+n} \frac{\Gamma(\tilde{\alpha}+1)^{2}}{m!n!\Gamma(\tilde{\alpha}-m+1) \Gamma(\tilde{\alpha}-n+1)} x_{j+m, k+n}
$$

In particular, for a double sequence $x=\left(x_{j k}\right)$ and $\tilde{\alpha}=\frac{1}{2}$ we have

$$
\Delta^{\frac{1}{2}}\left(x_{j k}\right)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty}(-1)^{m+n} \frac{\Gamma\left(\frac{1}{2}+1\right)^{2}}{m!n!\Gamma\left(\frac{1}{2}-m+1\right) \Gamma\left(\frac{1}{2}-n+1\right)} x_{j+m, k+n}
$$

$$
\begin{aligned}
= & x_{j, k}-\frac{1}{2} x_{j, k+1}-\frac{1}{8} x_{j, k+2}-\frac{1}{16} x_{j, k+3}-\frac{5}{128} x_{j, k+4}-\ldots \\
& -\frac{1}{2} x_{j+1, k}+\frac{1}{4} x_{j+1, k+1}+\frac{1}{16} x_{j+1, k+2}+\frac{1}{32} x_{j+1, k+3} \frac{1}{64} x_{j+1, k+4} \\
& +\frac{5}{256} x_{j+1, k+5}+\ldots-\frac{1}{2} x_{j+2, k}+\frac{1}{16} x_{j+2, k+1}+\frac{1}{64} x_{j+2, k+2} \\
& +\frac{1}{128} x_{j+2, k+3}+\frac{1}{1024} x_{j+2, k+4}+\ldots
\end{aligned}
$$

The concept of ${ }_{2} \Delta^{\tilde{\alpha}}-$ statistically convergence of double sequences was introduced by Atabey and Çinar [3] such as:

Let $\tilde{\alpha}$ be a proper fraction. A double sequence $x=\left(x_{j k}\right)$ is said to be ${ }_{2} \Delta^{\tilde{\alpha}}-$ statistically convergent to a number $L$ if for every $\varepsilon>0$

$$
\left.\left.P-\lim _{m, n \rightarrow \infty} \frac{1}{m n} \right\rvert\,\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \right\rvert\,=0
$$

The set of all ${ }_{2} \Delta^{\tilde{\alpha}}-$ statistically convergent sequences will be denoted by $\left({ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}\right)\right)$. In this case we write $x_{j k} \rightarrow L\left({ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}\right)\right)$

Recently Altin et al. ([6],[21]) and Ercan [8] have studied the statistical convergence of double sequence.

## 2. Main Results

In this section, we will give the main results of this paper.
Definition 2.1. A double sequence $x=\left(x_{j k}\right)$ is said to be $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistically convergent to a number $L$ if for every $\varepsilon>0$

$$
\lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right)=0
$$

The set of all $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistically convergent sequences will be denoted by $\left({ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$. In this case we write $x_{j k} \rightarrow L\left({ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$.

We usually take $s, t, u, v \in(0,1]$ and write $\beta$ instead of $(s, t), \theta$ instead of $(u, v)$. We also define

$$
\begin{gathered}
\beta \preceq \theta \Leftrightarrow s \leq u \text { and } t \leq v \\
\beta \prec \theta \Leftrightarrow s<u \text { and } t<v \\
\beta \cong \theta \Leftrightarrow s=u \text { and } t=v \\
\beta \in(0,1] \Leftrightarrow s, t \in(0,1] \\
\theta \in(0,1] \Leftrightarrow u, v \in(0,1] \\
\beta \cong 1 \text { in case of } s=t=1 \\
\theta \cong 1 \text { in case of } u=v=1
\end{gathered}
$$

Definition 2.2. Let $f$ be a modulus function. A double sequence $x=\left(x_{j k}\right)$ is said to be $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$ - statistically convergent to a number $L$ if for every $\varepsilon>0$

$$
\lim _{m, n \rightarrow \infty} \frac{1}{f\left(m^{s} n^{t}\right)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right)=0 .
$$

The set of all $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$ - statistically convergent sequences will be denoted by $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right.$ ). In this case we write $x_{j k} \rightarrow L\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$. We write ${ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$ for ${ }_{2} \Delta_{(s, t)}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$ and ${ }_{2} \Delta_{\theta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$ for ${ }_{2} \Delta_{(u, v)}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$.

Definition 2.3. A double sequence $x=\left(x_{j k}\right)$ is said to be $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistically Cauchy, if for $\forall \varepsilon>0$ there exist $M_{0} \in \mathbb{N}$ and $N_{0} \in \mathbb{N}$ such that for all $j \geqslant M_{0}$ and $k \geqslant N_{0}$,

$$
\lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}-x_{M_{0} N_{0}}\right)\right| \geqslant \varepsilon\right\} \mid\right)=0
$$

As it can be seen in the example below, the set of $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$ - statistically convergent sequences is not empty.

Example 2.1. Let us consider $\left(x_{j k}\right)=1$ for all $j, k \in \mathbb{N}$ and $f$ be an any modulus function and $\beta \cong 1$. Then we obtain $x_{j k} \rightarrow 0\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$.

As it can be seen in the example below, a double sequence is $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$ - statistically convergent but need not be $\left({ }_{2} \Delta^{\tilde{\alpha}}\right)$ - bounded, that is $x \notin \ell_{\infty}\left({ }_{2} \Delta^{\tilde{\alpha}}\right)$, where $\ell_{\infty}\left({ }_{2} \Delta^{\tilde{\alpha}}\right)=\left\{x=\left(x_{j k}\right): \sup _{j, k}\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)\right|<\infty\right\}$.

Example 2.2. Let $f(x)=\sqrt{x}$ and defined $x=\left(x_{j k}\right)$ such that

$$
\Delta^{\tilde{\alpha}}\left(x_{j k}\right)=\left\{\begin{array}{ll}
j+k & , j=m^{2} \text { and } k=n^{2} \\
0 & , \text {,otherwise }
\end{array} \quad m, n=0,1,2, \ldots\right.
$$

then $x=\left(x_{j k}\right)$ is $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)-$ statistical convergent, but is not $\left({ }_{2} \Delta^{\tilde{\alpha}}\right)-$ bounded, for $\beta \cong 1$.
Clearly,

$$
\Delta^{\tilde{\alpha}}\left(x_{j k}\right)=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & 4 & 0 & \ldots \\
1 & 2 & 0 & 0 & 5 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
4 & 5 & 0 & 0 & 8 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

and since

$$
\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-0\right| \geq \varepsilon\right\} \mid \leq \sqrt{m} \sqrt{n}
$$

we have
$\left.\left.\lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} \right\rvert\,\left\{(j, k): j \leq m\right.$ and $\left.k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-0\right| \geq \varepsilon\right\} \right\rvert\, \leq \lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} f(\sqrt{m} \sqrt{n})$

$$
=\lim _{m, n \rightarrow \infty} \frac{\sqrt[4]{m n}}{\sqrt{m n}}=0
$$

As a result, double sequence $\left(x_{j k}\right)$ is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$-statistically convergent to 0 , but is not $\left({ }_{2} \Delta^{\tilde{\alpha}}\right)-$ bounded.

As it can be seen in the following example, a double sequence is $\left({ }_{2} \Delta^{\tilde{\alpha}}\right)$ - bounded, but need neither $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistical convergent nor $\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$ - statistical convergent.

Example 2.3. Let us consider the sequence $x=\left(x_{j k}\right)=\frac{1+(-1)^{j+k}}{2}$ and choose $f(x)=$ $x^{p}$, for $1 \leqslant p<\infty$. Then we have:

$$
\begin{aligned}
\Delta^{\tilde{\alpha}}\left(x_{j k}\right)= & \sum_{m=0}^{\infty} \sum_{n=0}^{\infty}(-1)^{m+n} \frac{\Gamma(\tilde{\alpha}+1)^{2}}{m!n!\Gamma(\tilde{\alpha}-m+1) \Gamma(\tilde{\alpha}-n+1)} x_{j+m, k+n} \\
= & \sum_{m=0}^{\infty}\left((-1)^{m+0} \frac{\Gamma(\tilde{\alpha}+1)^{2}}{m!0!\Gamma(\tilde{\alpha}-m+1) \Gamma(\tilde{\alpha}-0+1)} x_{j+m, k+0}\right. \\
& +(-1)^{m+1} \frac{\Gamma(\tilde{\alpha}+1)^{2}}{m!1!\Gamma(\tilde{\alpha}-m+1) \Gamma(\tilde{\alpha}-1+1)} x_{j+m, k+1} \\
& +(-1)^{m+2} \frac{\Gamma(\tilde{\alpha}+1)^{2}}{m!2!\Gamma(\tilde{\alpha}-m+1) \Gamma(\tilde{\alpha}-2+1)} x_{j+m, k+2} \\
& \left.+(-1)^{m+3} \frac{\Gamma(\tilde{\alpha}+1)^{2}}{m!3!\Gamma(\tilde{\alpha}-m+1) \Gamma(\tilde{\alpha}-3+1)} x_{j+m, k+3}+\ldots\right) \\
= & \begin{cases}2^{2 \tilde{\alpha}-1} & , j+k \text { even } \\
-2^{2 \tilde{\alpha}-1} & , j+k \text { odd }\end{cases}
\end{aligned}
$$

That is,

$$
\Delta^{\tilde{\alpha}}\left(x_{j k}\right)=\left(\begin{array}{cccc}
2^{2 \tilde{\alpha}-1} & -2^{2 \tilde{\alpha}-1} & 2^{2 \tilde{\alpha}-1} & \ldots \\
-2^{2 \tilde{\alpha}-1} & 2^{2 \tilde{\alpha}-1} & -2^{2 \tilde{\alpha}-1} & \cdots \\
2^{2 \tilde{\alpha}-1} & -2^{2 \tilde{\alpha}-1} & 2^{2 \tilde{\alpha}-1} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Obviously $x=\left(x_{j k}\right)$ is $\left({ }_{2} \Delta^{\tilde{\alpha}}\right)-$ bounded, but $\operatorname{not}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ statistically convergent, for $f(x)=x^{p}, 1 \leq p<\infty$, since

$$
\begin{aligned}
& \lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-2^{2 \tilde{\alpha}-1}\right| \geqslant \varepsilon\right\} \mid\right) \\
&=\lim _{m, n \rightarrow \infty} \frac{f(m n / 2)}{f(m n)}=\frac{1}{2^{p}} \neq 0 .
\end{aligned}
$$

Definition 2.4. Let $p$ be a positive real number. A double sequence $x=\left(x_{j k}\right)$ is said to be $p$-strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - Cesàro summable to a number $L$ if

$$
\lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left.\right|_{2} \Delta^{\tilde{\alpha}} x_{j k}-\left.L\right|^{p}\right)=0
$$

We denote the set of all double $p$-strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - Cesàro summable sequences by $w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.

In case of $p=1$ we shall write $\left[C^{f}, 1,1\right]\left({ }_{2} \Delta^{\tilde{\alpha}}\right)$ instead of $w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.

## 3. The Inclusion Theorems

In this section we give some inclusion relations.
Lemma 3.1. Let $f$ be an unbounded modulus function and $K \subset \mathbb{N} \times \mathbb{N}$. If $0 \preceq$ $\beta \preceq \theta \preceq 1$ then $\delta_{\beta}^{f}(K) \leq \delta_{\theta}^{f}(K)$.

Proof. Let $0<s \leq t \leq u \leq v \leq 1$. Since $m^{s} n^{t} \leq m^{u} n^{v}$ for all $m, n \in \mathbb{N} \times \mathbb{N}$ and $f$ is increasing, we can write $\frac{1}{m^{u} n^{v}} \leq \frac{1}{m^{s} n^{t}}$ and $\frac{1}{f\left(m^{u} n^{v}\right)} \leq \frac{1}{f\left(m^{s} n^{t}\right)}$. Then
$\left.\frac{1}{m^{u} n^{v}} \left\lvert\,\{j \leq m$ and $k \leq n:(j, k) \in K\}\left|\leq \frac{1}{m^{s} n^{t}}\right|\{j \leq m$ and $k \leq n:(j, k) \in K\}\right. \right\rvert\,$

$$
\begin{aligned}
& \frac{1}{f\left(m^{u} n^{v}\right)} f(\mid\{j \leq m \text { and } k \leq n:(j, k) \in K\} \mid) \\
& \leq \frac{1}{f\left(m^{s} n^{t}\right)} f(\mid\{j \leq m \text { and } k \leq n:(j, k) \in K\} \mid)
\end{aligned}
$$

so $\delta_{\beta}^{f}(K) \leq \delta_{\theta}^{f}(K)$.
Theorem 3.1. Let $f$ be an unbounded modulus function. $x=\left(x_{j k}\right)$ and $y=\left(y_{j k}\right)$ be any sequences of real (or complex) numbers. Then
(i) if ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)-\lim x_{j k}=x_{0}$ and $c$ be real (or complex) number, then ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)-$ $\lim c . x_{j k}=c x_{0}$
(ii) if ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)-\lim x_{j k}=x_{0}$ and ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)-\lim y_{j k}=y_{0}$, then ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)-$ $\lim \left(x_{j k}+y_{j k}\right)=x_{0}+y_{0}$

Proof. Proof is omitted.
Theorem 3.2. A double sequence $x=\left(x_{j k}\right)$ is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ statistically convergent, then $x=\left(x_{j k}\right)$ is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ statistically Cauchy sequence.

Proof. Assume for $\forall \varepsilon>0 x=\left(x_{j k}\right)$ be $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ statistically convergent. Then, we can write $\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right|<\frac{\varepsilon}{2}$ for almost all $j, k \in \mathbb{N}$ and choosen for $M_{0}, N_{0} \in \mathbb{N}$ we have $\left|\Delta^{\tilde{\alpha}}\left(x_{M_{0} N_{0}}\right)-L\right|<\frac{\varepsilon}{2}$. Now for almost all $j, k \in \mathbb{N}$, we have

$$
\begin{aligned}
\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-\Delta^{\tilde{\alpha}}\left(x_{M_{0} N_{0}}\right)\right| & =\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L-\left(\Delta^{\tilde{\alpha}}\left(x_{M_{0} N_{0}}\right)-L\right)\right| \\
& \leqslant\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right|+\left|\Delta^{\tilde{\alpha}}\left(x_{M_{0} N_{0}}\right)-L\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

This mean that $x=\left(x_{j k}\right)$ is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistically Cauchy sequence.
Theorem 3.3. Let $0<p<q<\infty$. Then $w_{q}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right) \subset w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$
Proof. Let $x=\left(x_{j k}\right) \in w_{q}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ and $0<p<q<\infty$. Then this means that

$$
\lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{q}\right)=0
$$

and since

$$
\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p} \leq\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{q}
$$

we have

$$
\begin{aligned}
& \lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
\leq & \lim _{m, n \rightarrow \infty} \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{q}\right)=0 .
\end{aligned}
$$

Therefore $x=\left(x_{j k}\right) \in w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.
Theorem 3.4. $w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right) \subset{ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)$
Proof. Let $x=\left(x_{j k}\right) \in w^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right), \varepsilon>0$ and $f$ be an any modulus function. Then we have

$$
\begin{aligned}
& \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& =\frac{1}{f(m n)} \sum_{\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right| \geqslant \varepsilon} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& \quad+\frac{1}{f(m n)} \sum_{\left|\Delta^{\tilde{\alpha}} x_{j k k}-L\right|<\varepsilon} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& \geqslant \frac{1}{f(m n)} \sum_{\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right| \geqslant \varepsilon} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& \geqslant \frac{1}{f(m n)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geqslant \varepsilon\right\} \mid\right) \cdot f(\varepsilon)^{p}
\end{aligned}
$$

and so $x=\left(x_{j k}\right) \in{ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)$.
Theorem 3.5. If $f$ is bounded, then ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right) \subset w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.
Proof. Because $f$ is bounded, we have an integer $M$ such that $|f(x)|<M$, for every $x>0$.

$$
\begin{aligned}
& \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& \leqslant \frac{1}{f(m n)} \sum_{\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right| \geqslant \varepsilon} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& \quad+\frac{1}{f(m n)} \sum_{\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|<\varepsilon} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|^{p}\right) \\
& \left.\left.\leqslant \frac{1}{f(m n)} M^{p} \right\rvert\,\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)\right| \geqslant \varepsilon\right\} \right\rvert\,+f(\varepsilon)^{p}
\end{aligned}
$$

therefore $x=\left(x_{j k}\right) \in w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.
Theorem 3.6. If $f$ is bounded, then ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)=w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.
Proof. From Theorem 3.4 and Theorem 3.5 we have ${ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)=w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.
Theorem 3.7. Let $f$ be an unbounded modulus function, $\beta, \theta \in(0,1]$ and $\beta \preceq \theta$ be given. Therefore ${ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right) \subseteq{ }_{2} \Delta_{\theta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$.

Proof. Since $f$ is increasing, $\beta, \theta \in(0,1]$ and $\beta \preceq \theta$, we write $s \leq u$ and $t \leq v$. Then

$$
\begin{aligned}
& \frac{1}{f\left(m^{u} n^{v}\right)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right) \\
\leq & \frac{1}{f\left(m^{s} n^{t}\right)} f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right)
\end{aligned}
$$

for $\forall \varepsilon>0$. This gives that ${ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right) \subseteq{ }_{2} \Delta_{\theta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$.
Corollary 3.1. Let $f$ be an unbounded modulus function and $\beta, \theta \in(0,1]$. Then
(i) ${ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)={ }_{2} \Delta_{\theta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)$ if and only if $\beta \cong \theta$.
(ii) ${ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)={ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)$ if and only if $\beta \cong 1$.

Corollary 3.2. Let $f$ be an unbounded modulus function and $\beta \in(0,1]$. If $x=$ $\left(x_{j k}\right) \rightarrow L\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$ then $x=\left(x_{j k}\right) \rightarrow L\left({ }_{2} \Delta^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$ and the inclusion is strict.

Theorem 3.8. Let $f$ be an unbounded modulus function, $\beta, \theta \in(0,1], \beta \preceq \theta$ and $p$ positive real number. Then we have $w_{p}^{2}\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right) \subseteq w_{p}^{2}\left({ }_{2} \Delta_{\theta}^{\tilde{\alpha}}, f\right)$ and the inclusion is strict.

Proof. Let take $x=\left(x_{j k}\right) \in w_{p}^{2}\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)$. Hence

$$
\begin{aligned}
& \lim _{m, n \rightarrow \infty} \frac{1}{f\left(m^{u} n^{v}\right)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left.\right|_{2} \Delta^{\tilde{\alpha}} x_{j k}-\left.L\right|^{p}\right) \\
& \leq \lim _{m, n \rightarrow \infty} \frac{1}{f\left(m^{s} n^{t}\right)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left.\right|_{2} \Delta^{\tilde{\alpha}} x_{j k}-\left.L\right|^{p}\right)=0 .
\end{aligned}
$$

Therefore we can write $w_{p}^{2}\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right) \subseteq w_{p}^{2}\left({ }_{2} \Delta_{\theta}^{\tilde{\alpha}}, f\right)$.
Corollary 3.3. Let $f$ be an unbounded modulus function, $\beta, \theta \in(0,1], \beta \preceq \theta$ and $p$ positive real number. Then
(i) $w_{p}^{2}\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right)=w_{p}^{2}\left({ }_{2} \Delta_{\theta}^{\tilde{\alpha}}, f\right)$ if and only if $\beta \cong \theta$,
(ii) $w_{p}^{2}\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}, f\right) \subseteq w_{p}^{2}\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$.

Theorem 3.9. Let $\beta$ and $\theta$ be two real numbers satisfying the condition $0<\beta \leqslant$ $\theta \leqslant 1, f$ be unbounded modulus such that there is a positive constant $c$ such that $f(x . y) \geqslant c . f(x) f(y)$ for all $x \geqslant 0, y \geqslant 0$ and $\lim _{t \rightarrow \infty} \frac{f(t)}{t}>0$, if a double sequence $x=$ $\left(x_{j k}\right.$ is strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ Cesàro summable of order $\beta$ to $L$, then it is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ statistically convergent of order $\theta$ to $L$ (or if $x_{j k} \rightarrow L\left[C_{\beta}^{f}, 1,1\right]\left({ }_{2} \Delta^{\tilde{\alpha}}\right)$ then $x_{j k} \rightarrow$ $L\left({ }_{2} \Delta_{\beta}^{\tilde{\alpha}}\left(S_{2}^{f}\right)\right)$.

Proof. For any sequence $x=\left(x_{j k}\right)$ and $\varepsilon>0$, using by definition of modulus functions, we can write

$$
\begin{aligned}
& \frac{1}{f(m n)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|\right) \\
\geqslant & \frac{1}{f(m n)} f\left(\sum_{j=1}^{m} \sum_{k=1}^{n}\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|\right) \\
\geqslant & f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid \cdot \varepsilon\right) \\
\geqslant & c f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right) f(\varepsilon)
\end{aligned}
$$

and $\beta \leqslant \theta$

$$
\frac{1}{f\left(m^{s} n^{t}\right)} \sum_{j=1}^{m} \sum_{k=1}^{n} f\left(\left|\Delta^{\tilde{\alpha}} x_{j k}-L\right|\right)
$$

$$
\begin{aligned}
& \geqslant \frac{c f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right) f(\varepsilon)}{f\left(m^{s} n^{t}\right)} \\
& \geqslant \frac{c f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right) f(\varepsilon)}{f\left(m^{u} n^{v}\right)} \\
& =\frac{c f\left(\mid\left\{(j, k): j \leq m \text { and } k \leq n ;\left|\Delta^{\tilde{\alpha}}\left(x_{j k}\right)-L\right| \geq \varepsilon\right\} \mid\right) f(\varepsilon) f\left(m^{u} n^{v}\right)}{m^{u} n^{v} f\left(m^{u} n^{v}\right)} .
\end{aligned}
$$

So the theorem is proved.
According to Theorem 3.9 we can obtain the following results
Corollary 3.4. Let $\beta$ be real number and $0<\beta \leqslant 1$, $f$ be unbounded modulus such that there is a positive constant $c$ such that $f(x . y) \geqslant c . f(x) f(y)$ for all $x \geqslant 0$, $y \geqslant 0$ and $\lim _{t \rightarrow \infty} \frac{f(t)}{t}>0$, if a double sequence $x=\left(x_{j k}\right)$ is strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ Cesàro summable of order $\beta$ to $L$, then it is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)$ - statistically convergent of order $\beta$ to $L$.

If $\beta=1$ is taken we can give the following Corollary 3.5.
Corollary 3.5. Let $f$ be unbounded modulus such that there is a positive constant $c$ such that $f(x . y) \geqslant c . f(x) f(y)$ for all $x \geqslant 0, y \geqslant 0$ and $\lim _{t \rightarrow \infty} \frac{f(t)}{t}>0$, if a double sequence $x=\left(x_{j k}\right)$ is strongly $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ Cesàro summable to $L$, then it is $\left({ }_{2} \Delta^{\tilde{\alpha}}, f\right)-$ statistically convergent to $L$.

## Acknowledgments

The authors acknowledge that some of the results were presented at the $8^{t h}$ International Conference on Recent Advances in Pure and Applied Mathematics (ICRAPAM 2021) 24-27 September 2021, Bodrum/Muğla, Turkey

## REFERENCES

1. A. Aizpuru, M. C. Listan-Garcia, and F. Rambla-Barreno: Density by moduli and statistical convergence. Quaestiones Mathematicae 37.4 (2014), 525-530.
2. K. E. Akbaş and M. IşIK: On asymptotically $\lambda$ - statistical equivalent sequences of order $\alpha$ in probability. Filomat 34.13 (2020), 4359-4365.
3. K. İ. Atabey and M. Çinar: On Statistical Convergence of Difference Double Sequence of Fractional Order. BEU J. Science 92 (2020), 615-628.
4. P. Baliarsingh: Some new difference sequence spaces of fractional order and their dual spaces. Appl. Math. Comput. 219.18 (2013), 189737-9742.
5. P. Baliarsingh: On difference double sequence spaces of fractional order. Indian J. Math 58.3 (2016), 287-310.
6. R. Çolak and Y. Altin: Statistical convergence of double sequences of order $\tilde{\alpha}$. Journal of function spaces and Applications (2013), Art. ID 682823, 5 pp.
7. J.S. Connor: The statistical and strong p-Cesaro convergence of sequences. Analysis 8.1-2 (1988), 47-64.
8. S. Ercan: Some Cesàro-Type Summability and Statistical Convergence of Sequences Generated by Fractional Difference Operator. Afyon Kocatepe Universitesi Fen Ve Mühendislik Bilimleri Dergisi 18.1 (2018), 125-130.
9. M. Et and R. Çolak: On generalized difference sequence spaces. Soochow J. Math. 21.4 (1995), 377-386.
10. H. FAst: Sur la convergence statistique. In Colloquium mathematicae. In Colloquium mathematicae 2 (1951), 241-244.
11. J.A. Fridy: On statistical convergence. Analysis 5.4 (1985), 301-314.
12. M. GÜNGÖR and M. Et: $\Delta^{r}-$ Strongly almost summable sequences defined by Orlicz functions. Indian Journal of Pure and Applied Mathematics 34.8 (2003), 1141-1152.
13. M. GÜnGÖR, M. Et and Y. Altin : Strongly $\left(V_{\rho}, \lambda, q\right)$-summable sequences defined by Orlicz functions. Appl. Math. Comput.157.2 (2004), 561-571.
14. M. IŞIK and K. E. Akbaş: On asymptotically $\lambda-$ statistical convergence of order $\alpha$ in probability. J. Inequal. Spec. Funct 8.4 (2017), 57-64.
15. M. IŞIK and K. E. Akbaş: On Asymptotically Lacunary Statistical Equivalent Sequences of Order $\alpha$ in Probability in probability. ITM Web of Conferences 13 (2017), $01024 ?$.
16. H. Kizmaz: On certain sequence spaces. Canadian Mathematical Bulletin 24.2 (1981), 169-176.
17. M. Mursaleen and O. H. H. Edely: Statistical convergence of double sequences. J. Math. Anal. Appl. 288.1 (2003), 223-231.
18. H. Nakano: Modulared sequence spaces. Proc. Japan Acad. 27 (1951), 508-512.
19. I. J. Schoenberg: The integrability of certain functions and related summability methods. The American mathematical monthly 66.5 (1959), 361-775.
20. H. Steinhaus: Sur la convergence ordinaire et la convergence asymptotique. In Colloq. Math. 2 (1951), 73-74.
21. B. Torgut and Y. Altin: f-Statistical Convergence of Double Sequences of Order $\tilde{\alpha}$. Proc. Natl. Acad. Sci., India, Sect. A Phys. Sci. 90 (2020), 803--808.
22. A. Zygmund: Trigonometric Series. Cambridge University Press, Cambridge, UK, 1979.

[^0]:    Received October 29, 2021, accepted: August 09, 2022
    Communicated by Aleksandar Nastić
    Corresponding Author: Koray İbrahim Atabey, Muş Nizamülmülk Girl Anatolia İmam Hatip High School, P. O. Box 60, 49250 Muş, Turkey | E-mail: korayatabey7@gmail.com
    2010 Mathematics Subject Classification. Primary 40A05; Secondary 40C05, 46A45

