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#### Abstract

In this paper we provide new and simple proofs for the classical existence and uniqueness theorems of solutions to the first-order differential equation using the fixed point theorem in an orthogonal metric space. Keywords: Fixed point; Differential equation; Existence; Uniqueness; Solution; Orthogonal set.


## 1. Introduction

Let us consider the differential equation

$$
\begin{equation*}
\dot{x}(t)=v(t, x), \quad x\left(t_{0}\right)=x_{0} \tag{1.1}
\end{equation*}
$$

where $t \in \mathbb{R}, x \in \mathbb{R}^{n}$ and $v(t, x)$ is defined and differentiable (of class $C^{r}, r \geq 1$ ) in a domain $U$ of $\mathbb{R} \times \mathbb{R}^{n}$.
The solution to this equation will be a function $\phi: \mathbb{R} \rightarrow \mathbb{R}^{n}$ where

$$
\begin{equation*}
\dot{\phi}(t)=v(t, \phi(t)), \quad \phi\left(t_{0}\right)=x_{0} \tag{1.2}
\end{equation*}
$$

The existence and uniqueness of solutions to first-order differential equations with given initial conditions are some of the most fundamental results of ordinary differential equations. This is stated in the two following theorems.

Theorem 1.1. [8] (The Existence Theorem) Suppose the right-hand side $v$ of the differential equation $\dot{x}(t)=v(t, x)$ is continuously differentiable in a neighborhood of the point $\left(t_{0}, x_{0}\right) \in \mathbb{R} \times \mathbb{R}^{n}$. Then there exists a neighborhood of the point $t_{0}$ such that a solution of the differential equation is defined in this neighborhood with the initial condition $\phi\left(t_{0}\right)=x_{0}$, where $x$ is any point sufficiently close to $x_{0}$. Moreover, this solution depends continuously on the initial point $x$.
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Theorem 1.2. [8](The Uniqueness Theorem) Given the above conditions, there is only one possible solution for any given initial point, in the sense that all possible solutions are equal in the neighborhood under consideration.

Previous studies have provided proofs of Theorems 1.1 and 1.2 using the concepts of Banach contraction principle $[1,7,8],[12]$ and $[16,15]$.
Recently, M. Eshaghi et.al. [13] introduced the concept of orthogonal sets. A real extension of Banach contraction principle in orthogonal metric space has been considered in [13] (see also [9, 10, 19]). In this paper, we are interested in obtaining new and simple proofs for Theorems 1.1 and 1.2 which guarantee existence and uniqueness of the solution for any equation of the form (1.1).
This paper is organized as follows: In section 2, we state some definitions and theorems which are needed to prove the main results. Also, we recall under what conditions will any mapping on an orthogonal metric space have a unique fixed point. In section 3, we consider new concepts of tangent space to an orthogonal metric space and derivative of mapping at a point in an orthogonal metric space. This section provides a priori bound for the solution. In this section, we make use of the standard tools of the fixed point theory in orthogonal metric spaces to obtain new and simple proofs for existence and uniqueness theorems of solutions for the differential equation (1.1).

## 2. Preliminary definitions

First, we begin with the following definition which can be considered as the main definition of [13].

Definition 2.1. [13] Let $M \neq \phi$ and $\perp \subseteq M \times M$ be a binary relation. If $\perp$ satisfies the following condition

$$
\exists x_{0} ;\left(\left(\forall y ; y \perp x_{0}\right) \text { or } \quad\left(\forall y ; x_{0} \perp y\right)\right)
$$

it is called an orthogonal set (briefly O-set). We denote this O-set by $(M, \perp)$ (see also $[9,10,19])$.

We now give some examples of orthogonal sets.
Example 2.1. Let $M=[2, \infty)$, we define $x \perp y$ if $x \leq y$, then by putting $x_{0}=2,(M, \perp)$ is an O-set.

In the following example, we can see that $x_{0}$ is not necessarily unique.
Example 2.2. Suppose $\mathcal{M}(n)$ is the set of all $n \times n$ matrices and $Q$ is a positive definite matrix. Define the relation $\perp$ on $\mathcal{M}(n)$ by

$$
A \perp B \quad \Longleftrightarrow \exists X \in \mathcal{M}(n) ; \quad A X=B
$$

It is easy to see that $I \perp B, B \perp 0$ and $Q^{\frac{1}{2}} \perp B$ for all $B \in \mathcal{M}(n)$.

Now, we turn our consideration to the definition of orthogonal sequence.
Definition 2.2. [13] Let $(M, \perp)$ be an O-set. A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is called orthogonal sequence (briefly O-sequence) if

$$
\left(\forall n ; x_{n} \perp x_{n+1}\right) \text { or }\left(\forall n ; x_{n+1} \perp x_{n}\right) .
$$

(see also $[9,10,19]$ ).
Let $(M, \rho, \perp)$ be an orthogonal metric space $((M, \perp)$ is an O-set and $(M, \rho)$ is a metric space). We consider the notion of O-complete orthogonal metric space.

Definition 2.3. [13] $M$ is orthogonally complete (briefly O-complete) if every Cauchy O-sequence is convergent (see also [9, 10, 19]).

Definition 2.4. Let $(M, \rho, \perp)$ be an orthogonal metric space and $0<\lambda<1$ (see [13]).

1. A mapping $f: M \rightarrow M$ is said to be orthogonal contraction ( $\perp$-contraction) with Lipchitz constant $\lambda$ if

$$
\begin{equation*}
\rho(f x, f y) \leq \lambda \rho(x, y) \quad \text { if } x \perp y \tag{2.1}
\end{equation*}
$$

2. A mapping $f: M \rightarrow M$ is called orthogonality-preserving ( $\perp$-preserving) if $f(x) \perp f(y)$ if $x \perp y$.
3. A mapping $f: M \rightarrow M$ is continuous orthogonal ( $\perp-$ continuous) in $a \in M$ if for each O-sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ in $M$ if $a_{n} \rightarrow a$, then $f\left(a_{n}\right) \rightarrow f(a)$. Also $f$ is $\perp$-continuous on $M$ if $f$ is $\perp$-continuous in each $a \in M$.
(see also $[9,10,19]$ ).
Example 2.3. Let $M=[0,1)$ and let the metric on $M$ be the Euclidian metric. Define $x \perp y$ if $x y \in\{x, y\} . M$ is not complete but it is O-complete. Let $x \perp y$ and $x y=x$. If $\left\{x_{k}\right\}$ is an arbitrary Cauchy O-sequence in $M$, then there exists a subsequence $\left\{x_{k_{n}}\right\}$ of $\left\{x_{k}\right\}$ for which $x_{k_{n}}=0$ for all $n$. It follows that $\left\{x_{k_{n}}\right\}$ converges to a $x \in M$. On the other hand, we know that every Cauchy sequence with a convergent subsequence is convergent. It follows that $\left\{x_{k}\right\}$ is convergent.
Let $f: M \rightarrow M$ be a mapping defined by $f(x)=\frac{x}{2}$ if $x \in \mathbb{Q} \cap M$ and $f(x)=0$ if $x \in \mathbb{Q}^{c} \cap M$.

We have the following cases:
case 1) $x=0$ and $y \in \mathbb{Q} \cap M$. Then $f(x)=0$ and $f(y)=\frac{y}{2}$.
case 2) $x=0$ and $y \in \mathbb{Q}^{c} \cap M$. Then $f(x)=f(y)=0$.
This implies that $f(x) f(y)=f(x)$. Hence $f$ is $\perp$-preserving.
Also, this implies that $|f(x)-f(y)| \leq \frac{1}{2}|x-y|$. Hence $f$ is $\perp-$ contraction. But $f$ is not a contraction. To see this, for each $\lambda<1,\left|f\left(\frac{1}{2}\right)-f\left(\frac{\sqrt{3}}{4}\right)\right|>\lambda\left|\frac{1}{2}-\frac{\sqrt{3}}{4}\right|$.

If $\left\{x_{n}\right\}$ is an arbitrary O -sequence in $M$ such that $\left\{x_{n}\right\}$ converges to $x \in M$. Since $f$ is $\perp$-contraction, for each $n \in \mathbb{N}$ we have

$$
\left|f\left(x_{n}\right)-f(x)\right| \leq \frac{1}{2}\left|x_{n}-x\right| .
$$

As $n$ goes to infinity, $f$ is $\perp$-continuous. But it can be easily seen that $f$ is not continuous.
We can now state the main theoretical result of [13]. Sufficient conditions under which any mapping on an orthogonal metric space will have a unique fixed point are given in the theorem.

Theorem 2.1. Let $(M, \rho, \perp)$ be an $O$-complete metric space (not necessarily complete metric space) and $0<\lambda<1$. Let $f: M \rightarrow M$ be $\perp$-continuous, $\perp-$ contraction (with Lipschitz constant $\lambda$ ) and $\perp$-preserving, then $f$ has a unique fixed point $x^{*}$ in $M$. Also, $f$ is a Picard operator, that is, $\lim f^{n}(x)=x^{*}$ for all $x \in M$.
(see also $[9,10,19]$ ).
Theorem 2.2. [8](chap.4,31.1) Given a point $\left(t_{0}, x_{0}\right) \in \mathbb{R} \times \mathbb{R}^{n}$ consider a differential equation (1.1). Let $P$ be a Picard mapping that takes a function $\phi: t \rightarrow x$ to the function $P \phi: t \rightarrow x$ defined by

$$
\begin{equation*}
(P \phi)(t)=x_{0}+\int_{t_{0}}^{t} v(\tau, \phi(\tau)) d \tau \quad \tau \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Note that $(P \phi)\left(t_{0}\right)=x_{0}$ for any $\phi$. The mapping $\phi: I \rightarrow \mathbb{R}^{n}$ is a solution to $\dot{x}=v(t, x)$ with the initial condition $\phi\left(t_{0}\right)=x_{0}$ if and only if $\phi=P \phi$.

Simply, the theorem states that the solution to a first-order differential equation is the "fixed point" of a Picard mapping. Theorem 2.1 gives us some conditions under which a mapping has one and only one fixed point. Thus, if we could construct a mapping that includes both types of functions in just the right way, we could take advantage of the existence and uniqueness of the fixed point of this mapping to prove the existence and uniqueness of the solution to our differential equation.

## 3. Main results

In this section, we are ready to state new and simple proofs of Theorems 1.1 and 1.2. To this end, we need some definitions.

Let $(M, \rho, \perp)$ be an orthogonal metric space $((M, \perp)$ is an O-set and $(M, \rho)$ is a metric space).

Definition 3.1. Let $\phi$ be a mapping of an open interval $I$ in $\mathbb{R}$ to $(M, \rho, \perp)$. The derivative of $\phi$ is defined by

$$
\dot{\phi}(t):=\lim _{s \rightarrow 0} \frac{\rho(\phi(t+s), \phi(t))}{s}
$$

where $t \in \mathbb{R}$ is a limit point of $I$ and $\phi(t) \perp \phi(t+s)$ if the limit exists.

We now consider the tangent space to $(M, \rho, \perp)$ at a point.
Definition 3.2. Let $\phi$ be a differentiable mapping of an open interval $I$ in $\mathbb{R}$ to $(M, \rho, \perp) . \phi$ is said to leave the point $x$ for some $x \in M$ if $\phi(0)=x$. The derivative of $\phi$ at the point $t=0$ is a vector $v$ as:

$$
\begin{equation*}
v=\dot{\phi}(0)=\left.\frac{d \phi}{d t}\right|_{t=0} \tag{3.1}
\end{equation*}
$$

The tangent space to $(M, \perp)$ at a point $x$ is the set of all vectors $v$ of all such curves leaving $x$ and denoted $T_{x} M$.

We turn our attention to the concept of the derivative of a mapping $f$ at a point.
Definition 3.3. Let $f: U \rightarrow V$ be a differentiable mapping from the subset $U$ of the orthogonal metric space $\left(M_{1}, \rho_{1}, \perp_{1}\right)$ into the subset $V$ of the orthogonal metric space $\left(M_{2}, \rho_{2}, \perp_{2}\right)$ and let $\phi: I \rightarrow U$ be a differentiable mapping which leaves the point $x \in U$ at $t=0$. The derivative of the mapping $f$ at the point $x$ is the mapping

$$
f_{* x}: T_{x} U \rightarrow T_{f(x)} V
$$

which carries the vector $v$ leaving the point $x$ of the curve $\phi$ into the vector $f_{* x}(v)$ leaving the point $f(x)$ of the curve $f(\phi)$ i.e.

$$
\begin{equation*}
f_{* x}(v)=f_{* x}\left(\left.\frac{d \phi}{d t}\right|_{t=0}\right)=\left.\frac{d f(\phi)}{d t}\right|_{t=0} \tag{3.2}
\end{equation*}
$$

Then we have the following result.
Proposition 3.1. Let $f: U \rightarrow \mathbb{R}^{n}$ be a smooth mapping $\left(f \in C^{r}, r \geq 1\right)$ from $U \subseteq\left(\mathbb{R}^{m}, \perp_{1}\right)$ to $\left(\mathbb{R}^{n}, \perp_{2}\right)$ and $x \in U$. Then $f$ satisfies the Lipchitz condition on each convex compact subset $V$ of $U$ with the Lipchitz constant $L$ equal to the supremum of the derivative of $f$ on $V$ :

$$
\begin{equation*}
L=\sup _{x \in V}\left|f_{* x}\right| \tag{3.3}
\end{equation*}
$$

Proof. Take any two points $x, y \in V, \quad x \perp_{1} y$ and join them together with a line segment

$$
z(t)=x+t(y-x) ; \quad 0 \leq t \leq 1
$$

Since $V$ is convex, $z(t) \in V ; \quad \forall t \in[0,1]$. Now, we have

$$
\int_{0}^{1} \frac{d}{d t}(f(z(t)) d t=f(z(1))-f(z(0))=f(y)-f(x)
$$

and

$$
\int_{0}^{1} \frac{d}{d t}\left(f(z(t)) d t=\left.\int_{0}^{1} \frac{d f}{d z}\right|_{z(t)} \frac{d z}{d t}(t) d t=\int_{0}^{1} f_{* z(t)}(y-x) d t\right.
$$

Examining the absolute magnitude of this integral, we find

$$
\begin{aligned}
\left|\int_{0}^{1} f_{* z(t)}(y-x) d t\right| & \leq \int_{0}^{1}\left|f_{* z(t)}(y-x)\right| d t \\
& \leq \int_{0}^{1}\left|f_{* z(t)}\right||y-x| d t \\
& \leq\left(\int_{0}^{1}\left|f_{* z(t)}\right| d t\right)|y-x| \\
& \leq\left(\int_{0}^{1} L d t\right)|y-x| \\
& =|L .1-L .0||y-x|=L|y-x|
\end{aligned}
$$

We have thus determined that for any two points $x, y \in V$,

$$
|f(y)-f(x)|=\left|\int_{0}^{1} f_{* z(\tau)}(y-x) d \tau\right| \leq L|y-x|
$$

and hence $f$ satisfies the Lipchitz condition on $V$ with the constant $L$.
Remark 3.1. In the previous proposition, since $f \in C^{1}$ the mapping $f_{*}=\frac{d f}{d x}$ which takes a given $x$ and returns the mapping $f_{* x}$ is continuous. Since $V$ is compact $\left|f_{* x}\right|$ actually attains its maximum value $L$.

Now, we are interested in obtaining a mapping that satisfies the properties of Theorem 2.1 and the fixed point of this mapping is the solution to (1.1). In this way, we prove the existence and uniqueness (Theorems 1.1 and 1.2) of the solution to (1.1).
Because $v$ is differentiable at the point $\left(t_{0}, x_{0}\right) \in U$, there exists some neighborhood $C$ around $\left(t_{0}, x_{0}\right)$ such that $C \subset U$. Then there exist small enough numbers $a$ and $b$ such that

$$
\begin{equation*}
C=\left\{(t, x) ;\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \subset U . \tag{3.4}
\end{equation*}
$$

Clearly, $C$ is compact and $|v|$ attains its supremum over $C$. Similarly, $\left|v_{*}\right|=\left|\frac{d v}{d x}\right|$ attains its supremum over $C$. Let

$$
\begin{equation*}
c=\sup _{C}|v|, \quad L=\sup _{C}\left|v_{*}\right| . \tag{3.5}
\end{equation*}
$$

We are interested in obtaining a function based on $v$, satisfying Lipchitz condition on each convex compact subset of $U$, including $C$ with the Lipchitz constant $L$. Let us separate $C$ into some subregions. There exists

$$
\begin{equation*}
\dot{a}=\min \left\{a, \frac{b}{2 c}, \frac{1}{2 L}\right\}, \tag{3.6}
\end{equation*}
$$

such that

$$
K_{0}=\left\{(t, x) ;\left|t-t_{0}\right| \leq \dot{a},\left|x-x_{0}\right| \leq c\left|t-t_{0}\right|\right\}
$$

lies in $C$.
For $\dot{b}=\frac{b}{2}$ and $\dot{x}$ with $\left|\dot{x}-x_{0}\right| \leq \hat{b}$ another point $\left(t_{0}, \dot{x}\right)$ can be considered such that

$$
\begin{equation*}
K_{\dot{x}}=\left\{(t, x) ;\left|t-t_{0}\right| \leq \dot{a},|x-\dot{x}| \leq c\left|t-t_{0}\right|\right\} . \tag{3.7}
\end{equation*}
$$

The following argument shows that $\dot{a}$ exists and is equal to $\min \left\{a, \frac{b}{2 c}, \frac{1}{2 L}\right\}$. Since $\left|x-x_{0}\right| \leq c\left|t-t_{0}\right| \leq c a ́$ then $\dot{a}=\min \left\{a, \frac{b}{c}\right\}$ exists. On the other hand, by using triangle inequality, we find

$$
\left|x-x_{0}\right| \leq|x-\dot{x}|+\left|\dot{x}-x_{0}\right| \leq c a ́+\dot{b}=b .
$$

So, let $\dot{a}=\min \left\{a, \frac{b}{2 c}\right\}$. $\dot{a}$ will need one more bound later on, namely, the condition $\dot{a}<\frac{1}{L}$ (we are ignoring the trivial case $L=0$ ). So, let us go ahead and put $\dot{a}=\min \left\{a, \frac{b}{2 c}, \frac{1}{2 L}\right\}$.
We are trying to obtain the solution $\phi_{\dot{x}}: \mathbb{R} \rightarrow \mathbb{R}^{n}$ of (1.1) with the initial condition $\phi_{\dot{x}}\left(t_{0}\right)=\dot{x}$ expressed in the form $\phi_{\dot{x}}(t)=\dot{x}+h(t, \dot{x})$, though we can now remove the prime on $x$ :

$$
\begin{equation*}
\phi_{x}(t)=x+h(t, x) . \tag{3.8}
\end{equation*}
$$

Then the mapping

$$
\begin{equation*}
\phi:\left\{(t, x) ;\left|t-t_{0}\right| \leq \dot{a},\left|x-x_{0}\right| \leq \dot{b}\right\} \rightarrow \mathbb{R}^{n} \tag{3.9}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\phi(t, x)=\phi_{x}(t) \tag{3.10}
\end{equation*}
$$

is the "general" solution of (1.1).
One may easily verify the following lemma:
Lemma 3.1. For any solution $\phi_{x}$, the point $\left(t, \phi_{x}(t)\right)$ lies within $K_{x}$ for all $t$ such that $\left|t-t_{0}\right| \leq a ́$.

Recall that we are interested in obtaining a mapping that satisfies the properties of Theorem 2.1 and the fixed point of this mapping is the solution to (1.1). Let us first define the orthogonal metric space we will use. This space should include all the mappings which could possibly be solutions. Given some central initial condition $\left(t_{0}, x_{0}\right)$, the mapping $\phi$ should take the point $(t, x)$ from the region $\left|t-t_{0}\right| \leq$ $\dot{a},\left|x-x_{0}\right| \leq b$ to $\mathbb{R}^{n}$.

Since $\phi_{x}$ must be a differentiable function in order to be a solution, it must be continuous on the set over which it is a solution. The space of all continuous functions $h(t, x)$ which added to $x$ could give us a solution $\phi_{x}$ with the initial condition $\phi_{x}\left(t_{0}\right)=x$ will be considered. Denote this space by $M$. Since $\phi$ takes the point $(t, x)$ from the region $\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b$ to $\mathbb{R}^{n}$, the map $h$ must be over this region.

$$
\begin{equation*}
h:\left\{(t, x) ;\left|t-t_{0}\right| \leq \dot{a},\left|x-x_{0}\right| \leq \hat{b}\right\} \rightarrow \mathbb{R}^{n} \tag{3.11}
\end{equation*}
$$

Note that $h\left(t_{0}, x\right)=0$ for any $h \in M, x \in C$, where 0 is the zero vector in $\mathbb{R}^{n}$. In the space $M$, we can define a relation $\perp$ by

$$
\begin{equation*}
h_{1} \perp h_{2} \quad \Longleftrightarrow \quad\left\|h_{1}\right\|\left\|h_{2}\right\| \leq c\left|t-t_{0}\right|\left(\left\|h_{1}\right\| \vee\left\|h_{2}\right\|\right), \tag{3.12}
\end{equation*}
$$

which is an orthogonality relation on $M$. It shows that the space $M$ is an orthogonal space.
Let $\rho: M \times M \rightarrow \mathbb{R}_{+}$be given by

$$
\begin{equation*}
\rho\left(h_{1}, h_{2}\right)=\left\|h_{1}-h_{2}\right\|=\sup \left|h_{1}(t, x)-h_{2}(t, x)\right| \tag{3.13}
\end{equation*}
$$

for all $h_{1}, h_{2} \in M$. Then $\rho$ is a metric on $M$ and the orthogonal metric space $M$ will be denoted by $(M, \rho, \perp)$. Since every $h$ is a continuous function over a closed and bounded subset of the Euclidean space, this supremum is actually attained. Hence, the orthogonal metric space $(M, \rho, \perp)$ is complete.
In the orthogonal metric space $(M, \rho, \perp)$, a mapping $A:(M, \rho, \perp) \rightarrow(M, \rho, \perp)$ can be defined by

$$
\begin{equation*}
(A h)(t, x)=\int_{t_{0}}^{t} v(\tau, x+h(\tau, x)) d \tau \tag{3.14}
\end{equation*}
$$

for $\left|t-t_{0}\right| \leq \dot{a},\left|x-x_{0}\right| \leq \dot{b}$. Clearly, $(\tau, x+h(\tau, x))$ is in the domain of $v$ for any $(\tau, x)$ in the appropriate region but we should be careful to check that $A h$ is in fact an element of $(M, \rho, \perp)$.

Lemma 3.2. For all $h \in M, A h \in M$.
Proof. Take any $h \in M$. By construction $A h$ is a function that satisfies (3.11). The function $h$ is continuous for any ( $\tau, x$ ) in its domain, so the point $(\tau, x+h(\tau, x))$ varies continuously with $(\tau, x)$ and since $v$ is also continuous on its domain $v$ varies continuously with $(\tau, x)$ as well. Taking the integral will then result in a continuous function of the boundary terms taken at $(t, x)$ and $\left(t_{0}, x\right)$. Thus, $A h$ is a continuous function of $(t, x)$ meaning $A h \in M$.

We now discuss some properties of mapping $A$.

1. $A$ is $\perp$-preserving mapping.
2. $A$ is $\perp$-contraction mapping.
3. $A$ is $\perp$-continuous mapping.

Proof. 1. We recall that $A$ is $\perp$-preserving, if for $h_{1}, h_{2} \in M, h_{1} \perp h_{2}$, we have $A h_{1} \perp A h_{2}$.

$$
\left|\left(A h_{1}\right)(t, x)\right|=\left|\int_{t_{0}}^{t} v\left(\tau, x+h_{1}(\tau, x)\right) d \tau\right|
$$

$$
\begin{aligned}
& \leq \int_{t_{0}}^{t}\left|v\left(\tau, x+h_{1}(\tau, x)\right)\right| d \tau \\
& \leq \int_{t_{0}}^{t} c d \tau \\
& =\left|c . t-c . t_{0}\right|=c\left|t-t_{0}\right| .
\end{aligned}
$$

So,

$$
\left\|A h_{1}\right\|\left\|A h_{2}\right\| \leq c\left|t-t_{0}\right|\left\|A h_{2}\right\| .
$$

Meaning that $A h_{1} \perp A h_{2}$.
2. We need to prove that for any $h_{1}, h_{2} \in M, h_{1} \perp h_{2},\left\|A h_{1}-A h_{2}\right\| \leq \lambda\left\|h_{1}-h_{2}\right\|$ for some constant $0<\lambda<1$. Let us then construct the mapping $A h_{1}-A h_{2}$.

$$
\begin{gathered}
\left|\left(A h_{1}\right)(t, x)\right|=\left|\int_{t_{0}}^{t} v\left(\tau, x+h_{1}(\tau, x)\right) d \tau\right| \quad\left(\text { abbreviated } \int_{t_{0}}^{t} v_{1} d \tau\right) \\
\left(A h_{1}-A h_{2}\right)(t, x)=\int_{t_{0}}^{t} v_{1} d \tau-\int_{t_{0}}^{t} v_{2} d \tau=\int_{t_{0}}^{t}\left(v_{1}-v_{2}\right) d \tau
\end{gathered}
$$

For a fixed $(\tau, x), v$ will act as a mapping that takes $h_{i}(\tau, x)$ to $v\left(\tau, x+h_{i}(\tau, x)\right)$. As $v$ was assumed to be continuously differentiable over its domain, we invoke Proposition 3.1 to find that $v$ satisfies the Lipchitz condition on each convex compact subset of its domain and therefore on each subset $C$ of $U$. Proposition 3.1 also gives us the Lipchitz constant $L(\tau)=\sup _{\left|x-x_{0}\right| \leq b}\left|v_{*}\right|$ where we have emphasized the fact that this $L$ depends on the choice of the constant $\tau$. Thus, for all points $(\tau, x)$,

$$
\left|v_{1}(\tau, x)-v_{2}(\tau, x)\right| \leq L(\tau)\left\|h_{1}-h_{2}\right\| .
$$

As seen earlier, the magnitude of any mapping in $M$ attains its supremum at some point in its domain, so we have

$$
\left\|A h_{1}-A h_{2}\right\|=\sup \left|A h_{1}(t, x)-A h_{2}(t, x)\right|=\left|A h_{1}\left(t_{m}, x_{m}\right)-A h_{2}\left(t_{m}, x_{m}\right)\right|
$$

for some $\left(t_{m}, x_{m}\right) \in C$. Therefore,

$$
\begin{aligned}
\left\|A h_{1}-A h_{2}\right\| & =\left|\int_{t_{0}}^{t_{m}}\left(v_{1}\left(\tau, x_{m}\right)-v_{2}\left(\tau, x_{m}\right)\right) d \tau\right| \\
& \leq \int_{t_{0}}^{t_{m}}\left|\left(v_{1}\left(\tau, x_{m}\right)-v_{2}\left(\tau, x_{m}\right)\right)\right| d \tau \\
& \leq \int_{t_{0}}^{t_{m}} L(\tau)\left\|h_{1}-h_{2}\right\| d \tau \\
& =\int_{t_{0}}^{t_{m}} L(\tau) d \tau\left\|h_{1}-h_{2}\right\| .
\end{aligned}
$$

In (3.5), $L$ (without the parenthetical $\tau$ ) was designated the supremum of $\left|v_{*}\right|$ over all of $C$ i.e. over both the $t$ and $x$ domains meaning that

$$
\begin{aligned}
\left\|A h_{1}-A h_{2}\right\| & \leq \int_{t_{0}}^{t_{m}} L(\tau) d \tau\left\|h_{1}-h_{2}\right\| \\
& \leq \int_{t_{0}}^{t_{m}} L d \tau\left\|h_{1}-h_{2}\right\| \\
& =L\left|t_{m}-t_{0}\right|\left\|h_{1}-h_{2}\right\| \\
& \leq L \dot{a}\left\|h_{1}-h_{2}\right\|
\end{aligned}
$$

Lastly, we take advantage of the extra bound we placed on $\dot{a}$ to find that $L a ́ \leq L \frac{1}{2 L}=\frac{1}{2}<1$. Thus, for all $h_{1}, h_{2} \in M, h_{1} \perp h_{2}$,

$$
\left\|A h_{1}-A h_{2}\right\| \leq L a ́\left\|h_{1}-h_{2}\right\| \quad, \quad 0<L a ́<1,
$$

making $A$ a $\perp$-contraction mapping.
3. Suppose $\left\{h_{n}\right\}$ is an O-sequence in $M$ such that $\left\{h_{n}\right\}$ converging to $h \in M$. Because $A$ is $\perp$-preserving, $\left\{A h_{n}\right\}$ is an O-sequence. For each $n \in \mathbb{N}$, since $A$ is $\perp$-contraction, we have

$$
\left\|A h_{n}(t, x)-A h(t, x)\right\| \leq L a ́\left\|h_{n}-h\right\| .
$$

As $n$ goes to infinity, it follows that $A$ is $\perp$-continuous.

The mapping $A$ defined above is $\perp$-preserving, $\perp$-contraction and $\perp$-continuous mapping over an orthogonal metric space $(M, \rho, \perp)$. The mapping $A$ satisfies the hypotheses of Theorem 2.1. Thus, the existence and uniqueness of its fixed point $h_{0} \in M$ is guaranteed by Theorem 2.1. The purpose of the present paper is to incorporate this in a Picard mapping of potential solutions to (1.1). Using the existence and uniqueness of $h_{0}$ to confirm the existence and uniqueness of the fixed point of the Picard mapping, which will in turn prove our main theorems.
First, recall that we are looking for solutions expressed in the form $\phi_{x}(t)=x+$ $h(t, x)$. If $h$ is a fixed point of $A$, then $\phi_{x}(t)=x+A h(t, x)$ and when the solution $\phi_{x}$ is the fixed point, our Picard mapping $\phi_{x}(t)$ will equal $\left(P \phi_{x}\right)(t)$. Hence,

$$
\begin{aligned}
\left(P \phi_{x}\right)(t) & =x+(A h)(t, x) \\
& =x+\int_{t_{0}}^{t} v(\tau, x+h(\tau, x)) d \tau \\
& =x+\int_{t_{0}}^{t} v\left(\tau, \phi_{x}(\tau)\right) d \tau
\end{aligned}
$$

By Theorem (2.2), $\phi_{x}$ is a solution to $\dot{x}=v(t, x)$ with $\phi_{x}\left(t_{0}\right)=x$ if and only if $\phi_{x}=P \phi_{x}$. We can now conclude this section with a new proof of the forthcoming results concerning the existence and uniqueness of the solution to (1.1) satisfying any initial condition in the domain of $v$.

Theorem 3.1. (The Existence Theorem) Suppose the right-hand side $v$ of the differential equation $\dot{x}(t)=v(t, x)$ is continuously differentiable in a neighborhood of the point $\left(t_{0}, x_{0}\right) \in \mathbb{R} \times \mathbb{R}^{n}$. Then there exists a neighborhood of the point $t_{0}$ such that the solution to the differential equation is defined in this neighborhood with the initial condition $\phi\left(t_{0}\right)=x_{0}$ where $x$ is any point sufficiently close to $x_{0}$. Moreover, this solution depends continuously on the initial point $x$.

Proof. Given $v(t, x)$ as well as $\left(t_{0}, x_{0}\right)$, demarcate a neighborhood $C$ around the central point and use it to define the constants $\dot{a}, \dot{b}$; also, construct the orthogonal metric space $(M, \perp, \rho), \perp$-preserving, $\perp$ - continuous, $\perp$-contraction mapping $A$ and a Picard mapping $P$ as determined by $v, C$ and the central point $\left(t_{0}, x_{0}\right)$. Since $M$ is an orthogonal complete metric space, the fixed point $h_{0}$ of $A$ must exist by Theorem 2.1. The function $g: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ given by

$$
g(t, x)=x+h_{0}(t, x)
$$

is therefore always well-defined in a neighborhood of $\left(t_{0}, x_{0}\right)$. Applying the Picard mapping

$$
(P g)(t, x)=x+\left(A h_{0}\right)(t, x)=x+h_{0}(t, x)=g(t, x)
$$

which proves that, by Theorem $2.2, g$ is the solution to the differential equation which satisfies the initial condition $g\left(t_{0}, x\right)=x$. The function which returns the value $x$ is continuous on $\mathbb{R} \times \mathbb{R}^{n}$, $h_{0}$ is continuous by construction and the sum of any two continuous function is continuous over the same domain. So $g$, the function of $t$ and $x$, is continuous over its domain. Thus, the solution depends continuously on the initial point $x$.

Uniqueness immediately follows:
Theorem 3.2. (The Uniqueness Theorem) Given the above conditions, there is only one possible solution for any given initial point, in the sense that all possible solutions are equal in the neighborhood under consideration.

Proof. Construct a neighborhood and mapping as above but now set $\dot{b}=0$, which restricts the initial $x$ under our consideration to the specific point $x_{0}$. Find the solution $g\left(t, x_{0}\right)=x_{0}+h_{0}\left(t, x_{0}\right)$. The uniqueness of the fixed point $h_{0}$ guarantees that this is the only solution with the initial condition $x_{0}$ that can be expressed in the form $x+h(t, x)$.
Now, consider any solution $\phi_{x_{0}}$ with $\phi_{x_{0}}\left(t_{0}\right)=x_{0}$. By Lemma 3.1, $\phi_{x_{0}}(t) \in K_{0}$ for all $t$ in our neighborhood. Label $\phi_{x_{0}}(t)-x_{0}$ by $h_{\phi}\left(t, x_{0}\right)$. This new function also clearly satisfies (3.11) and, furthermore, since any solution $\phi$ must be continuous, $h_{\phi}$ is also continuous. So, $h_{\phi} \in M$ and $\phi_{x_{0}}(t)=x_{0}+h_{\phi}\left(t, x_{0}\right)$. The uniqueness of $h_{0}$ shows that all possible solutions to the differential equation with a given initial condition are expressed in the form $\phi_{x_{0}}=x_{0}+h\left(t, x_{0}\right)$ for $h \in M$. As there is only one such function possible, the solution $g$ is thus unique.
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