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#### Abstract

In the present paper, we have studied a Finsler space whose metric is obtained from the metric of a Finsler space by generalized Kropina conformal change and obtained a necessary and sufficient condition for these Finsler spaces to be projectively related. Apart from other results, the relation between the hypersurfaces of the two Finsler spaces has been discussed.
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## 1. Introduction

In 1929, M. S. Knebelman[10] discussed the conformal geometry of generalized metric spaces. In 1980, Makoto Matsumoto[7] discussed projective changes of Finsler metrics. In 1984, C. Shibata[1] dealt with a change of Finsler metric known as $\beta$ - change of metric. In 1985, Makoto Matsumoto[8] discussed the induced and intrinsic Finsler connections of a hypersurface and Finslerian projective geometry. In 1986, T. Yamada[12] studied Finsler hypersurfaces satisfying certain conditions. In 2008, M. K. Gupta and P. N. Pandey[3][4] studied hypersurface of a Finsler space with Randers conformal metric and generalized Randers conformal metric. In 2009, these authors[5] studied hypersurfaces of conformally and $h$-conformally related Finsler spaces. In 2013, M. K. Gupta, Abhay Singh and P. N. Pandey[6] studied a hypersurface of a Finsler space with Randers change of Matsumoto metric.

The aim of the present paper is to study a Finsler space whose metric is obtained from the metric of the Finsler space by generalized Kropina conformal change and to obtain a necessary and sufficient condition for these Finsler spaces to be projectively related. Also planned is the study of the relation between the hypersurface of a Finsler space and the hypersurface of a Finsler space whose metric is obtained by the projective generalized Kropina conformal change.
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## 2. Preliminaries

Consider an $n$-dimensional smooth manifold $M^{n}$. Let $F^{n}$ be an $n$-dimensional Finsler space equipped with a metric function $L\left(x^{i}, y^{i}\right)$ satisfying the requisite conditions (H. Rund [2] and P. L. Antonelli(ed.) [11]). Suppose $l_{i}, g_{i j}, g^{i j}, h_{i j}, C_{i j k}$, $C_{j k}^{i}$ and $G_{j k}^{i}$ denote the components of the corresponding normalized supporting element, metric tensor, inverse metric tensor, angular metric tensor, Cartan tensor, associate Cartan tensor and Berwald connection coefficients respectively. Then they satisfy the following relations

$$
\left\{\begin{array}{lll}
(\text { a }) l_{i}=\dot{\partial}_{i} L, & \text { (b) } g_{i j}=\frac{1}{2} \dot{\partial}_{i} \dot{\partial}_{j} L^{2}, & \text { (c) } C_{i j k}=\frac{1}{2} \dot{\partial}_{k} g_{i j}  \tag{2.1}\\
(d) C_{j k}^{i}=C_{j h k} g^{i h}, & \text { (e) } h_{i j}=L \dot{\partial}_{i} \dot{\partial}_{j} L, & \text { (f) } h_{i j}=g_{i j}-l_{i} l_{j}
\end{array}\right.
$$

where $g_{i j}, h_{i j}, C_{i j k}$ and $C_{j k}^{i}$ are symmetric in their lower indices. Throughout the paper, we use the symbols $\dot{\partial}_{i}$ and $\partial_{i}$ for the partial derivatives with respect to $y^{i}$ and $x^{i}$.

The Cartan connection for a Finsler space $F^{n}$ is given by $C \Gamma=\left(F_{j k}^{i}, G_{j}^{i}, C_{j k}^{i}\right)$. The $h$ - covariant and $v$ - covariant derivatives of a covariant vector $X_{i}(x, y)$ with respect to Cartan connection are given by

$$
\begin{equation*}
\text { (a) } X_{i \mid j}=\partial_{j} X_{i}-\left(\dot{\partial_{h}} X_{i}\right) G_{j}^{h}-F_{i j}^{r} X_{r}, \quad \text { (b) }\left.X_{i}\right|_{j}=\dot{\partial_{j}} X_{i}-C_{i j}^{r} X_{r} \tag{2.2}
\end{equation*}
$$

and they satisfy the following

$$
\left\{\begin{array}{lll}
\text { (a) } l_{\mid j}^{i}=0, & \text { (b) } g_{i j \mid k}=0, & \text { (c) } h_{i j \mid k}=0  \tag{2.3}\\
\text { (d) } L_{\mid i}=0, & \text { (e) }\left.l_{i}\right|_{j}=\frac{h_{i j}}{L}, & \text { (f) }\left.L\right|_{i}=l_{i} \\
(g) F_{j k}^{i}=F_{k j}^{i}, & \text { (h) } F_{j k}^{i} y^{j}=G_{j k}^{i} y^{j}=G_{k}^{i}, & \text { (i) } G_{j}^{i} y^{j}=2 G^{i}
\end{array}\right.
$$

Let $\alpha(x, y)=\sqrt{a_{i j}(x) y^{i} y^{j}}$ and $\beta(x, y)=b_{i} y^{i}$. Then the metric $L=\frac{\alpha^{n+1}}{\beta^{n}}(n \neq$ $0,-1)$ is called a generaized Kropina metric [9].

Let us denote the symmetric and skew symmetric parts of the tensor $b_{i \mid j}$ by $r_{i j}$ and $s_{i j}$ respectively. Thus, we have

$$
\begin{equation*}
\text { (a) } 2 r_{i j}=b_{i \mid j}+b_{j \mid i}, \text { (b) } 2 s_{i j}=b_{i \mid j}-b_{j \mid i} \tag{2.4}
\end{equation*}
$$

Let $F^{* n}=\left(M^{n}, L^{*}\right)$ be another Finsler space over the same manifold $M^{n}$. If $L^{*}(x, y)=e^{\sigma(x)} L(x, y)$, then the change of metric is a conformal change and the function $\sigma(x)$ is conformal factor [10].

If the conformal change is given by

$$
\begin{equation*}
L^{*}(x, y)=e^{\sigma(x)} \frac{L^{n+1}}{\beta^{n}}, \text { where } \beta=b_{i}(x) y^{i} \tag{2.5}
\end{equation*}
$$

then it is called a generalized Kropina conformal change[9].
A hypersurface $M^{n-1}$ of the underlying manifold $M^{n}$ may be represented parametrically by the equations $x^{i}=x^{i}\left(u^{\alpha}\right)$, where $u^{\alpha}$ are the Gaussian coordinates on $M^{n-1}$ (Latin indices run from 1 to $n$, while Greek indices take values from 1 to $n-1$ ). The rank of the matrix of projection factors $B_{\alpha}^{i}=\partial x^{i} / \partial u^{\alpha}$ is supposed to be $n-1$. If the supporting element $y^{i}$ at a point $u=\left(u^{\alpha}\right)$ of $M^{n-1}$ is assumed to be tangential to $M^{n-1}$ then $y^{i}$ may be written as $y^{i}=B_{\alpha}^{i}(u) v^{\alpha}$ so that $v=\left(v^{\alpha}\right)$ is thought of as the supporting element at the point $u^{\alpha}$ of $M^{n-1}$. The function $\underline{L}=L(x(u), y(u, v))$ gives rise to a Finsler metric on $M^{n-1}$. Thus, we get an $(n-1)$ - dimensional Finsler space $F^{n-1}=\left(M^{n-1}, \underline{L}(u, v)\right)$.

The unit normal vector $N^{i}(u, v)$ at each point $u^{\alpha}$ of $F^{n-1}$ is defined by

$$
\begin{equation*}
\text { (a) } g_{i j} B_{\alpha}^{i} N^{j}=0, \quad \text { (b) } g_{i j} N^{i} N^{j}=1 \tag{2.6}
\end{equation*}
$$

Let us define $B_{i}^{\alpha}=B_{i}^{\alpha}(u, v)$ by

$$
\begin{equation*}
B_{i}^{\alpha}=g^{\alpha \beta} g_{i j} B_{\beta}^{j} \tag{2.7}
\end{equation*}
$$

This, in view of $g_{i j} B_{\beta}^{j} B_{\gamma}^{i}=g^{\beta \gamma}$, implies

$$
\begin{equation*}
B_{\alpha}^{i} B_{i}^{\beta}=\delta_{\alpha}^{\beta} \tag{2.8}
\end{equation*}
$$

From (2.6), (2.7) and (2.8), we have

$$
\begin{cases}\text { (a) } B_{\alpha}^{i} N_{i}=0, \quad \text { (b) } N^{i} B_{i}^{\alpha}=0, & \text { (c) } N^{i} N_{i}=1  \tag{2.9}\\ (d) B_{\alpha}^{i} B_{j}^{\alpha}+N^{i} N_{j}=\delta_{j}^{i}, & \text { (e) } N_{i}=g_{i j} N^{j}\end{cases}
$$

The second fundamental $h$-tensor $H_{\alpha \beta}$ and the normal curvature vector $H_{\alpha}$ for the induced Cartan connection $I C \Gamma=\left(F_{\beta \gamma}^{\alpha}, G_{\beta}^{\alpha}, C_{\beta \gamma}^{\alpha}\right)$ on $F^{n-1}$ are given by

$$
\begin{equation*}
H_{\alpha \beta}=N_{i}\left(B_{\alpha \beta}^{i}+F_{j k}^{i} B_{\alpha}^{j} B_{\beta}^{k}\right)+M_{\alpha} H_{\beta} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\alpha}=N_{i}\left(B_{0 \alpha}^{i}+G_{j}^{i} B_{\alpha}^{j}\right) \tag{2.11}
\end{equation*}
$$

where $M_{\alpha}=C_{i j k} B_{\alpha}^{i} N^{j} N^{k}, B_{\alpha \beta}^{i}=\partial^{2} x^{i} / \partial u^{\alpha} \partial u^{\beta}$ and $B_{0 \alpha}^{i}=B_{\beta \alpha}^{i} v^{\beta}$.
From (2.10) and (2.11), we have
(a) $H_{0 \alpha}=H_{\beta \alpha} v^{\beta}=H_{\alpha}$,
(b) $H_{\alpha 0}=H_{\alpha \beta} v^{\beta}=H_{\alpha}+M_{\alpha} H_{0}$.

## 3. Generalized Kropina Conformal Change

Let $F^{* n}=\left(M^{n}, L^{*}\right)$ be an $n$ - dimensional Finsler space on the differentiable manifold $M^{n}$ whose metric $L^{*}$ is obtained from the metric of the Finsler space $F^{n}$ by generalized Kropina conformal change (2.5).

Throughout the paper, the geometric objects associated with $F^{* n}$ will be asterisked *.

Differentiating (2.5) partially with respect to $y^{i}$, we get

$$
\begin{equation*}
l_{i}^{*}=e^{\sigma(x)}\left\{(n+1) \frac{L^{n}}{\beta^{n}} l_{i}-n \frac{L^{n+1}}{\beta^{n+1}} b_{i}\right\}, \tag{3.1}
\end{equation*}
$$

where $l_{i}^{*}=\dot{\partial}_{i} L^{*}$.
Differentiating (3.1) partially with respect to $y^{j}$ and using (2.1)(e) and (2.1)(f), we have

$$
\begin{equation*}
h_{i j}^{*}=(n+1) e^{2 \sigma(x)} \frac{L^{2 n}}{\beta^{2 n}}\left\{g_{i j}-n \frac{L}{\beta}\left(l_{i} b_{j}+l_{j} b_{i}\right)+n \frac{L^{2}}{\beta^{2}} b_{i} b_{j}+(n-1) l_{i} l_{j}\right\} \tag{3.2}
\end{equation*}
$$

where $h_{i j}^{*}=L^{*} \dot{\partial}_{j} l_{i}^{*}$.
Using (3.1), we find

$$
\begin{equation*}
l_{i}^{*} l_{j}^{*}=e^{2 \sigma(x)}\left\{(n+1)^{2} \frac{L^{2 n}}{\beta^{2 n}} l_{i} l_{j}-n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}}\left(l_{i} b_{j}+l_{j} b_{i}\right)+n^{2} \frac{L^{2(n+1)}}{\beta^{2(n+1)}} b_{i} b_{j}\right\} . \tag{3.3}
\end{equation*}
$$

From (3.2), (3.3) and $g_{i j}^{*}=h_{i j}^{*}+l_{i}^{*} l_{j}^{*}$, we have

$$
\begin{align*}
g_{i j}^{*}= & e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}} g_{i j}+e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}} b_{i} b_{j} \\
& -e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}}\left(l_{i} b_{j}+l_{j} b_{i}\right)+e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n}}{\beta^{2 n}} l_{i} l_{j} . \tag{3.4}
\end{align*}
$$

Since $g_{i j}^{*} g^{* j k}=\delta_{i}^{k}$, the inverse metric tensor $g^{* i j}$ is given by

$$
\begin{align*}
g^{* i j}= & \frac{1}{p} g^{i j}-\frac{L^{2}}{p \beta^{2}\left\{\frac{L^{2} b^{2}}{\beta^{2}}+\frac{1-n}{n}\right\}} b^{i} b^{j}+\frac{2 L}{p \beta\left\{\frac{L^{2} b^{2}}{\beta^{2}}+\frac{1-n}{n}\right\}}\left(l^{i} b^{j}+l^{j} b^{i}\right)  \tag{3.5}\\
& -\frac{2 n}{p}\left\{\frac{\beta^{2}(n+1)-n L^{2} b^{2}}{\beta^{2}(1-n)+n L^{2} b^{2}}\right\} l^{i} l^{j},
\end{align*}
$$

where $p=e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}, b^{i}=g^{i j} b_{j}$ and $b^{2}=b^{i} b_{i}$.

Differentiating (3.4) partially with respect to $y^{k}$, we find

$$
\begin{align*}
C_{i j k}^{*}=p\{ & C_{i j k}-\frac{n}{\beta}\left(g_{j k} b_{i}+g_{k i} b_{j}+g_{i j} b_{k}\right)-\frac{n(2 n+1) L^{2}}{\beta^{3}} b_{i} b_{j} b_{k} \\
& +\frac{n}{L}\left(g_{j k} l_{i}+g_{k i} l_{j}+g_{i j} l_{k}\right)+\frac{n(2 n+1) L}{\beta^{2}}\left(b_{i} b_{j} l_{k}+b_{j} b_{k} l_{i}+b_{k} b_{i} l_{j}\right)  \tag{3.6}\\
& \left.-\frac{2 n^{2}}{\beta}\left(b_{i} l_{j} l_{k}+b_{j} l_{k} l_{i}+b_{k} l_{i} l_{j}\right)+\frac{2 n(n-1)}{L} l_{i} l_{j} k_{k}\right\} .
\end{align*}
$$

Transfecting (3.6) with $g^{* j h}$, we have

$$
\begin{align*}
C_{i k}^{* h}= & C_{i k}^{h}+A L C_{i j k} b^{j}\left(2 \beta l^{h}-L b^{h}\right)-\frac{n}{\beta}\left(\delta_{k}^{h} b_{i}+\delta_{i}^{h} b_{k}\right) \\
& +\frac{n}{L}\left(\delta_{k}^{h} l_{i}+\delta_{i}^{h} l_{k}\right)-A \beta g_{i k} b^{h}+A\left(\beta^{2}+n \beta^{2}-n L^{2} b^{2}\right) g_{i k} l^{h} \\
& -A L^{2} \beta^{2}\left(4 n^{2}+2 n+1\right) b^{h} b_{i} b_{k}-2 n^{2} A\left(\beta^{2}+L^{2} b^{2}\right)\left(b_{i} l_{k}+b_{k} l_{i}\right) l^{h}  \tag{3.7}\\
& -A L\left[3 n \beta^{2}+2 n^{2} \beta^{2}+n(2 n+1) L^{2} b^{2}\right] l^{h} b_{i} b_{k} \\
& +A L \beta^{2}\left(4 n-4 n^{2}+1\right) b^{h}\left(b_{i} l_{k}+b_{k} l_{i}\right) \\
& +2 A\left(2 n^{2} \beta^{2}-n \beta^{2}-n L^{2} b^{2}-\beta^{2}\right) l^{h} l_{i} l_{k},
\end{align*}
$$

where $A=\frac{n}{n L^{2} b^{2}+\beta^{2}(1-n)}$.
Thus, we have

Theorem 3.1. The components of the metric tensor, inverse metric tensor, Cartan tensor and associate Cartan tensor of a Finsler space with generalized Kropina conformal changed metric are given by (3.4), (3.5), (3.6) and (3.7) respectively.

Let us denote the difference of Cartan connection coefficients $F_{j k}^{i}$ of the Finsler space $F^{n}$ and Cartan connection coefficients $F_{j k}^{* i}$ of the Finsler space $F^{* n}$ by $D_{j k}^{i}$. Thus, we have

$$
\begin{equation*}
F_{j k}^{* i}=F_{j k}^{i}+D_{j k}^{i} \tag{3.8}
\end{equation*}
$$

Transvecting (3.8) by $y^{k}$ and using (2.3)(h), we get

$$
\begin{equation*}
G_{j}^{* i}=G_{j}^{i}+D_{0 j}^{i} \tag{3.9}
\end{equation*}
$$

where $D_{0 j}^{i}=D_{k j}^{i} y^{k}$.
Transvecting (3.9) by $y^{j}$ and using (2.3)(i), we get

$$
\begin{equation*}
2 G^{* i}=2 G^{i}+D_{00}^{i} \tag{3.10}
\end{equation*}
$$

where $D_{00}^{i}=D_{0 j}^{i} y^{0}$.
Differentiating (3.10) partially with respect to $y^{j}$ and using (3.9), we have

$$
\begin{equation*}
\dot{\partial}_{j} D_{00}^{i}=2 D_{0 j}^{i}, \tag{3.11}
\end{equation*}
$$

The expressions for $D_{00}^{i}, D_{0 j}^{i}$ and $D_{j k}^{i}$ are calculated as follows.
Differentiating (3.1) partially with respect to $y^{j}$, we find

$$
\begin{equation*}
L_{i j}^{*}=(n+1) e^{\sigma(x)} \frac{L^{n-1}}{\beta^{n}}\left\{L L_{i j}+n l_{i} l_{j}-\frac{n L}{\beta}\left(l_{i} b_{j}+l_{j} b_{i}\right)+\frac{n L^{2}}{\beta^{2}} b_{i} b_{j}\right\} \tag{3.12}
\end{equation*}
$$

where $L_{i j}^{*}=\dot{\partial}_{j} l_{i}^{*}$ and $L_{i j}=\dot{\partial}_{j} l_{i}$.
Differentiating (3.12) partially with respect to $y^{k}$, we get

$$
\begin{align*}
L_{i j k}^{*}= & (n+1) e^{\sigma(x)}\left\{\frac{L^{n}}{\beta^{n}} L_{i j k}+n(n-1) \frac{L^{n-2}}{\beta^{n}} l_{i} l_{j} l_{k}\right. \\
& +\frac{n L^{n-1}}{\beta^{n}}\left(L_{i j} l_{k}+L_{j k} l_{i}+L_{k i} l_{j}\right)-\frac{n L^{n}}{\beta^{n+1}}\left(L_{i j} b_{k}+L_{j k} b_{i}+L_{k i} b_{j}\right)  \tag{3.13}\\
& -\frac{n^{2} L^{n-1}}{\beta^{n+1}}\left(l_{i} l_{j} b_{k}+l_{j} l_{k} b_{i}+l_{k} l_{i} b_{j}\right) \\
& \left.+\frac{n(n+1) L^{n}}{\beta^{n+2}}\left(l_{i} b_{j} b_{k}+l_{j} b_{k} b_{i}+l_{k} b_{i} b_{j}\right)-\frac{n(n+2) L^{n+1}}{\beta^{n+3}} b_{i} b_{j} b_{k}\right\},
\end{align*}
$$

where $L_{i j k}^{*}=\dot{\partial}_{k} L_{i j}^{*}$ and $L_{i j k}=\dot{\partial}_{k} L_{i j}$.
Differentiating (3.12) partially with respect to $x^{k}$, we get

$$
\begin{align*}
\partial_{k} L_{i j}^{*}= & (n+1) e^{\sigma(x)}\left\{\left[\begin{array}{c}
\frac{L^{n}}{\beta^{n}} L_{i j}+\frac{n L^{n-1}}{\beta^{n}} l_{i} l_{j}-\frac{n L^{n}}{\beta^{n+1}}\left(l_{i} b_{j}+l_{j} b_{i}\right) \\
+\frac{n L^{n+1}}{\beta^{n+2}} b_{i} b_{j}
\end{array}\right] \sigma_{k}\right. \\
& +\frac{L^{n}}{\beta^{n}} \partial_{k} L_{i j}+\left[\begin{array}{c}
\frac{n L^{n-1}}{\beta^{n}} L_{i j}+\frac{n(n-1) L^{n-2}}{\beta^{n}} l_{i} l_{j} \\
-\frac{n^{2} L^{n-1}}{\beta^{n+1}}\left(l_{i} b_{j}+l_{j} b_{i}\right)+\frac{n(n+1) L^{n}}{\beta^{n+2}} b_{i} b_{j}
\end{array}\right] \partial_{k} L \\
& +\left[\begin{array}{c}
\frac{n(n+1) L^{n}}{\beta^{n+2}}\left(l_{i} b_{j}+l_{j} b_{i}\right)-\frac{n(n+2) L^{n+1}}{\beta^{n+3}} b_{i} b_{j} \\
-\frac{n L^{n}}{\beta^{n+1}} L_{i j}-\frac{n^{2} L^{n-1}}{\beta^{n+1}} l_{i} l_{j}
\end{array}\right] \partial_{k} \beta  \tag{3.14}\\
& +\left[\frac{n L^{n-1}}{\beta^{n}} l_{j}-\frac{n L^{n}}{\beta^{n+1}} b_{j}\right] \partial_{k} l_{i}+\left[\frac{n L^{n-1}}{\beta^{n}} l_{i}-\frac{n L^{n}}{\beta^{n+1}} b_{i}\right] \partial_{k} l_{j} \\
& \left.+\left[\frac{n L^{n+1}}{\beta^{n+2}} b_{j}-\frac{n L^{n}}{\beta^{n+1}} l_{j}\right] \partial_{k} b_{i}+\left[\frac{n L^{n+1}}{\beta^{n+2}} b_{i}-\frac{n L^{n}}{\beta^{n+1}} l_{i}\right] \partial_{k} b_{j}\right\},
\end{align*}
$$

where $\sigma_{k}=\frac{\partial \sigma(x)}{\partial x^{k}}$.

From (2.4)(a) and (2.4)(b), we have

$$
\begin{equation*}
b_{i \mid j}=r_{i j}+s_{i j} \tag{3.15}
\end{equation*}
$$

which may be re-written as

$$
\begin{equation*}
\partial_{j} b_{i}=r_{i j}+s_{i j}+b_{r} F_{i j}^{r} \tag{3.16}
\end{equation*}
$$

Transvecting (3.16) with $y^{i}$, we have

$$
\begin{equation*}
\left(\partial_{j} b_{i}\right) y^{i}=r_{0 j}+s_{0 j}+b_{r} G_{j}^{r} \tag{3.17}
\end{equation*}
$$

where ' 0 ' stands for the contraction with respect to $y^{i}$, i.e. $r_{0 j}=r_{i j} y^{i}$ and $s_{0 j}=$ $s_{i j} y^{i}$.
Since the $h$-covariant derivative of $L$ and $l_{i}$ with respect to Cartan connection vanish identically, we have

$$
\begin{equation*}
\partial_{k} l_{i}=L_{i r} G_{k}^{r}+l_{r} F_{i k}^{r} \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{k} L=l_{r} G_{k}^{r} . \tag{3.19}
\end{equation*}
$$

Differentiating $\beta=b_{i} y^{i}$ with respect to $x^{k}$ and using (3.17), we have

$$
\begin{equation*}
\partial_{k} \beta=r_{0 k}+s_{0 k}+b_{r} G_{k}^{r} \tag{3.20}
\end{equation*}
$$

Since the $h$-covariant derivative of the tensor $L_{i j}^{*}$ with respect to Cartan connection vanishes identically, we have

$$
\begin{equation*}
\partial_{k} L_{i j}^{*}-L_{i j r}^{*} G_{k}^{* r}-L_{i r}^{*} F_{j k}^{* r}-L_{j r}^{*} F_{i k}^{* r}=0 \tag{3.21}
\end{equation*}
$$

Using (3.1), (3.8), (3.9), (3.10), (3.12), (3.13), (3.14), (3.16), (3.18), (3.19) and (3.20) in (3.21) then transvecting the resulting equation with $y^{k}$, we have

$$
\begin{align*}
& L_{i j}^{*} \sigma_{0}+(n+1) e^{\sigma(x)}\left\{\left[\begin{array}{c}
\frac{-n L^{n}}{\beta^{n+1}} L_{i j}+\frac{n(n+1) L^{n}}{\beta^{n+2}}\left(l_{i} b_{j}+l_{j} b_{i}\right) \\
-\frac{n^{2} L^{n-1}}{\beta^{n+1}} l_{i} l_{j}-\frac{n(n+2) L^{n+1}}{\beta^{n+3}} b_{i} b_{j}
\end{array}\right] r_{00}\right. \\
& +\left[\frac{n L^{n+1}}{\beta^{n+2}} b_{j}-\frac{n L^{n}}{\beta^{n+1}} l_{j}\right]\left(r_{i 0}+s_{i 0}\right)+\left[\frac{n L^{n+1}}{\beta^{n+2}} b_{i}-\frac{n L^{n}}{\beta^{n+1}} l_{i}\right]\left(r_{j 0}+s_{j 0}\right)  \tag{3.22}\\
& \left.-L_{i j r}^{*} D_{00}^{r}-L_{i r}^{*} D_{0 j}^{r}-L_{j r}^{*} D_{0 i}^{r}\right\}=0
\end{align*}
$$

where $\sigma_{0}=\sigma_{k} y^{k}$ and $r_{00}=r_{0 i} y^{i}$.
Differentiating (3.1) partially with respect to $x^{j}$, we have

$$
\begin{align*}
\partial_{j} l_{i}^{*}= & l_{i}^{*} \sigma_{j}+e^{\sigma(x)}\left\{\frac{n(n+1) L^{n-1}}{\beta^{n}} l_{i}-\frac{n(n+1) L^{n}}{\beta^{n+1}} b_{i}\right\} \partial_{j} L \\
& +e^{\sigma(x)}\left\{\frac{n(n+1) L^{n+1}}{\beta^{n+2}} b_{i}-\frac{n(n+1) L^{n}}{\beta^{n+1}} l_{i}\right\} \partial_{j} \beta  \tag{3.23}\\
& +e^{\sigma(x)}\left\{\frac{(n+1) L^{n}}{\beta^{n}} \partial_{j} l_{i}-\frac{n L^{n+1}}{\beta^{n+1}} \partial_{j} b_{i}\right\} .
\end{align*}
$$

Since the $h$-covariant derivative of the vector $l_{i}^{*}$ with respect to Cartan connection vanishes identically, we have

$$
\begin{equation*}
\partial_{j} l_{i}^{*}-L_{i r}^{*} G_{j}^{* r}-l_{r}^{*} F_{i j}^{* r}=0 . \tag{3.24}
\end{equation*}
$$

Using (3.1), (3.8), (3.10), (3.12) and (3.23) in (3.24), we have

$$
\begin{align*}
l_{i}^{*} \sigma_{j}+e^{\sigma(x)}\{ & {\left[-\frac{n(n+1) L^{n}}{\beta^{n+1}} l_{i}+\frac{n(n+1) L^{n+1}}{\beta^{n+2}} b_{i}\right]\left(r_{0 j}+s_{0 j}\right) } \\
& \left.-\frac{n L^{n+1}}{\beta^{n+1}} b_{i \mid j}\right\}-L_{i r}^{*} D_{0 j}^{r}-l_{r}^{*} D_{i j}^{r}=0 \tag{3.25}
\end{align*}
$$

which implies

$$
\begin{align*}
& e^{\sigma(x)} \frac{n L^{n+1}}{\beta^{n+1}} b_{i \mid j}=l_{i}^{*} \sigma_{j}-L_{i r}^{*} D_{0 j}^{r}-l_{r}^{*} D_{i j}^{r} \\
& \quad+e^{\sigma(x)}\left\{-\frac{n(n+1) L^{n}}{\beta^{n+1}} l_{i}+\frac{n(n+1) L^{n+1}}{\beta^{n+2}} b_{i}\right\}\left(r_{0 j}+s_{0 j}\right) \tag{3.26}
\end{align*}
$$

From (2.4)(a) and (3.26), we have

$$
\begin{align*}
2 e^{\sigma(x)} \frac{n L^{n+1}}{\beta^{n+1}} r_{i j}=e^{\sigma(x)} & \left\{\left[(n+1) \frac{L^{n}}{\beta^{n}} l_{i}-n \frac{L^{n+1}}{\beta^{n+1}} b_{i}\right] \sigma_{j}\right. \\
& +\left[(n+1) \frac{L^{n}}{\beta^{n}} l_{j}-n \frac{L^{n+1}}{\beta^{n+1}} b_{j}\right] \sigma_{i} \\
& +n(n+1)\left[\frac{L^{n+1}}{\beta^{n+2}} b_{i}-\frac{L^{n}}{\beta^{n+1}} l_{i}\right]\left(r_{0 j}+s_{0 j}\right)  \tag{3.27}\\
& \left.+n(n+1)\left[\frac{L^{n+1}}{\beta^{n+2}} b_{j}-\frac{L^{n}}{\beta^{n+1}} l_{j}\right]\left(r_{0 i}+s_{0 i}\right)\right\} \\
& -L_{i r}^{*} D_{0 j}^{r}-L_{j r}^{*} D_{0 i}^{r}-2 l_{r}^{*} D_{i j}^{r} .
\end{align*}
$$

Subtracting (3.27) from (3.22) and contracting with $y^{i} y^{j}$, we have

$$
\begin{equation*}
(n+1) \beta l_{r} D_{00}^{r}-n L b_{r} D_{00}^{r}=-n L r_{00}+L \beta \sigma_{0} . \tag{3.28}
\end{equation*}
$$

Let us denote $l_{r} D_{00}^{r}$ by $R$ and $b_{r} D_{00}^{r}$ by $S$. Thus, we have

$$
\begin{equation*}
(n+1) \beta R-n L S=-n L r_{00}+L \beta \sigma_{0} \tag{3.29}
\end{equation*}
$$

From (2.4)(b) and (3.26), we have

$$
\begin{align*}
2 e^{\sigma(x)} \frac{n L^{n+1}}{\beta^{n+1}} s_{i j}=e^{\sigma(x)}\{ & \left\{\left[(n+1) \frac{L^{n}}{\beta^{n}} l_{i}-n \frac{L^{n+1}}{\beta^{n+1}} b_{i}\right] \sigma_{j}\right. \\
& -\left[(n+1) \frac{L^{n}}{\beta^{n}} l_{j}-n \frac{L^{n+1}}{\beta^{n+1}} b_{j}\right] \sigma_{i} \\
& +n(n+1)\left[\frac{L^{n+1}}{\beta^{n+2}} b_{i}-\frac{L^{n}}{\beta^{n+1}} l_{i}\right]\left(r_{0 j}+s_{0 j}\right)  \tag{3.30}\\
& \left.-n(n+1)\left[\frac{L^{n+1}}{\beta^{n+2}} b_{j}-\frac{L^{n}}{\beta^{n+1}} l_{j}\right]\left(r_{0 i}+s_{0 i}\right)\right\} \\
& -L_{i r}^{*} D_{0 j}^{r}+L_{j r}^{*} D_{0 i}^{r} .
\end{align*}
$$

Adding (3.22) and (3.30), using $L L_{i r}=g_{i r}-l_{i} l_{r}$ and transvecting with $b^{i} y^{j}$, we have

$$
\begin{align*}
& n(n+1) L\left(L^{2} b^{2}-\beta^{2}\right) r_{00}+\left\{(n+1) \beta^{2}-n L^{2} b^{2}\right\} L \beta \sigma_{0}-2 n L^{3} \beta s_{i 0} b^{i} \\
& +L^{3} \beta^{2} \sigma_{i} b^{i}=(n+1)\left\{(1-n) \beta^{2}+n L^{2} b^{2}\right\}\{L S-\beta R\} \tag{3.31}
\end{align*}
$$

(3.29) and (3.31) constitute the system of algebraic equations in $R$ and $S$. Solving these equations, we have

$$
\begin{equation*}
S=\frac{n\left[L^{2} b^{2}-2 \beta^{2}\right] r_{00}-2 n L^{2} \beta s_{i 0} b^{i}+L^{2} \beta^{2} \sigma_{i} b^{i}+2 \beta^{3} \sigma_{0}}{\left[(1-n) \beta^{2}+n L^{2} b^{2}\right]} \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
R=\frac{-n(n+1) L \beta r_{00}-2 n^{2} L^{3} s_{i 0} b^{i}+n L^{3} \beta \sigma_{i} b^{i}+L\left[(n+1) \beta^{2}+n L^{2} b^{2}\right] \sigma_{0}}{(n+1)\left[(1-n) \beta^{2}+n L^{2} b^{2}\right]} \tag{3.33}
\end{equation*}
$$

Transvecting (3.30) with $y^{j}$ and using $L L_{i r}=g_{i r}-l_{i} l_{r}$, we have

$$
\begin{align*}
& 2 n \frac{L^{n+1}}{\beta^{n+1}} s_{i 0}=\left[(n+1) \frac{L^{n}}{\beta^{n}} l_{i}-n \frac{L^{n+1}}{\beta^{n+1}} b_{i}\right] \sigma_{0}-\frac{L^{n+1}}{\beta^{n}} \sigma_{i} \\
& \quad+n(n+1)\left[\frac{L^{n+1}}{\beta^{n+2}} b_{i}-\frac{L^{n}}{\beta^{n+1}} l_{i}\right] r_{00}-\left\{(n+1) \frac{L^{n-1}}{\beta^{n}} g_{i r}\right.  \tag{3.34}\\
& \quad+\left(n^{2}-1\right) \frac{L^{n-1}}{\beta^{n}} l_{i} l_{r}-n(n+1) \frac{L^{n}}{\beta^{n+1}} l_{i} b_{r} \\
& \left.\quad-n(n+1) \frac{L^{n}}{\beta^{n+1}} l_{r} b_{i}+n(n+1) \frac{L^{n+1}}{\beta^{n+2}} b_{i} b_{r}\right\} D_{00}^{r}
\end{align*}
$$

Transvecting (3.34) with $g^{i j}$, we have

$$
\begin{align*}
& 2 n \frac{L^{n+1}}{\beta^{n+1}} s_{0}^{j}=\left[(n+1) \frac{L^{n}}{\beta^{n}} l^{j}-n \frac{L^{n+1}}{\beta^{n+1}} b^{j}\right] \sigma_{0}-\frac{L^{n+1}}{\beta^{n}} \sigma^{j} \\
& \quad+n(n+1)\left[\frac{L^{n+1}}{\beta^{n+2}} b^{j}-\frac{L^{n}}{\beta^{n+1}} l^{j}\right] r_{00}-\left\{(n+1) \frac{L^{n-1}}{\beta^{n}} \delta_{r}^{j}\right.  \tag{3.35}\\
& \quad+\left(n^{2}-1\right) \frac{L^{n-1}}{\beta^{n}} l^{j} l_{r}-n(n+1) \frac{L^{n}}{\beta^{n+1}} l^{j} b_{r} \\
& \left.\quad-n(n+1) \frac{L^{n}}{\beta^{n+1}} l_{r} b^{j}+n(n+1) \frac{L^{n+1}}{\beta^{n+2}} b^{j} b_{r}\right\} D_{00}^{r}
\end{align*}
$$

where $s_{0}^{j}=s_{i 0} g^{i j}$ and $\sigma^{j}=\sigma_{i} g^{i j}$.
From (3.35), we have

$$
\begin{align*}
D_{00}^{j}= & \frac{y^{j}}{L \beta}\left\{-n L r_{00}-(n-1) \beta R+n L S+L \beta \sigma_{0}\right\} \\
& +\frac{n L b^{j}}{\beta^{2}}\left\{L r_{00}+\beta R-L S-\frac{L \beta}{(n+1)} \sigma_{0}\right\}  \tag{3.36}\\
& -\frac{L^{2}}{(n+1)} \sigma^{j}-\frac{2 n L^{2}}{(n+1) \beta} s_{0}^{j}
\end{align*}
$$

Differentiating (3.36) partially with respect to $y^{k}$ and using (3.11), we have

$$
\begin{align*}
D_{0 k}^{j}= & \delta_{k}^{j}\left\{\frac{-n r_{00}}{2 \beta}-\frac{(n-1) R}{2 L}+\frac{n S}{2 \beta}+\frac{\sigma_{0}}{2}\right\}+y^{j}\left\{\frac{-n r_{0 k}}{\beta}\right. \\
& \left.+\frac{n r_{00}}{2 \beta^{2}} b_{k}+\frac{(n-1) R}{2 L^{2}} l_{k}-\frac{(n-1)}{2 L} R_{k}-\frac{n S}{2 \beta^{2}} b_{k}+\frac{n}{2 \beta} S_{k}+\frac{\sigma_{k}}{2}\right\} \\
& +n b^{j}\left\{\frac{L r_{00}}{\beta^{2}} l_{k}+\frac{L^{2} r_{0 k}}{\beta^{2}}-\frac{L^{2} r_{00}}{\beta^{3}} b_{k}+\frac{R}{2 \beta} l_{k}+\frac{L}{2 \beta} R_{k}-\frac{L R}{2 \beta^{2}} b_{k}\right. \\
& -\frac{L S}{\beta^{2}} l_{k}+\frac{L^{2} S}{\beta^{3}} b_{k}-\frac{L^{2}}{2 \beta^{2}} S_{k}-\frac{L}{\beta(n+1)} \sigma_{0} l_{k}+\frac{L^{2}}{2 \beta^{2}(n+1)} \sigma_{0} b_{k}  \tag{3.37}\\
& \left.-\frac{L^{2}}{2 \beta(n+1)} \sigma_{k}\right\}-\frac{L l_{k}}{(n+1)} \sigma^{j}+\frac{L^{2}}{(n+1)} \sigma^{t} C_{t k}^{j}-\frac{2 n L}{(n+1) \beta} l_{k} s_{0}^{j} \\
& +\frac{n L^{2}}{(n+1) \beta^{2}} b_{k} s_{0}^{j}-\frac{n L^{2}}{(n+1) \beta}\left(s_{k}^{j}-2 s_{0}^{t} C_{t k}^{j}\right),
\end{align*}
$$

where $s_{k}^{j}=s_{i k} g^{i j}, R_{k}=\dot{\partial_{k}} R$ and $S_{k}=\dot{\partial_{k}} S$.

Differentiating (3.37) partially with respect to $y^{h}$, we have
$\dot{\partial}_{h} D_{0 k}^{j}=\delta_{k}^{j}\left\{\frac{-n r_{0 h}}{\beta}+\frac{n r_{00}}{2 \beta^{2}} b_{h}+\frac{(n-1) R}{2 L^{2}} l_{h}-\frac{(n-1)}{2 L} R_{h}-\frac{n S}{2 \beta^{2}} b_{h}+\frac{n}{2 \beta} S_{h}+\frac{\sigma_{h}}{2}\right\}$
$+\delta_{h}^{j}\left\{\frac{-n r_{0 k}}{\beta}+\frac{n r_{00}}{2 \beta^{2}} b_{k}+\frac{(n-1) R}{2 L^{2}} l_{k}-\frac{(n-1)}{2 L} R_{k}-\frac{n S}{2 \beta^{2}} b_{k}+\frac{n}{2 \beta} S_{k}+\frac{\sigma_{k}}{2}\right\}$
$+y^{j}\left\{\frac{-n r_{h k}}{\beta}+\frac{n b_{r} y^{s}\left(\dot{\partial}_{h} F_{k s}^{r}\right)}{\beta}+\frac{n}{\beta^{2}}\left(r_{0 k} b_{h}+r_{0 h} b_{k}\right)-\frac{(n-1) R}{2 L^{3}}\left(2 l_{k} l_{h}-L L_{k h}\right)\right.$
$\left.+\frac{(n-1)}{2 L^{2}}\left(R_{h} l_{k}+R_{k} l_{h}\right)-\frac{n}{\beta^{3}} b_{k} b_{h}\left(r_{00}-S\right)+\frac{n}{2 \beta} S_{k h}-\frac{n}{2 \beta^{2}}\left(S_{h} b_{k}+S_{k} b_{h}\right)\right\}$
$+n b^{j}\left\{\frac{2 L}{\beta^{2}}\left(r_{0 h} l_{k}+r_{0 k} l_{h}\right)+\frac{L^{2}}{\beta^{2}} r_{k h}-\frac{L^{2} b_{r} y^{s}\left(\dot{\partial}_{h} F_{k s}^{r}\right)}{\beta^{2}}+\frac{L}{\beta} R_{k h}-\frac{L^{2}}{2 \beta^{2}} S_{k h}\right.$
$-\frac{2 L^{2}}{\beta^{3}}\left(r_{0 h} b_{k}+r_{0 k} b_{h}\right)+\frac{L}{\beta^{4}} b_{k} b_{h}\left[3 L r_{00}+\beta R-3 L S-\frac{L \beta \sigma_{0}}{(n+1)}\right]+\frac{1}{2 \beta}\left(R_{k} l_{h}+R_{h} l_{k}\right)$
$+\frac{l_{k} l_{h}}{\beta^{2}}\left[r_{00}-S-\frac{\beta \sigma_{0}}{(n+1)}\right]+\frac{L_{k h}}{\beta^{2}}\left[L r_{00}-L S+\frac{\beta R}{2}-\frac{L \beta \sigma_{0}}{(n+1)}\right]-\frac{L}{2 \beta^{2}}\left(R_{k} b_{h}+R_{h} b_{k}\right)$
$+\frac{\left(l_{k} b_{h}+l_{h} b_{k}\right)}{\beta^{3}}\left[-2 L r_{00}+2 L S-\frac{\beta R}{2}+\frac{L \beta \sigma_{0}}{(n+1)}\right]-\frac{L}{\beta^{2}}\left(S_{k} l_{h}+S_{h} l_{k}\right)+\frac{L^{2}}{\beta^{3}}\left(S_{k} b_{h}+S_{h} b_{k}\right)$
$\left.-\frac{L}{\beta(n+1)}\left(\sigma_{h} l_{k}+\sigma_{k} l_{h}\right)+\frac{L^{2}}{2 \beta^{2}(n+1)}\left(\sigma_{h} b_{k}+\sigma_{k} b_{h}\right)\right\}-\frac{g_{k h}}{\beta(n+1)}\left(\beta \sigma^{j}+2 n s_{0}^{j}\right)$
$+\frac{L}{\beta(n+1)}\left(\beta \sigma^{r}+2 n s_{0}^{r}\right)\left[L\left(\dot{\partial}_{h} C_{r k}^{j}-2 C_{r h}^{t} C_{t k}^{j}\right)+2\left(l_{k} C_{r h}^{j}+l_{h} C_{r k}^{j}\right)\right]-\frac{2 n L^{2}}{\beta^{3}(n+1)} b_{k} b_{h} s_{0}^{j}$
$+\frac{2 n L}{\beta^{2}(n+1)} s_{0}^{j}\left(l_{k} b_{h}+l_{h} b_{k}\right)-\frac{2 n L}{\beta(n+1)}\left(l_{k} s_{h}^{j}+l_{h} s_{k}^{j}\right)+\frac{n L^{2}}{\beta^{2}(n+1)}\left(b_{k} s_{h}^{j}+b_{h} s_{k}^{j}\right)$
$-\frac{2 n L^{2}}{\beta^{2}(n+1)} s_{0}^{r}\left(b_{k} C_{r h}^{j}+b_{h} C_{r k}^{j}\right)+\frac{2 n L^{2}}{\beta(n+1)}\left(s_{k}^{r} C_{r h}^{j}+s_{h}^{r} C_{r k}^{j}\right)$,
where $R_{k h}=\dot{\partial}_{h} R_{k}$ and $S_{k h}=\dot{\partial}_{h} S_{k}$.
Differentiating (3.9) with respect to $y^{k}$ and using (3.8) and $G_{j k}^{i}=\left(\dot{\partial_{k}} F_{j r}^{i}\right) y^{r}+$ $F_{j k}^{i}$, we have

$$
\begin{equation*}
\dot{\partial_{j}} D_{0 k}^{i}=\left(\dot{\partial_{k}} D_{j r}^{i}\right) y^{r}+D_{j k}^{i} \tag{3.39}
\end{equation*}
$$

Thus, we have

Theorem 3.2. The difference tensor $D_{j k}^{i}$ of the Cartan connection coefficients $F_{j k}^{* i}$ of the Finsler space $F^{* n}$ with the generalized Kropina conformal changed metric $L^{*}$ and the Cartan connection coefficients $F_{j k}^{i}$ of the Finsler space $F^{n}$ with the metric $L$ is given by (3.39) together with (3.32), (3.33) and (3.38).

## 4. Relation between Projective change and Generalized Kropina Conformal Change

Definition 4.1. Let us consider two Finsler spaces $F^{n}=\left(M^{n}, L\right)$ and $F^{* n}=$ $\left(M^{n}, L^{*}\right)$ on the same manifold $M^{n}$. Then the transformation from $F^{n}$ to $F^{* n}$ which maps every geodesic of $F^{n}$ to some geodesic of $F^{* n}$ is known as projective change and the Finsler spaces $F^{n}$ and $F^{* n}$ are called projectively related Finsler spaces

It is well known that the change $L \longrightarrow L^{*}$ is projective if

$$
\begin{equation*}
G^{* i}=G^{i}+P(x, y) y^{i} \tag{4.1}
\end{equation*}
$$

where $P(x, y)$ is a homogeneous scalar function of degree one in $y^{i}$, called as projective factor.

Partial differentiation of (4.1) with respect to $y^{j}$ gives

$$
\begin{equation*}
G_{j}^{* i}-G_{j}^{i}=P_{j} y^{i}+P \delta_{j}^{i}, \tag{4.2}
\end{equation*}
$$

A geodesic of $F^{n}$ is given by the system of differential equations

$$
\begin{equation*}
\frac{d^{2} x^{i}}{d t^{2}}+2 G^{i}(x, y)=\tau y^{i} \tag{4.3}
\end{equation*}
$$

where $\tau=\frac{1}{L} \frac{d L}{d t}, y^{i}=\frac{d x^{i}}{d t}$ and $t$ is the parameter.
The Euler-Lagrange equations for the Finsler space $F^{* n}$ is given

$$
\begin{equation*}
\frac{\partial L^{*}}{\partial x^{i}}-\frac{d}{d t}\left(\frac{\partial L^{*}}{\partial y^{i}}\right)=0 \tag{4.4}
\end{equation*}
$$

Using (2.5) in (4.4), we find

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}}\left(e^{\sigma(x)} \frac{L^{n+1}}{\beta^{n}}\right)-\frac{d}{d t}\left[\frac{\partial}{\partial y^{i}}\left(e^{\sigma(x)} \frac{L^{n+1}}{\beta^{n}}\right)\right]=0 \tag{4.5}
\end{equation*}
$$

which implies

$$
\begin{align*}
& e^{\sigma(x)}(n+1) \frac{L^{n}}{\beta^{n}}\left[\frac{\partial L}{\partial x^{i}}-\frac{d}{d t} \frac{\partial L}{\partial y^{i}}\right]+e^{\sigma(x)} \frac{L^{n+1}}{\beta^{n}} \frac{\partial \sigma(x)}{\partial x^{i}} \\
& -n(n+1) e^{\sigma(x)} \frac{L^{n-1}}{\beta^{n-2}}\left[\frac{\partial}{\partial y^{i}}\left(\frac{L}{\beta}\right)\right]\left[\frac{d}{d t}\left(\frac{L}{\beta}\right)\right]  \tag{4.6}\\
& -n e^{\sigma(x)} \frac{L^{n+1}}{\beta^{n+1}}\left[\frac{\partial \beta}{\partial x^{i}}-\frac{d}{d t} \frac{\partial \beta}{\partial y^{i}}\right]=0,
\end{align*}
$$

which reduces to

$$
\begin{equation*}
\left[\frac{\partial L}{\partial x^{i}}-\frac{d}{d t} \frac{\partial L}{\partial y^{i}}\right]+A_{i}=0 . \tag{4.7}
\end{equation*}
$$

where $A_{i}$ is the covariant vector defined as

$$
\begin{align*}
A_{i}= & \frac{L}{(n+1)} \frac{\partial \sigma(x)}{\partial x^{i}}-n \frac{\beta^{2}}{L}\left[\frac{\partial}{\partial y^{i}}\left(\frac{L}{\beta}\right)\right]\left[\frac{d}{d t}\left(\frac{L}{\beta}\right)\right]  \tag{4.8}\\
& -\frac{n}{(n+1)} \frac{L}{\beta}\left[\frac{\partial \beta}{\partial x^{i}}-\frac{d}{d t} \frac{\partial \beta}{\partial y^{i}}\right] .
\end{align*}
$$

Thus, we conclude
Theorem 4.1. A Finsler space $F^{n}=\left(M^{n}, L\right)$ and the Finsler space $F^{* n}=$ $\left(M^{n}, L^{*}\right)$ whose metric $L^{*}$ is obtained from the generalized Kropina conformal change of the metric $L$ are projectively related if and only if the covariant vector $A_{i}$ given by (4.8) vanishes identically.

## 5. Hypersurfaces given by projective Generalized Kropina Conformal Change

Consider Finslerian hypersurfaces $F^{n-1}=\left(M^{n-1}, \underline{L}(u, v)\right)$ of $F^{n}$ and $F^{*(n-1)}=$ $\left(M^{n-1}, \underline{L^{*}}(u, v)\right)$ of $F^{* n}$. The functions $B_{\alpha}^{i}(u)$ may be considered as the components of $n-1$ linearly independent vectors tangent to $F^{n-1}$. Since $N^{i}$ is the unit normal vector at a point $u^{\alpha}$ of $F^{n-1}$, the unit normal vector $N^{* i}(u, v)$ of $F^{*(n-1)}$ and the inverse projection factor $B_{i}^{* \alpha}$ along $F^{*(n-1)}$ are uniquely determined by

$$
\begin{equation*}
\text { (a) } g_{i j}^{*} B_{\alpha}^{i} N^{* j}=0, \quad \text { (b) } g_{i j}^{*} N^{* i} N^{* j}=1 . \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{i}^{* \alpha}=g^{* \alpha \beta} g_{i j}^{*} B_{\beta}^{j} \tag{5.2}
\end{equation*}
$$

where $g^{* \alpha \beta}$ is the inverse of metric tensor $g_{\alpha \beta}^{*}$ of $F^{*(n-1)}$.
From (5.1)(a), (5.1)(b) and (5.2), we have

$$
\begin{equation*}
\text { (a) } B_{\alpha}^{i} B_{i}^{* \beta}=\delta_{\alpha}^{\beta}, \quad \text { (b) } B_{\alpha}^{i} N_{i}^{*}=0, \quad \text { (c) } N^{* i} B_{i}^{* \alpha}=0, \quad \text { (d) } N^{* i} N_{i}^{*}=1 \tag{5.3}
\end{equation*}
$$

From (5.3), we have

$$
\begin{equation*}
B_{\alpha}^{i} B_{j}^{* \alpha}+N^{* i} N_{j}^{*}=\delta_{j}^{i} . \tag{5.4}
\end{equation*}
$$

Transvection of (2.6)(a) with $v^{\alpha}$ gives

$$
\begin{equation*}
y_{j} N^{j}=0 \tag{5.5}
\end{equation*}
$$

Transvecting (3.4) with $N^{i} N^{j}$ and using (2.6)(b) and (5.5), we have

$$
\begin{equation*}
g_{i j}^{*} N^{i} N^{j}=e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}+e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}}\left(b_{i} N^{i}\right)^{2} . \tag{5.6}
\end{equation*}
$$

which implies that $\frac{N^{i}}{\sqrt{e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}+e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)} \beta^{2(n+1)}\left(b_{i} N^{i}\right)^{2}}{}}}$ is a unit vector.

Transvecting (3.4) with $B_{\alpha}^{i} N^{j}$ and using (2.6)(a) and (5.5), we have

$$
\begin{align*}
g_{i j}^{*} B_{\alpha}^{i} N^{j}=\left(b_{j} N^{j}\right)\{ & e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}}\left(b_{i} B_{\alpha}^{i}\right) \\
& \left.-e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}} l_{i} B_{\alpha}^{i}\right\} \tag{5.7}
\end{align*}
$$

which shows that $N^{j}$ is normal to $F^{*(n-1)}$ iff

$$
\begin{equation*}
\left(b_{j} N^{j}\right)\left\{e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}}\left(b_{i} B_{\alpha}^{i}\right)-e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}} l_{i} B_{\alpha}^{i}\right\}=0 \tag{5.8}
\end{equation*}
$$

This implies that either $e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}}\left(b_{i} B_{\alpha}^{i}\right)-e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}} l_{i} B_{\alpha}^{i}=0$ or $b_{j} N^{j}=0$.

Transvecting $e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}}\left(b_{i} B_{\alpha}^{i}\right)-e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}} l_{i} B_{\alpha}^{i}=0$ with $v^{\alpha}$ and using $y^{i}=B_{\alpha}^{i} v^{\alpha}$, we have

$$
\begin{equation*}
e^{2 \sigma(x)} n(2 n+1) \frac{L^{2(n+1)}}{\beta^{2(n+1)}} b_{i} y^{i}-e^{2 \sigma(x)} 2 n(n+1) \frac{L^{2 n+1}}{\beta^{2 n+1}} l_{i} y^{i}=0, \tag{5.9}
\end{equation*}
$$

which gives

$$
\begin{equation*}
-n e^{2 \sigma(x)} \frac{L^{2(n+1)}}{\beta^{2 n+1}}=0 \tag{5.10}
\end{equation*}
$$

which is not possible. Hence we have

$$
\begin{equation*}
b_{j} N^{j}=0 \tag{5.11}
\end{equation*}
$$

Thus, the vector $N^{j}$ is normal to $F^{*(n-1)}$ if and only if $b_{j}$ is tangent to $F^{n-1}$. From (5.5), (5.7) and (5.10), we can say that $\frac{N^{i}}{\sqrt{e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}}}$ is a unit normal vector of $F^{*(n-1)}$. Therefore, in view of (5.1)(a) and (5.1)(b), we have

$$
\begin{equation*}
N^{* i}=\frac{N^{i}}{\sqrt{e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}}} \tag{5.12}
\end{equation*}
$$

Transvecting (3.4) with $N^{* j}$ and using (5.5), (5.11) and (5.12), we have

$$
\begin{equation*}
N_{i}^{*}=g_{i j}^{*} N^{* j}=\sqrt{e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}} N_{i} \tag{5.13}
\end{equation*}
$$

Hence, we conclude

Theorem 5.1. Let $F^{* n}$ be the Finsler space obtained from $F^{n}$ by a generalized Kropina conformal change. If $F^{*(n-1)}$ and $F^{n-1}$ are the hypersurfaces of these spaces then the vector $b_{i}$ is tangential to the hypersurface $F^{n-1}$ if and only if every vector normal to $F^{n-1}$ is also normal to $F^{*(n-1)}$.

Suppose the generalized Kropina conformal change of metric is projective. We shall call such change of metric as projective generalized Kropina conformal change of metric.

From (3.9) and (4.2), we have

$$
\begin{equation*}
D_{0 j}^{i}=P_{j} y^{i}+P \delta_{j}^{i} \tag{5.14}
\end{equation*}
$$

Transvecting (5.14) with $N_{i} B_{\alpha}^{j}$ and using (2.9)(b), (2.9)(e) and (5.5), we have

$$
\begin{equation*}
N_{i} D_{0 j}^{i} B_{\alpha}^{j}=0 \tag{5.15}
\end{equation*}
$$

If each geodesic of the hypersurface $F^{n-1}$ with respect to the induced metric is also a geodesic of a Finsler space $F^{n}$ then $F^{n-1}$ is known as totally geodesic hypersurface [2]. A totally geodesic hypersurface is characterised by $H_{\alpha}=0$.

The normal curvature vector $H_{\alpha}^{*}$ on $F^{*(n-1)}$ is given by

$$
\begin{equation*}
H_{\alpha}^{*}=N_{i}^{*}\left(B_{0 \alpha}^{i}+G_{j}^{* i} B_{\alpha}^{j}\right) \tag{5.16}
\end{equation*}
$$

Using (3.9), (5.13) in (5.16), we have

$$
\begin{equation*}
H_{\alpha}^{*}=H_{\alpha} \sqrt{e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}}+N_{i} D_{0 j}^{i} B_{\alpha}^{j} \sqrt{e^{2 \sigma(x)}(n+1) \frac{L^{2 n}}{\beta^{2 n}}} \tag{5.17}
\end{equation*}
$$

From (5.15) and (5.17), we have

$$
\begin{equation*}
H_{\alpha}^{*}=e^{\sigma(x)} \frac{L^{n}}{\beta^{n}} \sqrt{(n+1)} H_{\alpha} \tag{5.18}
\end{equation*}
$$

which in view of (2.5) gives

$$
\begin{equation*}
H_{\alpha}^{*}=\sqrt{(n+1)} \frac{L^{*}}{L} H_{\alpha} \tag{5.19}
\end{equation*}
$$

Since $\sqrt{(n+1)} \frac{L^{*}}{L} \neq 0$, the vanishing of $H_{\alpha}$ implies and implied by the vanishing of $H_{\alpha}^{*}$.

This leads to:

Theorem 5.2. Let $F^{* n}$ be the Finsler space obtained from the Finsler space $F^{n}(n>$ 3) by a projective generalized Kropina conformal change then the hypersurface $F^{*(n-1)}$ of $F^{* n}$ is totally geodesic if and only if the hypersurface $F^{n-1}$ of $F^{n}$ is totally geodesic.

## 6. Hypersurfaces of projectively flat Finsler spaces

Consider a projective generalized Kropina conformal change. If there exists a projective change $L \longrightarrow L^{*}$ of a Finsler space $F^{n}=\left(M^{n}, L\right)$ such that the Finsler space $F^{* n}=\left(M^{n}, L^{*}\right)$ is a locally Minkowskian space then $F^{n}$ is called projectively flat space.

In 1986, Yamada[12] proved that if $F^{n}$ is projectively flat then the totally geodesic hypersurface $F^{n-1}$ of $F^{n}$ is also projectively flat.

In 1980, Matsumoto[7] showed that a Finsler space $F^{n}(n>2)$ is projectively flat iff Weyl torsion tensor $W_{j k}^{i}$ and Douglas tensor $D_{j k h}^{i}$ vanish,i.e.
(a) $W_{j k}^{i}=0$,
(b) $D_{j k h}^{i}=0$.

Under the projective change, Weyl torsion tensor $W_{j k}^{i}$ and Douglas tensor $D_{j k h}^{i}$ are invariant, i.e.
(a) $W_{j k}^{* i}=W_{j k}^{i}, \quad$ (b) $D_{j k h}^{* i}=D_{j k h}^{i}$.

From theorem 5.2 and equations (6.1) and (6.2), we conclude
Theorem 6.1. Let $F^{* n}$ be the Finsler space obtained from the Finsler space $F^{n}(n>$ 3) by a projective generalized Kropina conformal change and $F^{n}$ be projectively flat. If $F^{*(n-1)}$ and $F^{n-1}$ are the hypersurfaces of these spaces and $F^{n-1}$ is totally geodesic then $F^{*(n-1)}$ is projectively flat.
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