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Abstract. In this paper, we study the mth-commutator and anti-commutator involving
generalized derivations on some suitable subsets of rings. We attain the information
about the structure of rings and the behaviour of the generalized derivation in the form
of multiplication by some specific element of the Utumi quotient ring which satisfies
certain differential identities.
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1. Motivation

It was shown by Herstein [10] that if d is a nonzero derivation of R, a prime ring
with a characteristic different from 2 such that [d(x), d(y)] = 0 for all x, y ∈ R, then
R is commutative. Later, Bell and Daif [5] proved that if R is a semiprime ring, I is
a nonzero right ideal ofR and d is a derivation ofR such that [d(x), d(y)] = [x, y] for
all x, y ∈ I, then I ⊆ Z(R). Motivated by the above result, Huang [11] obtained
the commutativity of prime ring R with characteristic different from 2 satisfies
[d(x), d(y)]m = [x, y]n, for all x, y ∈ I, a nonzero ideal of R, where 1 ≤ m,n ∈
Z
+. In [2], Ashraf and Rehman studied anti-commutator involving derivation, i.e.,

d(x) ◦ d(y) = x ◦ y and obtained the same conclusion.

On the other hand, Daif and Bell [7] proved that if R is a semiprime ring and
d is a nonzero derivation of R such that d([x, y]) = [x, y] for all x, y ∈ R, then R is
commutative. In this direction, Ashraf and Rehman [2] discussed the commutativity
of prime ring R whenever R satisfies d(x◦y) = x◦y for all x, y ∈ I, a nonzero ideal
of R. In recent years, several algebraist studied various generalizations of above
mentioned identities and obtained the structure of rings and behaviour of derivations
and generalized derivations on rings (see [1, 8, 12, 19, 20, 21] and references therein).
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In this note we shall examine the action of derivations and generalized deriva-
tions having m-th commutator and anti-commutator on prime rings. More pre-
cisely, we study the differential identities which involves both commutator and anti-
commutator on some appropriate subset of rings and obtain the information about
the structure of rings and the behaviour of generalized derivation in the form of
multiplication by some specific element of Utumi quotient ring.

Throughout this note, unless specifically stated, R denotes a prime ring, i.e., for
a, b ∈ R, aRb = (0) implies that either a = 0 or b = 0. A ring R is said to be a
left (right) faithful ring if for a ∈ R, aR = (0) (Ra = (0) resp.) implies a = 0. For
a left faithful ring R, the right Utumi quotient ring of R can be characterized as
the ring Ur(R) (up to isomorphisms fixing R) satisfying the following properties:
(1) R is a subring of Ur(R); (2) For each a ∈ Ur(R), there exists a dense right
ideal ρ of R such that aρ ⊆ R; (3) If a ∈ Ur(R) and aρ = 0 for some dense right
ideal ρ of R, then a = 0; (4) For any dense right ideal ρ of R and for any right
R-module map ϕ : ρR → RR, there exists a ∈ Ur(R) such that ϕ(x) = ax for all
x ∈ ρ. Analogously, for a right faithful ring R we may define Ul(R) the left Utumi
quotient ring of R in terms of dense left ideals of R. Let R be a left and right
faithful ring. The two-sided Utumi quotient ring U of R is the subring of Ur(R)
defined as follows: U = {x ∈ Ur(R)|λx ⊆ R for some dense left ideal λ of R}. In [6,
Theorem 2], Chuang proved that if R is a prime ring, then each dense right ideal
and U satisfy the same generalized polynomial identities (GPIs) with coefficients in
U . In any case, when R is a prime ring, all we need about U is that (1) R ⊆ U ;
(2) U is a prime ring; (3) The center of U , denoted by C, is a field which is called
the extended centroid of R. The axiomatic formulations and the properties of this
quotient ring U can be found in [3]. For any x, y ∈ R, the symbol [x, y] and x ◦ y
stands for the commutator xy − yx and anti-commutator xy + yx, respectively. we
set x ◦0 y = x, x ◦1 y = x ◦ y = xy + yx, and inductively x ◦m y = (x ◦m−1 y) ◦ y
for m > 1. Again we set [x, y]0 = x, [x, y]1 = [x, y] = xy − yx and inductively
[x, y]m = [[x, y]m−1, y] for m > 1. An additive mapping d : R → R is called a
derivation on R if d(xy) = d(x)y + xd(y) holds for all x, y ∈ R. In particular, d is
an inner derivation induced by an element q ∈ R if d(x) = [q, x] holds for all x ∈ R.
An additive mapping F : R → R is called generalized derivation of R if there exists
a derivation d of R such that F (xy) = F (x)y + xd(y) for all x, y ∈ R.

2. Main results

We begin our discussion with the following remark as it is very crucial in developing
the proof for our main results.

Remark 2.1. ([4, Lemma 7.1 ]) Let DM be a left vector space over a division ring

D with dimDM ≥ 2 and T ∈ End(M). If x and T x are D-dependent for every

x ∈ M, then there exists λ ∈ D such that T x = λx for all x ∈ M.

Now we prove our main results.



On mth-Commutators and Anti-commutators 393

Theorem 2.1. Let 1 ≤ m,n ∈ Z
+. Next, let R be a prime ring of characteristic

different from 2, I be a nonzero ideal of R and F be a nonzero generalized derivation

associated with a derivation d of R. If F ([x, y]m) = d(x) ◦n d(y) for all x, y ∈ I,
then either R is commutative or d = 0 and there exist a ∈ U such that F (x) = ax
for all x ∈ R.

Proof. By [16, Theorem 3], there exists an element a ∈ U and a derivation d on
U such that F (x) = ax + d(x) for all x ∈ R. In view of our hypothesis, we have
a([x, y]m) + d([x, y]m) = d(x) ◦n d(y) which is rewritten as

a ([x, y]m) +

m
∑

k=1

(−1)k
(

m

k

)





∑

i+j=k−1

yid(y)yj



 xym−k

+

m
∑

k=0

(−1)k
(

m

k

)

ykd(x)ym−k

+

m−1
∑

k=0

(−1)k
(

m

k

)

ykx

(

∑

r+s=m−k−1

yrd(y)ys

)

= d(x) ◦n d(y)

for all x, y ∈ I. In the light of Kharchenko’s theory [14], we split our proof into
two cases. Firstly, we assume that d is an U-inner derivation induced by an element
q ∈ U , i.e., d(x) = [q, x] for all x ∈ R, then we have a(x ◦m y) + [q, x ◦m y] =
[[q, x], [q, y]]n for all x, y ∈ I. By Chuang [6, Theorem 1], the last identity is also
satisfied by U . If q ∈ C, then a(x ◦m y) + [q, x ◦m y] = [[q, x], [q, y]]n reduces to
a(x◦m y) = 0 for all x, y ∈ U . This a polynomial identity and by Lanski[15, Lemma
2], there exists a field F such that U ⊆ Mk(F), the ring of k×k matrices over a field
F, where k ≥ 1. Moreover, U and Mk(F) satisfy the same polynomial identity[15,
Lemma 1], i.e., a(x ◦m y) = 0 for all x, y ∈ Mk(F). Now, we assuming x = e12
and y = e22, we have 0 = ae12 which implies that a11 = a21 = 0. Similarly,
assuming x = e21 and y = e11 we can prove that a22 = a12 = 0, i.e., a = 0.
Thus in all, a(x ◦m y) + [q, x ◦m y] = [[q, x], [q, y]]n is a non-trivial generalized
polynomial identity (GPI) as q /∈ C. If the center C of U is infinite, then we have
a(x ◦m y) + [q, x ◦m y] = [[q, x], [q, y]]n for all x, y ∈ U ⊗C C, where C is algebraic
closure of C. Since both U and U ⊗C C are prime and centrally closed [9, Theorem
2.5 and Theorem 3.5], we may replace R by U or U ⊗C C according as C is finite
or infinite. Thus, we may assume that R is centrally closed over C (i.e., RC = R)
which is either finite or algebraically closed and a(x◦my)+[q, x◦my] = [[q, x], [q, y]]n
for all x, y ∈ R. By Martindale [17, Theorem 3], RC (and so R) is a primitive ring
having nonzero socle H with C as the associated division ring. Hence, by Jacobson’s
theorem [13, p.75], R is isomorphic to a dense ring of linear transformations of
some vector space V over C and H consists of finite rank linear transformations
in R. If V is finite dimensional over C, then the density of R on V implies that
R ∼= Mm(C), where m = dimCV .

Suppose that dimCV ≥ 3 such that v and qv are linearly C-independent for all
v ∈ V . By density of R, there exists u ∈ V such that v, qv and u are linearly
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C-independent and x, y ∈ R such that

xv = 0, xqv = −u, xu = v, xqu = 0
yv = 0, yqv = −v, yu = 0, yqu = −u.

Applying density theorem, we see that

0 = (a([x, y]m) + [q, x] ◦m [q, y]− [q, [x, y]n])v = 2mu,

a contradiction, as char(R) 6= 2. Hence, we conclude that {v, qv} is linearly C-
dependent for all v ∈ V . Thus, by Remark 2.1, there exists λ ∈ C such that qv = vλ
for any v ∈ V .

For r ∈ R, v ∈ V , we can write, qv = vλ, r(qv) = r(vλ), and also q(rv) = (rv)λ.
Thus 0 = [q, r]v for any v ∈ V , i.e., [q, r]V = 0. Since V is a left faithful irreducible
R-module, we have [q, r] = 0 for all r ∈ R, i.e., q ∈ Z(R) which gives d = 0 and
hence F (x) = ax for all x ∈ R.

Now suppose that dimCV ≤ 2. In this case R is a simple GPI-ring with 1 and
so it is a central simple algebra finite dimensional over its center. By Lanski[15,
Lemma 2], it follows that there exists a suitable field F such that R ⊆ Mm(F)
the ring of m×m matrices over F and moreover, Mm(F) satisfy the same GPI as
R. Assume m ≥ 3, then by the same argument as above we get the conclusion.
Obviously if m = 1, then R is commutative. Thus we may assume that m = 2,
i.e., R ⊆ M2(F), where M2(F) satisfies a([x, y]m) + [q, x] ◦m [q, y] − [q, [x, y]n] =
0. Denote by eij the usual unit matrix with 1 at (i, j)-entry and zero elsewhere.
By putting x = y = e12 and q =

∑

i,j

qijeij in the above identity and then right

multiplying by e12, one can easily get (e12q)
m+1e12 = 0. It follows easily that

(

0 qm+1

21

0 0

)

= 0 implies that q21 = 0. Similarly we can get q12 = 0. Thus in

all, we see that q is a diagonal matrix in M2(F). Let ψ ∈ Aut(M2(F)). Since
ψ(a)([ψ(x), ψ(y)]m) + [ψ(q), ψ(x)] ◦m [ψ(q), ψ(y)] − [ψ(q), [ψ(x), ψ(y)]n] = 0, ψ(q)
must be a diagonal matrix in M2(F). In particular, let ψ(x) = (1 − eij)x(1 + eij)
for i 6= j. Then ψ(q) = q+(qii − qjj)eij , i.e., qii = qjj for i 6= j. This implies that q
is central in M2(F), which leads to d = 0. Now lastly, we assume that d is U-outer
derivation, then I satisfies the polynomial identity

a ([x, y]m) +

m
∑

k=1

(−1)k
(

m

k

)





∑

i+j=k−1

yizyj



 xym−k +

m
∑

k=0

(−1)k
(

m

k

)

ykwym−k

+
m−1
∑

k=0

(−1)k
(

m

k

)

ykx

(

∑

r+s=m−k−1

yrzys

)

= w ◦n z

for all x, y, z, w ∈ I. In particular, if we take x = z = 0, then I satisfies the
polynomial identity

m
∑

k=0

(−1)k
(

m

k

)

ykwym−k = 0
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for all y, w ∈ I. That is, [w, y]m = 0 for all w, y ∈ I, which can be written as
[Iw(y), y]m−1 = 0 for all w, y ∈ I, where Iw(y) is an inner derivation determined by
w. By Lanski [15, Theorem 1], either R is commutative or Iw = 0 i.e., I ⊆ Z(R)
in which case R is also commutative by Mayne [18, Lemma 3].

Theorem 2.2. Let 1 ≤ m,n ∈ Z
+. Next, let R be a prime ring of characteristic

different from 2, I be a nonzero ideal of R and F be a nonzero generalized derivation

associated with a derivation d of R. If F (x ◦m y) = [d(x), d(y)]n for all x, y ∈ I,
then either R is commutative or d = 0 and there exists a ∈ U such that F (x) = ax
for all x ∈ R.

Proof. By the given hypothesis and [16, Theorem 3], we have a(x◦my)+d(x◦my) =
[d(x), d(y)]n which is rewritten as

a (x ◦m y) +

m
∑

k=1

(

m

k

)





∑

i+j=k−1

yid(y)yj



xym−k +

m
∑

k=0

(

m

k

)

ykd(x)ym−k

+

m−1
∑

k=0

(

m

k

)

ykx

(

∑

r+s=m−k−1

yrd(y)ys

)

= [d(x), d(y)]n

for all x, y ∈ I. In view of Kharchenko’s theory [14], we divide the proof into two
cases:

Case 1. If d is U-outer, then I satisfies the polynomial identity

a (x ◦m y) +
m
∑

k=1

(

m

k

)





∑

i+j=k−1

yizyj



xym−k +
m
∑

k=0

(

m

k

)

ykwym−k

+

m−1
∑

k=0

(

m

k

)

ykx

(

∑

r+s=m−k−1

yrzys

)

= [w, z]n

for all x, y, z, w ∈ I. In particular if we take x = z = 0, then I satisfies the
polynomial identity

m
∑

k=0

(

m

k

)

ykwym−k = 0

for all y, w ∈ I. That is w◦my = 0 for all w, y ∈ I. Using the same argument as used
in Theorem 2.1 and by choosing w = e12, y = e11, we see that w ◦m y = e12 6= 0, a
contradiction.

Case 2. If d is U-inner derivation induced by an element q ∈ U , i.e., d(x) = [q, x]
for all x ∈ R, then we have a(x ◦m y) + [q, x ◦m y] = [[q, x], [q, y]]n for all x, y ∈ I.
By Chuang [6, Theorem 1], I and U satisfy same generalized polynomial identities
(GPIs), i.e., a(x ◦m y) + [q, x ◦m y] = [[q, x], [q, y]]n for all x, y ∈ U . Using the
similar techniques with necessary variations as used in the proof of Theorem 2.1,
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we see that if V is finite dimensional over C, then the density of R on V implies that
R ∼= Mm(C), where m = dimCV .

Suppose that dimCV ≥ 2. Now, we want to show that v and qv are linearly
C-dependent for all v ∈ V . If qv = 0, then {v, qv} is linearly C-dependent. Suppose
on the contrary that v and qv are linearly C-independent for some v ∈ V .

If q2v /∈ SpanC{v, qv}, then the set {v, qv, q2v} is linearly C-independent. Since v
and qv are linearly C-independent, by the density of R, there exist x, y ∈ R such
that

xv = v, xqv = 0, xq2v = 0;
yv = 0, yqv = −v, yq2v = 0.

When m = n = 1, then we see that

0 = (a(x ◦m y) + [q, x ◦m y]− [[q, x], [q, y]]n)v = 2qv − v.

Moreover, when m,n > 1, we have

0 = (a(x ◦m y) + [q, x ◦m y] = [[q, x], [q, y]]n)v = 2mqv.

In both the cases we get a contradiction as characteristic of R is different from 2.

If q2v ∈ SpanC{v, qv}, then q
2v = vβ + qvγ for some β, γ ∈ C. By the density

of R, there exist x, y ∈ R such that

xv = v, xqv = 0;
yv = 0, yqv = −v.

For this, first we take m = n = 1, we see that

0 = (a(x ◦m y) + [q, x ◦m y]− [[q, x], [q, y]]n)v = 2qv − vγ − v.

Now, when m,n > 1, we have

0 = (a(x ◦m y) + [q, x ◦m y]− [[q, x], [q, y]]n)v = 2mqv − 2m−1vγ.

Using an argument similar to that mentioned above, we get a contradiction in both
cases. So, we conclude that {v, qv} is linearly C-dependent for all v ∈ V . Thus, by
Remark 2.1, there exists λ ∈ C such that qv = vλ for any v ∈ V .

For r ∈ R, v ∈ V , we can write, qv = vλ, r(qv) = r(vλ), and also q(rv) = (rv)λ.
Thus 0 = [q, r]v for any v ∈ V , i.e., [q, r]V = 0. Since V is a left faithful irreducible
R-module, we have [q, r] = 0 for all r ∈ R, i.e., q ∈ Z(R) and hence d = 0. This
completes the proof.

In view of Theorem 2.1 and Theorem 2.2, we can write the following corollaries
(proofs are omitted for sake of brevity)
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Corollary 2.1. Let 1 ≤ m ∈ Z
+. Next, let R be a prime ring of a characteristic

different from 2, I be a nonzero ideal of R and d be a derivation of R. If d(x) ◦m
d(y) = 0 for all x, y ∈ I, then either R is commutative or d = 0.

Corollary 2.2. Let 1 ≤ m ∈ Z. Next, let R be a prime ring of a characteristic

different from 2, I be a nonzero ideal of R and d be a derivation of R. If [d(x) ◦
d(y)]m = 0 for all x, y ∈ I, then either R is commutative or d = 0.

Acknowledgements: The author would like to thank the referee for his/her valu-
able suggestions.

REFERENCES
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