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Abstract. Let $A$ and $B$ be unital Banach algebras, $X$ be a unital $A$-$B$-module and
$T$ be the triangular Banach algebra associated to $A, B$ and $X$. The structure of some
derivations on triangular Banach algebras was studied by some authors. Note that
despite the apparent similarity between derivations and biderivations and also inner
derivations and inner biderivations, there are fundamental differences between them.
Although there are some studies of biderivations on triangular Banach algebras, any of
them do not completely determine the structure of biderivations on triangular Banach
algebras. In this paper, we completely characterize biderivations and inner biderivations
from $T 	imes T$ to $T^*$ and we show that the first bicohomology group $BH^1(T, T^*)$ is equal
to $BH^1(A, A^*) \oplus BH^1(B, B^*)$.
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biderivations.

1. Introduction

A derivation from a Banach algebra $A$ to a Banach $A$-module $X$ is a bounded
linear mapping $d : A \to X$ such that for each $a, b \in A$, $d(ab) = d(a)b + ad(b)$. For
each $x \in X$ the mapping $\delta_x : a \to ax - xa$, $(a \in A)$ is a bounded derivation, called
an inner derivation.

Let $A$ be a Banach algebra and $X$ be an $A$-module. A bounded bilinear mapping
$D : A \times A \to X$ is called a biderivation if $D$ is a derivation with respect to both
arguments. That is, the mappings $\alpha D : A \to X$ and $\beta D : A \to X$ where

$$\alpha D(b) = D(a, b) = D_b(a) \quad (a, b \in A),$$

are derivations. We denote the space of such biderivations by $BZ^1(A, X)$.
Let $x \in Z(A, X) = \{x \in X; ax = xa \ \forall a \in A\}$. The map $D_x : A \times A \to X$ that

$$D_x(a, b) = x[a, b] = xab - xba \quad (a, b \in A),$$

is a basic example of a biderivation which is called an inner biderivation. We denote the space of such inner biderivations by $BN^1(A, X)$. Also we define the first bi-cohomology group $BH^1(A, X)$ as follows,

$$BH^1(A, X) = \frac{BZ^1(A, X)}{BN^1(A, X)}.$$

For more applications and details about biderivations see [6, Section 3]. Also see [5, 8], in which the structures of some biderivations on triangular algebras and generalized matrix algebras and when these biderivations on these algebras are inner, were studied.

Let $A$ and $B$ be Banach algebras and $X$ be an $A$-$B$-module. Then the algebra

$$T = \left\{ \begin{pmatrix} a & x \\ 0 & b \end{pmatrix} ; a \in A, x \in X, b \in B \right\}$$

equipped with the usual addition and multiplication of matrix and with the norm

$$\left\| \begin{pmatrix} a & x \\ 0 & b \end{pmatrix} \right\| = \| a \| + \| x \| + \| b \|$$

is a Banach algebra which is called triangular Banach algebra associated to $X$. Then the dual of triangular Banach algebra $T$ is

$$T^* = \left\{ \begin{pmatrix} f & h \\ 0 & g \end{pmatrix} ; f \in A^*, h \in X^*, g \in B^* \right\};$$

where

$$\begin{pmatrix} f & h \\ 0 & g \end{pmatrix} \begin{pmatrix} a & x \\ 0 & b \end{pmatrix} = f(a) + h(x) + g(b).$$

Recall that for every Banach $A$-module $X$ the dual space $X^*$ is a Banach $A$-module with module structures $a \cdot f$ and $f \cdot a$ that $a \cdot f(x) = f(ax)$ and $f \cdot a(x) = f(ax)$. So $T^*$ is a $T$-module with the module actions

$$\begin{pmatrix} a & x \\ 0 & b \end{pmatrix} \begin{pmatrix} f & h \\ 0 & g \end{pmatrix} = \begin{pmatrix} a \cdot f + x \cdot h & b \cdot h \\ 0 & b \cdot g \end{pmatrix}$$

and

$$\begin{pmatrix} f & h \\ 0 & g \end{pmatrix} \begin{pmatrix} a & x \\ 0 & b \end{pmatrix} = \begin{pmatrix} f \cdot a & h \cdot a \\ 0 & h \cdot x + g \cdot b \end{pmatrix},$$

for every $\begin{pmatrix} a & x \\ 0 & b \end{pmatrix} \in T$ and $\begin{pmatrix} f & h \\ 0 & g \end{pmatrix} \in T^*$.

A Banach algebra $A$ is called weakly amenable if every derivation from $A$ to $A^*$ is an inner derivation. The concept of weak amenability of Banach algebras was

In this paper, we consider $A$ and $B$ as unital Banach algebras and $X$ as a unital $A$-$B$-module, that is, $1_A x = x 1_B = x$, for every $x \in X$. We characterize the biderivations from $T \times T$ to $T^*$. In particular, we show that $BH^1(T, T^*) = BH^1(A, A^*) \oplus BH^1(B, B^*)$.

2. Biderivations and biamenability of triangular Banach algebras

Similar to the definitions of amenability or weak amenability of Banach algebras we may define the notions of biamenability [2] or weak biamenability of Banach algebras [3].

**Definition 2.1.** We say that a Banach algebra $A$ is weakly biamenable if $BH^1(A, A^*) = \{0\}$.

**Example 2.1.**

(i) Let $\mathfrak{A}$ be a Banach space and $\theta \in \mathfrak{A}^*$. Then $\mathfrak{A}$ with the product

$$ab = \theta(a)b \quad (a, b \in \mathfrak{A}),$$

is a Banach algebra and $\theta$ becomes a homomorphism. Also for each $h \in \mathfrak{A}^*$ and $a, h, c \in \mathfrak{A}$ we have $h \cdot a = \theta(a)h$ and $a \cdot h = h(a)\theta$ and since $\theta(ab) = \theta(ba)$, we have $[a, b]c = [h, a]c$. Now consider $f \in \mathfrak{A}^*$ such that for some $a_0, b_0 \in \mathfrak{A}$, $\theta(a_0)f(b_0) \neq f(a_0)\theta(b_0)$. Define the biderivation $D: \mathfrak{A} \times \mathfrak{A} \to \mathfrak{A}^*$ by $D(a, b) = \delta_{\theta(a)}(b)$, for each $a, b \in \mathfrak{A}$. Then since $D$ is non zero and the only inner biderivation from $\mathfrak{A} \times \mathfrak{A}$ into $\mathfrak{A}^*$ is zero, we conclude that $\mathfrak{A}$ with this product is not weakly biamenable.

(ii) Let $B(H)$ be the Banach algebra of operators on Hilbert space $H$ and $D: B(H) \times B(H) \to B(H)^*$ be a biderivation. Then similar to Lemma 1 of [5] $D(T, S)[U, V] = [T, S]D(U, V)$ for each $T, S, U, V \in B(H)$. Also by Lemma 5.8 of [12] $B(H) = \text{span}(UV - VU; U, V \in B(H))$. Therefore there exist $\{U_i\}, \{V_i\}$ in $B(H)$ such that $I = \sum_i[U_i, V_i]$. Now we have

$$D(T, S) = D(T, S)I$$

and similarly

$$D(T, S) = \sum_i D(U_i, V_i)[T, S].$$

So if we put $x = \sum_i D(U_i, V_i)$, then $x \in Z(B(H), B(H)^*)$ and $D(T, S) = x[T, S]$. That is $D$ is an inner biderivation and so $B(H)$ is weakly biamenability.

Note that despite the apparent similarity between derivations and biderivations and also inner derivations and inner biderivations, there are fundamental differences between them. Especially when a biderivation wants to be an inner bidertivation these differences become more apparent. A part of these differences comes from the nature of biderivations which depend on two components. Another essential part
of these differences goes back to the definition of inner biderivations which depends on the implemented elements that should be in \(Z(A, X)\). According to this, the concept of amenability and also weak amenability have a different nature from biamenability and weak biamenability, respectively. Indeed, there are examples of Banach algebras that are biamenable while they are not amenable and there are Banach algebras that are amenable while they are not biamenable [2]. Also, if we consider the definition of a biamenable group \(G\) such that \(G \times G\) is amenable, then we see that the Johnson’s theorem [11] is not valid for biamenability. Indeed, each abelian group \(G\) is biamenable while the commutative group algebra \(L^1(G)\) is not biamenable [2]. Of course, the situation of weak biamenability is better than biamenability, and many similar results of [4] and [7] are valid for weak biamenability of Banach algebras. Also, for each locally compact abelian group \(G, L^1(G)\) is weakly biamenable. For more details, see [3].

The next theorem characterizes all biderivations from \(T \times T\) to \(T^\ast\).

**Theorem 2.1.** A bilinear mapping \(D : T \times T \to T^\ast\) is a biderivation if and only if there exist biderivations \(d_A : A \times A \to A^\ast\) and \(d_B : B \times B \to B^\ast\) such that

\[
D\left(\begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix}\right) = \begin{pmatrix} d_A(a, a') & 0 \\ 0 & d_B(b, b') \end{pmatrix}.
\]

**Proof.** It is easy to verify that if

\[
D\left(\begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix}\right) = \begin{pmatrix} d_A(a, a') & 0 \\ 0 & d_B(b, b') \end{pmatrix},
\]

for some biderivations \(d_A : A \times A \to A^\ast\) and \(d_B : B \times B \to B^\ast\), then \(D\) is a biderivation.

Conversely, let \(D : T \times T \to T^\ast\) be a biderivation. Since for every \(a, a' \in A, b, b' \in B\) and \(x, x' \in X\) we have

\[
\begin{pmatrix} a & x \\ 0 & b \end{pmatrix}D\left(\begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix}\right) = D\left(\begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix}\right) =
\begin{pmatrix} d(a, a') & 0 \\ 0 & d(b, b') \end{pmatrix}
\]

and \(\begin{pmatrix} a & x \\ 0 & b \end{pmatrix}D\) and \(D\left(\begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix}\right)\) are derivations, according to [9] there exist derivations \(d_{\delta(a', x', b')} : A \to A^\ast\) and \(\delta(a', x', b') : B \to B^\ast\) and also
In particular

\[
\begin{pmatrix}
d(\alpha', x', b') & k(\alpha', x', b') \\
0 & 0
\end{pmatrix} \rightarrow
\begin{pmatrix}
d'(\alpha, 0, 0) & k'(\alpha, 0, 0) \\
0 & 0
\end{pmatrix}.
\]

Define \( d_A : A \times A \rightarrow A^* \) by \( d_A(a, a') = d(\alpha', 0)(a) = d'(\alpha, 0)(a) \). Then obviously \( d_A \) is a bounded biderivation.

Similarly we can define the biderivation \( d_B : B \times B \rightarrow B^* \) such that \( d_B(b, b') = \delta(0, 0, b') \). Also we have

\[
\begin{pmatrix}
d(\alpha, 0, b') & k(\alpha, 0, b') \\
0 & 0
\end{pmatrix} \rightarrow
\begin{pmatrix}
d'(\alpha, 0, 0) & k'(\alpha, 0, 0) \\
0 & 0
\end{pmatrix}.
\]

So

\[(2.1) \quad d(\alpha, 0, b') = 0, \quad \delta(\alpha, 0, 0) = 0 \quad \text{and} \quad k(\alpha, 0, b') = -b'k'(\alpha, 0, 0).\]

On the other hand

\[
\begin{pmatrix}
d(\alpha, x', 0) & k(\alpha, x', 0) \\
0 & 0
\end{pmatrix} \rightarrow
\begin{pmatrix}
d'(\alpha, 0, 0) & k'(\alpha, 0, 0) \\
0 & 0
\end{pmatrix}.
\]

Therefore \( d(\alpha, x', 0)(a) = -x'k'(\alpha, 0, 0) \), \( k(\alpha, 0, 0) = 0 \) and \( k'(\alpha, 0, 0) = 0 \). In particular for each \( x' \in X \), \( -x'k'(\alpha, 0, 0) = d(\alpha, x', 0)(1_A) = 0 \) and since \( X \) is a unital \( A \)-module, \( k'(\alpha, 0, 0) = 0 \). On the other hand by (2.1) we have \( k(\alpha, 0, 1) = k(0, 0, 1)1_A = \).
\(-1_B k'_0(1,1,1,0,0,0,0) = 0\) and hence
\[
d_{(0,0,0)}(a) = -x'k'_0(0,0,0,0) = -x'1_B k'_0(0,0,0,0) = x'k'_0(0,0,0,0,0) = 0.
\]

So
\[
D \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = D \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} a' & 0 \\ 0 & 0 \end{pmatrix} \right) + D \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & x' \\ 0 & 0 \end{pmatrix} \right) + D \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') & k(0,0,0,0,0) + k(0,0,0,0,0) + k(0,0,0,0,0) \\ 0 & 0 \end{pmatrix}.
\]

Now since \(k(0,0,0,0,0) + k(0,0,0,0) + k(0,0,0,0,0) = k(0,0,0,0,0) + k(0,0,0,0) + k(0,0,0,0,0) = k(0,0,0,0,0) + k(0,0,0,0) + k(0,0,0,0,0)\), we can define the linear mapping
\[
h : A \oplus X \oplus B \rightarrow X^*
\]

\((a, x, b) \mapsto k(0,0,0,0,0) + k(0,0,0,0) + k(0,0,0,0,0)\)

and we have
\[
D \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') & h(a', x', b')a \\ 0 & 0 \end{pmatrix}.
\]

Similarly we have
\[
D \left( \begin{pmatrix} 0 & 0 \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} 0 & -bh(a', x', b') \\ 0 & d_B(b, b') \end{pmatrix}
\]

and
\[
D \left( \begin{pmatrix} 0 & x \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} -xh(a', x', b') & 0 \\ 0 & h(a', x', b')x \end{pmatrix}.
\]

So we have
\[
D \left( \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') - xh(a', x', b') - h(a', x', b')a - bh(a', x', b') \\ 0 & h(a', x', b')x + d_B(b, b') \end{pmatrix}.
\]

Also we can show similarly there is a bounded linear mappings \(h' : A \oplus X \oplus B \rightarrow X^*\) such that
\[
D \left( \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') - xh'(a, x, b) - h'(a, x, b)a - b'h'(a, x, b) \\ 0 & h'(a, x, b)x + d_B(b, b') \end{pmatrix}.
\]
Therefore \(h(a', x', b') a - bh(a', b', x') = h'(a, x, b) a' - b' h'(a, x, b)\). So
\[
\begin{align*}
    h(a, x, b) &= h(a, x, b) 1_A - 0_B h(a, x, b) \\
    &= h'(1_A, 0, 0) a - bh'(1_A, 0, 0) \\
    &= k'(1_A, 0, 0) a - bk'(1_A, 0, 0) \\
    &= 0.
\end{align*}
\]
That is,
\[
D \left( \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') & 0 \\ 0 & d_B(b, b') \end{pmatrix}.
\]

**Proposition 2.1.** The biderivation \(D : T \times T \to T^*\) which is defined for each \(a, a' \in A, b, b' \in B\) and \(x, x' \in X\), by
\[
D \left( \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') & 0 \\ 0 & d_B(b, b') \end{pmatrix}
\]
is an inner biderivation if and only if \(d_A\) and \(d_B\) are inner biderivations.

**Proof.** If \(d_A\) and \(d_B\) are inner biderivations, then there are \(f \in Z(A, A^*)\) and \(g \in Z(B, B^*)\) such that for each \(a, a' \in A\), \(d_A(a, a') = f[a, a'] = faa' - fa'a\) and for each \(b, b' \in B\), \(d_B(b, b') = g[b, b'] = gbb' - gb'b\). Now we have
\[
D \left( \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} d_A(a, a') & 0 \\ 0 & d_B(b, b') \end{pmatrix} = \begin{pmatrix} f & 0 \\ 0 & g \end{pmatrix} \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \end{pmatrix}.
\]
Also it is easy to see that \( \begin{pmatrix} f & 0 \\ 0 & g \end{pmatrix} \in Z(T, T^*) \) if and only if \(f \in Z(A, A^*)\) and \(g \in Z(B, B^*)\). Hence \(D\) is an inner biderivation.

Conversely, if \(D\) is an inner biderivation, then there exists \( \begin{pmatrix} f & h \\ 0 & g \end{pmatrix} \in Z(T, T^*) \) such that
\[
D \left( \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \right) = \begin{pmatrix} f & h \\ 0 & g \end{pmatrix} \begin{pmatrix} a & x \\ 0 & b \end{pmatrix}, \begin{pmatrix} a' & x' \\ 0 & b' \end{pmatrix} \end{pmatrix}.
\]
In particular
\[
\begin{pmatrix} d_A(a, a') & 0 \\ 0 & 0 \end{pmatrix} = D \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} a' & 0 \\ 0 & 0 \end{pmatrix} \right) = \begin{pmatrix} f & h \\ 0 & g \end{pmatrix} \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} a' & 0 \\ 0 & 0 \end{pmatrix} \end{pmatrix} = \begin{pmatrix} f[a, a'] & h[a, a'] \\ 0 & 0 \end{pmatrix}.
\]
Hence \( d_A(a,a') = f[a,a'] \) and \( h[a,a'] = 0 \). On the other hand for each \( a \in A \) we have
\[
\begin{pmatrix}
fa & ha \\
0 & 0
\end{pmatrix} = \begin{pmatrix}
f & h \\
0 & g
\end{pmatrix} \begin{pmatrix}
a & 0 \\
0 & 0
\end{pmatrix} = \begin{pmatrix}
a & 0 \\
0 & 0
\end{pmatrix} \begin{pmatrix}
f & h \\
0 & g
\end{pmatrix} = \begin{pmatrix}
af & 0 \\
0 & 0
\end{pmatrix}.
\]
That is \( f \in Z(A,A^*) \) and \( ha = 0 \), that is \( h = 0 \). So \( d_A \) is an inner biderivation. Similarly we can show that \( d_B \) is an inner biderivation. \( \square \)

Note that in the latter proposition it is also proved that
\[
Z(T,T^*) = \left\{ \begin{pmatrix} f & 0 \\ 0 & g \end{pmatrix} : f \in Z(A,A^*), g \in Z(B,B^*) \right\}.
\]

**Theorem 2.2.** \( BH^1(T \times T, T^*) = BH^1(A \times A, A^*) \oplus BH^1(B \times B, B^*) \)

**Proof.** Define
\[
\varphi : BZ^1(A \times A, A^*) \oplus BZ^1(B \times B, B^*) \rightarrow BH^1(T \times T, T^*), \quad (d_A,d_B) \mapsto \begin{pmatrix} d_A & 0 \\ 0 & d_B \end{pmatrix}
\]
where \( \begin{pmatrix} d_A & 0 \\ 0 & d_B \end{pmatrix} \) is the equivalent class of \( \begin{pmatrix} d_A & 0 \\ 0 & d_B \end{pmatrix} \) in \( BH^1(T \times T, T^*) \).
Then by Theorem 2.1, \( \varphi \) is onto and by Proposition 2.1 we have
\[
ker \varphi = \left\{ (d_A,d_B) ; \begin{pmatrix} d_A & 0 \\ 0 & d_B \end{pmatrix} \text{ is inner} \right\} = \left\{ (d_A,d_B) ; d_A \text{ and } d_B \text{ are inner} \right\} = BN^1(A \times A, A^*) \oplus BN^1(B \times B, B^*).
\]
Therefore
\[
BH^1(T \times T, T^*) = \frac{BZ^1(A \times A, A^*) \oplus BZ^1(B \times B, B^*)}{BN^1(A \times A, A^*) \oplus BN^1(B \times B, B^*)} = BH^1(A \times A, A^*) \oplus BH^1(B \times B, B^*).
\]

\( \square \)

**Corollary 2.1.** \( T \) is weakly biaenable if and only if \( A \) and \( B \) are weakly biaenable.
For example if $A$ is a commutative Banach algebra and there is a non zero biderivation from $A \times A$ into $A^*$, then since the only inner biderivation from $A \times A$ into $A^*$ is zero, $A$ and therefore $T$ are not weakly biamenable.
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