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Abstract. Topology studies the properties of spaces that are invariant under any continuous deformation. Topology is needed to examine the properties of the space. Fundamentally, the most basic structure required to do math in the space is topology. There exists little information on the expression of the basis and topology on dual space. The main point of the research is to explain how to define the basis and topology on dual space $D^n$. Then, we will study the geometric constructions corresponding to the open balls in $D$ and $D^2$, respectively.
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1. Introduction

Topology, as a well-determined mathematical field, emerged at the beginning of the 20th century although some isolated conclusions are traced back to a few centuries ago. The term topology belongs to a special mathematical opinion central to the field of mathematics named topology. Topology tells us how components of a group concern spatially with one another. Fundamentally, in the modern version of geometry, the study of all different kinds of spaces can be regarded as topology. The thing that distinguishes different sorts of geometry from each other is in the kinds of transformations that are allowed before you really consider something changed. Topology investigates the properties of spaces that are invariant under any continuous deformation. This is almost the most basic form of geometry available. It is used in nearly all branches of mathematics in one form or another. Besides, topology is applied in biology, computer science, physics, robotics, geography and landscape ecology, fiber art, games, and puzzles. For more details, we refer the readers to ([1], [3]−[10], [18]−[20]).

Dual numbers were defined by W. K. Clifford (1845−1879) as a tool for his geometrical studies, and their first applications were given by Kotelnikov [15]. Eduard Study [21] used dual numbers and dual vectors in his research on line geometry and kinematics. He proved that there exists a one-to-one correspondence between the
points of the dual unit sphere in $D^3$ and the directed lines of Euclidean 3-space. In 1994, by using dual numbers, Cheng [5] introduced the $CH$ programming language. These numbers play an important role in field theory as well [12]. The most interesting use of dual numbers in field theory can be shown in a series of articles by Wald et al. [22]. Furthermore, Gromov, in a series of articles, applied the dual numbers in several ways: in contractions and analytical continuations of classical groups [13], and then in quantum group formalism [14]. Dual numbers have their application in various fields such as computer modelling of rigid body, mechanism design, kinematics, modelling human body, dynamics, etc. ([11] and [16]). For example, in kinematics, using dual numbers, it is possible to explain the screw theory [17].

The basis and topology concepts of dual space have not been investigated in detail, although dual numbers and dual space are used in many articles about mathematics, kinematics, and physics. In order to study the mathematical structure of dual space, we need its topological structure. Furthermore, there is no order relation on the dual numbers system. In this case, how does the dual absolute value and norm provide triangular inequality? The answer to this question is given by this study.

The main aim of this article is to give the basis and topology concepts on dual space $D^n$. The order relation on dual numbers is defined to achieve this aim. By using this order relation, the concepts of dual inner product, norm, and metric are examined again in detail. This study will provide an insight into the structure of dual space.

2. Basic Concepts

Let the set of the pair $(x, x^*)$ be

$$D = \mathbb{R} \times \mathbb{R} = \{\overline{x} = (x, x^*) \mid x, x^* \in \mathbb{R}\}.$$ 

Two inner operations and an equality on $D$ are described as follows:

(i) $\oplus : D \times D \to D$ for $\overline{x} = (x, x^*)$ and $\overline{y} = (y, y^*)$ defined as

$$\overline{x} \oplus \overline{y} = (x + y, x^* + y^*)$$

is called the addition in $D$.

(ii) $\odot : D \times D \to D$ for $\overline{x} = (x, x^*)$ and $\overline{y} = (y, y^*)$ defined as

$$\overline{x} \odot \overline{y} = (xy, xy^* + x^*y)$$

is called the multiplication in $D$.

(iii) For $\overline{x} = (x, x^*)$ and $\overline{y} = (y, y^*)$, if $x = y$, $x^* = y^*$, $\overline{x}$ and $\overline{y}$ are equal, and it is indicated as $\overline{x} = \overline{y}$.

If the two operators and the equality on $D$ with a set of real numbers $\mathbb{R}$ are defined as above, the set $D$ is called the dual numbers system and the element


The set \( D \) forms a commutative ring according to the operations
\[
(x + \varepsilon x^*) + (y + \varepsilon y^*) = (x + y) + \varepsilon (x^* + y^*)
\]
and
\[
(x + \varepsilon x^*) (y + \varepsilon y^*) = xy + \varepsilon (xy^* + x^*y) .
\]
For the dual numbers \( \overline{x} = x + \varepsilon x^* \) and \( \overline{y} = y + \varepsilon y^* \), if \( y \neq 0 \), then the division \( \frac{\overline{x}}{\overline{y}} \) is defined as follows:
\[
\frac{\overline{x}}{\overline{y}} = \frac{x}{y} + \varepsilon \frac{x^*y - xy^*}{y^2}.
\]
The absolute value of the dual number \( \overline{x} = x + \varepsilon x^* \) can be given as
\[
|\overline{x}|_D = |x| + \varepsilon \frac{x x^*}{|x|}, \quad (x \neq 0) .
\]
Clearly, \( |\overline{x}|_D = 0 \) if \( \overline{x} = 0 \) [24].

The set of dual vectors on \( D^n \) is represented by \( D^n = \{ \overline{x} = (x_1, x_2, ..., x_n) \mid x_i \in D, \ i = 1, ..., n \} \).

According to these operations, the set \( D^3 \) is a module over the ring \( D \) entitled by a \( D \)-module or dual space \( D^3 \) [11].
These vectors can be given in the form \( \tilde{x} = x + \varepsilon x^* = (x, x^*) \), where \( x \) and \( x^* \) are the vectors of \( \mathbb{R}^n \).

Let \( \tilde{x} = x + \varepsilon x^* \) and \( \tilde{y} = y + \varepsilon y^* \) be dual vectors of \( D^n \), and let \( \tilde{\lambda} = \lambda + \varepsilon \lambda^* \) be a dual number. Then we define the following operations that make \( D^n \) a module called dual space \( D_n \). These axioms are as follows:

\[
\tilde{x} + \tilde{y} = x + y + \varepsilon (x^* + y^*), \\
\lambda \tilde{x} = \lambda x + \varepsilon (\lambda x^* + \lambda^* x).
\]

Formally, a vector space \( V \) over the field \( F \) together with a function \( \langle , \rangle : V \times V \rightarrow F \) is called an inner product space satisfying the following three axioms for \( x, y, z \in V \) and \( \lambda, \mu \in F \):

i) Symmetric Property:

\[ \langle x, y \rangle = \langle y, x \rangle. \]

ii) Linearity:

\[ \langle \lambda x + \mu y, z \rangle = \lambda \langle x, z \rangle + \mu \langle y, z \rangle \]

and

\[ \langle x, \lambda y + \mu z \rangle = \lambda \langle x, y \rangle + \mu \langle x, z \rangle. \]

iii) Positive Definite Property:

\[ \langle x, x \rangle \geq 0 \]

and

\[ \langle x, x \rangle = 0 \iff x = 0. \]

A vector space \( V \) is normed vector space if there is a norm function that transforms \( V \) to non-negative real numbers, symbolized as \( \|x\| \), for all vectors \( x, y \in V \) and all scalars \( \lambda \in F \), and satisfies the following conditions:

i) \( \|x\| \geq 0 \) and \( \|x\| = 0 \) if and only if \( x = 0 \),

ii) \( \|\lambda x\| = |\lambda| \cdot \|x\| \),

iii) \( \|x + y\| \leq \|x\| + \|y\| \) (Triangle inequality).

In 1906, M. Frechet showed that given any non-empty set \( W \), a distance function \( d : W \times W \rightarrow \mathbb{R} \) may be described. The pair \( (W, d) \) is named a metric space, where \( W \) is a non-empty set and \( d \) is a real valued function on \( W \times W \) called a metric that satisfies the following axioms for \( x, y, z \in W \):

d.1) \( d(x, y) \geq 0 \),

d.2) \( d(x, y) = 0 \) if and only if \( x = y \),

d.3) \( d(x, y) = d(y, x) \) (Symmetry property),

d.4) \( d(x, z) \leq d(x, y) + d(y, z) \) (Triangle inequality).
Let \((W, d)\) be a metric space. In parallel to \(\mathbb{R}^n\), the set
\[
B_d(a, r) = \{ x \in W \mid d(a, x) < r \}
\]
with \(r > 0\) is named an open ball with centre \(a\) and radius \(r\). Similarly, the set
\[
S_d(a, r) = \{ x \in W \mid d(a, x) \leq r \}
\]
with \(r > 0\) is entitled as a closed ball with centre \(a\) and radius \(r\).

In the metric space \((W, d)\), a subset \(A \subseteq W\) is called an open set if and only if for all points \(a \in A\), there is an \(r > 0\), such that the open ball \(B_d(a, r)\) is a subset of \(A\).

**Lemma 2.1.** An open ball \(B_d(a, r)\) in a metric space \((W, d)\) is open.

**Definition 2.1.** If \(W\) is a set, a collection \(\beta\) of subsets of \(W\) is a basis for a topology on \(W\), such that

1. \(\bigcup_{B \in \beta} B = W\)
2. \(B_1 \cap B_2 = \bigcup_{B \in \beta} B\) for \(\forall B_1, B_2 \in \beta\), where \(B_1 \cap B_2 \neq \emptyset\).

Let \(\beta = \{ B_d(a, r) \mid a \in W, r \in \mathbb{R}^+ \}\). A collection \(\beta\) on \(W\) is a topological basis. Assume that the topology obtained from this basis \(\beta\) is symbolized as \(\tau\). This topology \(\tau\) is defined as the metric topology reduced from the metric \(d\) on the set \(W\) ([2], [18] and [23]).

Assume that \(A\) and \(B\) are any two sets. An ordering for the Cartesian product \(A \times B\) is determined as follows:

If not only \((a_1, b_1)\) but also \((a_2, b_2)\) are the elements of \(A \times B\), we can write \((a_1, b_1) < (a_2, b_2)\) if and only if either

1) \(a_1 <_A a_2\)

or

2) if \(a_1 = a_2\) and \(b_1 <_B b_2\),

where \(<_A\) and \(<_B\) are order relations on any two sets \(A\) and \(B\), respectively. Specifically, let two partially ordered sets \(A\) and \(B\) be given. The lexicographical order on the Cartesian product \(A \times B\) is described as follows:

\[(a_1, b_1) \leq (a_2, b_2)\] if and only if \(a_1 <_A a_2\) or \((a_1 = a_2, b_1 \leq_B b_2)\).

If \(A = B = \mathbb{R}\) is taken into consideration,

\[
\beta = \{(a_1 \times b_1, a_2 \times b_2) \mid a_1 < a_2\} \text{ or } \{(a_1 = a_2, b_1 < b_2)\}
\]
is a basis of \(\mathbb{R} \times \mathbb{R}\) with reference to order relation.
3. Inner Product, Norm and Metric on Dual Space

**Theorem 3.1.** Let $\overline{x} = x + \varepsilon x^*$ and $\overline{y} = y + \varepsilon y^*$ be dual numbers. In this case, the relation $<_D$ defined as

$$\overline{x} <_D \overline{y} \iff x < y \text{ or if } x = y, x^* < y^*$$

is an order relation on $D$, where $<$ is the order relation on $\mathbb{R}$.

**Proof.** Let us take $\overline{x} = x + \varepsilon x^*$, $\overline{y} = y + \varepsilon y^*$, $\overline{z} = z + \varepsilon z^* \in D$ and

$$(3.1) \quad \overline{x} <_D \overline{y} \iff x < y \text{ or if } x = y, x^* < y^*.$$ 

In this case, by taking account of dual inequality (3.1), it is possible to write the below expressions:

1. if $\overline{x} \neq \overline{y}$, then either $\overline{x} <_D \overline{y}$ or $\overline{y} <_D \overline{x}$,
2. if $\overline{x} <_D \overline{y}$, then $\overline{x} \neq \overline{y}$,
3. if $\overline{x} <_D \overline{y}$ and $\overline{y} <_D \overline{z}$, then $\overline{x} <_D \overline{z}$.

Thus, the proof is completed. \( \Box \)

Furthermore, for $\overline{x} = x + \varepsilon x^*$, $\overline{y} = y + \varepsilon y^*$ and $\overline{z} = z + \varepsilon z^* \in D$, the relation $\leq_D$ defined as

$$\overline{x} \leq_D \overline{y} \iff x < y \text{ or if } x = y, x^* \leq y^*$$

provides the following expressions:

1. $\overline{x} \leq_D \overline{x}$,
2. if $\overline{x} \leq_D \overline{y}$ and $\overline{y} \leq_D \overline{x}$, then $\overline{x} = \overline{y}$,
3. if $\overline{x} \leq_D \overline{y}$ and $\overline{y} \leq_D \overline{z}$, then $\overline{x} \leq_D \overline{z}$,

where $\leq$ is the partial order relation on $\mathbb{R}$. This relation is called the partial order relation on $D$.

In this section, using the above defined order relations on $D$, we will reconsider the concepts of dual norm and metric on $D^n$ obtained from the dual inner product.

A dual inner product on dual space $D^n$ is a function

$$\langle \cdot, \cdot \rangle_D : D^n \times D^n \to D,$$

$$\langle \overline{x}, \overline{y} \rangle_D = \langle x, y \rangle + \varepsilon \left( \langle x, y^* \rangle + \langle x^*, y \rangle \right),$$

where $\overline{x} = x + \varepsilon x^*$, $\overline{y} = y + \varepsilon y^* \in D^n$, and the notation $\langle \cdot, \cdot \rangle$ is an inner product on $\mathbb{R}^n$, such that for the dual vectors $\overline{x}$, $\overline{y}$, $\overline{z} \in D^n$ and the dual numbers $\overline{\lambda} = \lambda + \varepsilon \lambda^*$, $\overline{\mu} = \mu + \varepsilon \mu^* \in D$, the following conditions exist:

1. $\langle \overline{x}, \overline{x} \rangle_D \geq_D 0$ and $\langle \overline{x}, \overline{x} \rangle_D = 0$ if $x = 0$.
2. This inner product $\langle \cdot, \cdot \rangle_D$ satisfies symmetry property, i.e.,

$$\langle \overline{x}, \overline{y} \rangle_D = \langle \overline{y}, \overline{x} \rangle_D.$$
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iii) This inner product \( \langle \cdot, \cdot \rangle_D \) provides bilinear property, i.e.,

\[
\langle \lambda \tilde{x} + \mu \tilde{y}, \tilde{z} \rangle_D = \lambda \langle \tilde{x}, \tilde{z} \rangle_D + \mu \langle \tilde{y}, \tilde{z} \rangle_D,
\]

and

\[
\langle \tilde{x}, \lambda \tilde{y} + \mu \tilde{z} \rangle_D = \lambda \langle \tilde{x}, \tilde{y} \rangle_D + \mu \langle \tilde{x}, \tilde{z} \rangle_D.
\]

A dual norm on dual space \( D^n \) is defined as follows:

\[
\|\cdot\|_D : D^n \rightarrow D,
\]

\[
\|\tilde{x}\|_D = \begin{cases} 0, & x = 0 \\ \|x\| + \varepsilon \frac{\langle x, x^* \rangle}{\|x\|}, & x \neq 0, \end{cases}
\]

where \( \tilde{x} = x + \varepsilon x^* \in D^n \) and \( x, x^* \in \mathbb{R}^n \). The dual norm has the following three properties:

i) For \( \tilde{x} \in D^n \),

\[
\|\tilde{x}\|_D \geq 0.
\]

ii) For \( \tilde{x} \in D^n \) and \( \tilde{\lambda} \in D \),

\[
\|\tilde{\lambda}\|_D = |\tilde{\lambda}|_D : \|\tilde{x}\|_D.
\]

iii) We can write the following dual inequalities:

If these conditions \( x = 0, y \neq 0 \) (or \( x \neq 0, y = 0 \)) and \( \langle x^*, y \rangle \geq 0 \) (or \( \langle x, y^* \rangle \geq 0 \)) are satisfied, there exists the below dual inequality

\[
\|\tilde{x} + \tilde{y}\|_D \geq \|\tilde{x}\|_D + \|\tilde{y}\|_D.
\]

In all other cases, it is possible to write the following expression

\[
\|\tilde{x} + \tilde{y}\|_D \leq \|\tilde{x}\|_D + \|\tilde{y}\|_D.
\]

Here, the third property is called the dual triangle inequality, and these properties are proved by using the definition of dual norm.

A dual distance on dual space \( D^n \) is a function

\[
\overline{d} : D^n \times D^n \rightarrow D,
\]

\[
\overline{d}(\tilde{x}, \tilde{y}) = \|\tilde{x} - \tilde{y}\|_D = \begin{cases} 0, & x = y \\ \|x - y\| + \varepsilon \frac{\langle x - y, x^* - y^* \rangle}{\|x - y\|}, & x \neq y \end{cases}
\]

that satisfies the following conditions for \( \tilde{x}, \tilde{y}, \tilde{z} \in D^n \):

i) \( \overline{d}(\tilde{x}, \tilde{y}) \geq 0 \), and \( \overline{d}(\tilde{x}, \tilde{y}) = 0 \) if \( x = y \).

ii) If the function \( \overline{d} \) is taken into consideration, the below symmetry property is satisfied:

\[
\overline{d}(\tilde{x}, \tilde{y}) = \overline{d}(\tilde{y}, \tilde{x}).
\]
iii) It is possible to say that the dual inequalities exist:

If these conditions \(x - y = 0, y - z \neq 0\) (or \(x - y \neq 0, y - z = 0\)) and \((x^* - y^*, y - z) \geq 0\) (or \((x - y, y^* - z^*) \geq 0\)) are satisfied, it is clear that

\[
\overline{d}(\tilde{x}, \tilde{z}) \geq_D \overline{d}(\tilde{x}, \tilde{y}) + \overline{d}(\tilde{y}, \tilde{z}).
\]

In all other cases, the following dual inequality is written

\[
\overline{d}(\tilde{x}, \tilde{z}) \leq_D \overline{d}(\tilde{x}, \tilde{y}) + \overline{d}(\tilde{y}, \tilde{z}).
\]

4. Basis and Topology on Dual Space

The aim in this section is to present how to introduce the concepts of basis and topology on dual space \(D^n\). Then, the geometric modellings for the open balls of \(D\) and \(D^2\) are shown in detail.

Let \((D^n, \overline{d})\) be a dual metric space. Given a dual point \(\tilde{a} = a + \varepsilon a^* \in D^n\) and a dual constant \(\tau = r + \varepsilon r^*\), where \(r > 0\), the sets

\[
\tilde{B}_{\overline{d}}(\tilde{a}, \tau) = \{\tilde{x} = x + \varepsilon x^* \in D^n \mid \overline{d}(\tilde{x}, \tilde{a}) <_D \tau, \tau = r + \varepsilon r^*\}
\]

\[
= \left\{\tilde{x} = x + \varepsilon x^* \in D^n \mid \|x - a\| < r \text{ or if } \|x - a\| = r, \frac{(x - a, x^* - a^*)}{\|x - a\|} < r^*\right\} \cup \{a + \varepsilon x^*\}
\]

and

\[
\tilde{S}_{\overline{d}}(\tilde{a}, \tau) = \{\tilde{x} = x + \varepsilon x^* \in D^n \mid \overline{d}(\tilde{x}, \tilde{a}) \leq_D \tau, \tau = r + \varepsilon r^*\}
\]

\[
= \left\{\tilde{x} = x + \varepsilon x^* \in D^n \mid \|x - a\| < r \text{ or if } \|x - a\| = r, \frac{(x - a, x^* - a^*)}{\|x - a\|} \leq r^*\right\} \cup \{a + \varepsilon x^*\}
\]

are called a dual open ball and dual closed ball with radius \(\tau\) and center \(\tilde{a}\), respectively.

Each dual distance function \(\overline{d}\) on dual space \(D^n\) generates a topology \(\tilde{\tau}_{\overline{d}}\) on \(D^n\), which has a basis on the family of dual open balls

\[
\tilde{\beta} = \left\{\tilde{B}_{\overline{d}}(\tilde{a}, \tau) \mid \tilde{a} \in D^n \text{ and } \tau = r + \varepsilon r^*\right\}.
\]

Now, we will demonstrate that \(\tilde{\beta}\) is a basis on \(D^n\):

i) Due to \(\tilde{a} \in \tilde{B}_{\overline{d}}(\tilde{a}, \tau)\), it is possible to write \(\{\tilde{a}\} \subset \tilde{B}_{\overline{d}}(\tilde{a}, \tau)\), and thus we obtain the following equality:

\[
D^n = \bigcup_{\tilde{a} \in D^n} \{\tilde{a}\} \subset \bigcup_{B \in \tilde{\beta}} \tilde{B}_{\overline{d}}(\tilde{a}, \tau) \subset D^n,
\]

i.e.,

\[
\bigcup_{B \in \tilde{\beta}} \tilde{B}_{\overline{d}}(\tilde{a}, \tau) = D^n.
\]
ii) For all open balls $\tilde{B}_{1\pi} = \tilde{B}_{1\pi}(\tilde{a}_1, r_1)$ and $\tilde{B}_{2\pi} = \tilde{B}_{2\pi}(\tilde{a}_2, r_2)$ except for $\tilde{B}_{1\pi} \cap \tilde{B}_{2\pi} = \phi$, we must show the existence of the following equality:

$$\tilde{B}_{1\pi}(\tilde{a}_1, r_1) \cap \tilde{B}_{2\pi}(\tilde{a}_2, r_2) = \bigcup_{\tilde{B} \in \tilde{B}} \tilde{B}(\tilde{a}, r).$$

Assume that $\tilde{y} \in \tilde{B}_{1\pi} \cap \tilde{B}_{2\pi}$. Since $\tilde{y} \in D^n$ is the element of not only $\tilde{B}_{1\pi}$ but also $\tilde{B}_{2\pi}$, we can write $\tilde{d}(\tilde{y}, \tilde{a}_1) <_D r_1$ and $\tilde{d}(\tilde{y}, \tilde{a}_2) <_D r_2$ with respect to the definition of dual open ball, respectively. Thus, dual inequalities are obtained as follows:

$$\tilde{d}(\tilde{y}, \tilde{a}_1) = \begin{cases} 0 & y = a_1, y \neq a_1 <_D r_1 = r_1 + \epsilon r_1^* \\ \|y - a_1\| + \epsilon \frac{(y - a_1, y^* - a_1^*)}{\|y - a_1\|} & y = a_1 \end{cases}$$

and

$$\tilde{d}(\tilde{y}, \tilde{a}_2) = \begin{cases} 0 & y = a_2, y \neq a_2 <_D r_2 = r_2 + \epsilon r_2^* \\ \|y - a_2\| + \epsilon \frac{(y - a_2, y^* - a_2^*)}{\|y - a_2\|} & y = a_2 \end{cases}$$

**Situation 1.** Consider that $y = a_1 = a_2$. This gives the below dual inequalities

$$\tilde{d}(\tilde{y}, \tilde{a}_1) = 0 <_D r_1 + \epsilon r_1^*$$

and

$$\tilde{d}(\tilde{y}, \tilde{a}_2) = 0 <_D r_2 + \epsilon r_2^*$$

Taking $a_1 = a_2 = a$ and dualmin $\{r_1, r_2\} = r$ in the above dual inequalities, we find $\tilde{d}(\tilde{y}, \tilde{a}) <_D r$, that is, $\tilde{y} \in \tilde{B}_{1\pi}(\tilde{a}, r)$.

**Situation 2.** Let $y = a_1$ and $y \neq a_2$. We can write

$$\tilde{d}(\tilde{y}, \tilde{a}_1) = 0 <_D r_1$$

and

$$\tilde{d}(\tilde{y}, \tilde{a}_2) <_D r_2 \iff \|y - a_2\| < r_2 \text{ or if } \|y - a_2\| = r_2, \frac{\langle y - a_2, y^* - a_2^* \rangle}{\|y - a_2\|} < r_2^*.$$  

When $y = a_1 = a$ is taken into consideration, we get $\tilde{d}(\tilde{y}, \tilde{a}) <_D r_1$, that is, $\tilde{y} \in \tilde{B}_{1\pi}(\tilde{a}, r_1)$. Now, let us think $y \neq a_2 = a$. In this case, we have

$$\tilde{d}(\tilde{y}, \tilde{a}) = \|y - a\| + \epsilon \frac{(y - a, y^* - a^*)}{\|y - a\|} = \|y - a_2\| + \epsilon \frac{(y - a_2, y^* - a^*)}{\|y - a_2\|}.$$  

By taking account of the inequality $\|y - a_2\| < r_2$, it is seen that $\tilde{d}(\tilde{y}, \tilde{a}) <_D r_2$, that is, $\tilde{y} \in \tilde{B}_{2\pi}(\tilde{a}, r_2)$. Assume that $\|y - a_2\| = r_2$. Thus, the following inequality is obtained

$$\frac{\langle y - a_2, y^* - a^* \rangle}{\|y - a_2\|} < r_2^* + \frac{\langle y - a_2, a_2^* - a^* \rangle}{\|y - a_2\|} = r_3^*.$$  

(4.1)
If we use the inequality (4.1), the below expression can be obtained
\[ \bar{d}(\bar{y}, \bar{a}) < \varepsilon r_3^* = \bar{r}. \]
Therefore, the dual inequality (4.2) implies \( \bar{y} \in \overline{B}_{\bar{r}}(\bar{a}, r_3). \)

**Situation 3.** The proof for this situation is as in the situation 2.

**Situation 4.** Suppose that \( y \neq a_1 \) and \( y \neq a_2 \). Using the order relation on \( D \), it is allowed to write
\[ \|y - a_1\| < r_1 \text{ or if } \|y - a_1\| = r_1, \frac{\langle y - a_1, y^* - a_1^* \rangle}{\|y - a_1\|} < r_1^* \]
and
\[ \|y - a_2\| < r_2 \text{ or if } \|y - a_2\| = r_2, \frac{\langle y - a_2, y^* - a_2^* \rangle}{\|y - a_2\|} < r_2^*. \]
In order to analyze this situation, four cases exist. These cases are as follows:

**Situation 4.1.** By considering \( \|y - a_1\| < r_1 \) and \( \|y - a_2\| < r_2 \), the following inequalities can be written
\[ \|y - a\| \leq \|y - a_1\| + \|a_1 - a\| < r_1 + \|a_1 - a\| = r_{11} \]
and
\[ \|y - a\| \leq \|y - a_2\| + \|a_2 - a\| < r_2 + \|a_2 - a\| = r_{22}. \]
From the inequalities (4.3) and (4.4), we deduce \( \|y - a\| < r \), where \( \min\{r_{11}, r_{22}\} = r \).
Thus, we can express the dual inequality
\[ \|\bar{y} - \bar{a}\|_D = \|y - a\| + \varepsilon \frac{\langle y - a, y^* - a^* \rangle}{\|y - a\|} < \varepsilon r + \varepsilon r^* = \bar{r}, \]
which implies that \( \bar{y} \in \overline{B}_{\bar{r}}(\bar{a}, \bar{r}). \)

**Situation 4.2.** Let \( \|y - a_1\| < r_1 \) and if \( \|y - a_2\| = r_2, \frac{\langle y - a_2, y^* - a_2^* \rangle}{\|y - a_2\|} < r_2^* \). In this case, we have
\[ \|y - a\| \leq \|y - a_1\| + \|a_1 - a\| < r_1 + \|a_1 - a\| = r_{11} \]
and
\[ \|y - a\| \leq \|y - a_2\| + \|a_2 - a\| = r_2 + \|a_2 - a\| = r_{22}. \]
If we consider the above inequalities, it is easy to see that \( \|y - a\| < r \), where \( \min\{r_{11}, r_{22}\} = r \). This immediately implies \( \bar{d}(\bar{y}, \bar{a}) < \varepsilon \bar{r} \), that is, \( \bar{y} \in \overline{B}_{\bar{r}}(\bar{a}, \bar{r}). \)

**Situation 4.3.** The proof for this case is as in the situation 4.2.

**Situation 4.4.** Consider that
\[ \text{if } \|y - a_1\| = r_1, \frac{\langle y - a_1, y^* - a_1^* \rangle}{\|y - a_1\|} < r_1^* \]
and
\[ \| y - a_2 \| = r_2, \quad \frac{\langle y - a_2, y^* - a_2^* \rangle}{\| y - a_2 \|} < r_2^*. \]
Similarly, we can write the following inequalities:
\[ \| y - a \| \leq \| y - a_1 \| + \| a_1 - a \| = r_1 + \| a_1 - a \| = r_{11} \]
and
\[ \| y - a \| \leq \| y - a_2 \| + \| a_2 - a \| = r_2 + \| a_2 - a \| = r_{22}. \]
It is seen from the above inequalities that \( \| y - a \| \leq r \), where \( \min \{ r_{11}, r_{22} \} = r \).
Therefore, we have the expressions below:
\[ \| y - a \| < r \text{ or } \| y - a \| = r. \]
By considering \( \| y - a \| < r \), it is certain that \( \mathcal{y} \in \mathcal{B}_\pi (\mathcal{a}, \mathcal{r}) \). Now, let us assume that \( \| y - a \| = r \). The following inequalities can be written
\[ \frac{\langle y - a, y^* - a^* \rangle}{\| y - a \|} < r_1 r_1^* + \langle y - a_1, a_1^* - a^* \rangle + \langle a_1 - a, y^* - a^* \rangle = r_{11}^*. \]
and
\[ \frac{\langle y - a, y^* - a^* \rangle}{\| y - a \|} < r_2 r_2^* + \langle y - a_2, a_2^* - a_1^* \rangle + \langle a_2 - a, y^* - a^* \rangle = r_{22}^*. \]
If we choose \( r^* = \min \{ r_{11}^*, r_{22}^* \} \), the below inequality can be written:
\[ (4.5) \quad \frac{\langle y - a, y^* - a^* \rangle}{\| y - a \|} < r^*. \]
From the inequality (4.5) and \( \| y - a \| = r \), we obtain \( \mathcal{y} \in \mathcal{B}_\pi (\mathcal{a}, \mathcal{r}) \).
Consequently, considering four situations together, it is clear that
\[ \mathcal{y} \in \bigcup_{\mathcal{B} \in \mathcal{B}} \mathcal{B}_\pi (\mathcal{a}, \mathcal{r}). \]
On the contrary, assume that \( \mathcal{y} \in \bigcup_{\mathcal{B} \in \mathcal{B}} \mathcal{B}_\pi (\mathcal{a}, \mathcal{r}) \). Thus, there exist \( \mathcal{r}_0 = r_0 + \varepsilon r_0^* \in D \)
and \( \mathcal{a}_0 = a_0 + \varepsilon a_0^* \in D^n \), such that it is possible to write \( \mathcal{y} \in \mathcal{B}_\pi (\mathcal{a}_0, \mathcal{r}_0) \), where \( r_0 > 0 \). In this case, we have the expression
\[ (4.6) \quad d (\mathcal{y}, \mathcal{a}_0) = \begin{cases} 0, & y = a_0 \\ \| y - a_0 \| + \varepsilon \frac{\langle y - a_0, y^* - a_0^* \rangle}{\| y - a_0 \|}, & y \neq a_0 \end{cases}, r_0 + \varepsilon r_0^*. \]
Therefore, we need to study the following cases:
**Case A:** Let us consider that \( y \neq a_0 \). By using the order relation on \( D \), we can write
\[ \| y - a_0 \| < r_0 \text{ or if } \| y - a_0 \| = r_0, \quad \frac{\langle y - a_0, y^* - a_0^* \rangle}{\| y - a_0 \|} < r_0^*. \]
Case A.1. Assume that \( \|y - a_0\| < r_0 \). We have the following inequalities:
\[
\|y - a_1\| \leq \|y - a_0\| + \|a_0 - a_1\| < r_0 + \|a_0 - a_1\| = r_1
\]
and
\[
\|y - a_2\| \leq \|y - a_0\| + \|a_0 - a_2\| < r_0 + \|a_0 - a_2\| = r_2.
\]
If \( y = a_1 \) and \( y = a_2 \) are taken, then it is obvious that
\[
\tilde{y} \in \tilde{B}_{1\tilde{d}} \cap \tilde{B}_{2\tilde{d}}.
\]
If \( y \neq a_1 \) and \( y \neq a_2 \) are considered, due to
\[
\|y - a_1\| < r_1
\]
and
\[
\|y - a_2\| < r_2,
\]
it is clear that
\[
\tilde{y} \in \tilde{B}_{1\tilde{d}} \cap \tilde{B}_{2\tilde{d}}.
\]
We can express \( \tilde{y} \in \tilde{B}_{1\tilde{d}} \cap \tilde{B}_{2\tilde{d}} \) by means of similar calculations for the situations
\( y = a_2, y \neq a_1 \) and \( y = a_1, y \neq a_2 \).

Case A.2. Suppose that if \( \|y - a_0\| = r_0 \), \( \frac{(y - a_0, y^* - a_0^*)}{\|y - a_0\|} < r_0^* \). Due to
\[
\|y - a_1\| \leq \|y - a_0\| + \|a_0 - a_1\| = r_0 + \|a_0 - a_1\| = r_1
\]
and
\[
\|y - a_2\| \leq \|y - a_0\| + \|a_0 - a_2\| = r_0 + \|a_0 - a_2\| = r_2,
\]
the following inequalities are obtained
\[
\|y - a_1\| \leq r_1
\]
and
\[
\|y - a_2\| \leq r_2.
\]
By taking account of the above inequalities, we have four cases:

Case A.2.1. Let us think that \( \|y - a_1\| < r_1 \) and \( \|y - a_2\| < r_2 \). Then we obtain
\[
\tilde{y} \in \tilde{B}_{1\tilde{d}} \cap \tilde{B}_{2\tilde{d}}.
\]

Case A.2.2. Let us consider that \( \|y - a_1\| = r_1 \) and \( \|y - a_2\| < r_1 \). From the second expression, we attain
\[
(4.7) \quad \tilde{y} \in \tilde{B}_{2\tilde{d}}.
\]
On the other hand, the inequality
\[
(4.8) \quad \frac{\langle y - a_1, y^* - a_1^* \rangle}{\|y - a_1\|} < \frac{r_0 r_0^* + \langle y - a_1, y^* - a_1^* \rangle + \langle y - a_0, a_0^* - a_1^* \rangle}{\|y - a_1\|} = r_1^*
\]
can be written. Because of \( \| y - a_1 \| = r_1 \) and the inequality (4.8), it is possible to write

\[
(4.9) \quad \tilde{y} \in \tilde{B}_{1^2}.
\]

Thus, it is easy to see that

\[
\tilde{y} \in \tilde{B}_{1^2} \cap \tilde{B}_{2^2}.
\]

**Case A.2.3.** The proof for this case is as in the case A.2.2.

**Case A.2.4.** Assume that \( \| y - a_1 \| = r_1 \) and \( \| y - a_2 \| = r_2 \). In this case, the following inequalities are calculated

\[
\frac{\langle y - a_1, y^* - a_1^* \rangle}{\| y - a_1 \|} < r_0 \epsilon + \frac{\langle a_0 - a_1, y^* - a_1^* \rangle}{\| y - a_1 \|} = r_1^*
\]

and

\[
\frac{\langle y - a_2, y^* - a_2^* \rangle}{\| y - a_2 \|} < \frac{r_0 \epsilon + \langle a_0 - a_2, y^* - a_2^* \rangle}{\| y - a_2 \|} = r_2^*.
\]

If we take account of the above inequalities, these imply that

\[
\tilde{y} \in \tilde{B}_{1^2} \cap \tilde{B}_{2^2}.
\]

**Case B:** Let us assume that \( y = a_0 \). By revisiting the dual inequality (4.6), we have

\[
\overline{d}(\tilde{y}, \tilde{a}_0) = 0 < D r_0 + \epsilon r_0^*.
\]

**Case B.1.** If \( a_1 = a_2 = a_0 \) is considered, we obtain the following dual inequalities:

\[
\overline{d}(\tilde{y}, \tilde{a}_1) = 0 < D r_1
\]

and

\[
\overline{d}(\tilde{y}, \tilde{a}_2) = 0 < D r_2.
\]

Thus, we have

\[
\tilde{y} \in \tilde{B}_{1^2} \cap \tilde{B}_{2^2}.
\]

**Case B.2.** We can make similar computations for the situations \( a_1 = a_0, a_2 \neq a_0 \) and \( a_2 = a_0, a_1 \neq a_0 \).

**Case B.3.** Consider that \( a_0 \neq a_1 \) and \( a_0 \neq a_2 \). Because of \( y = a_0 \), the following equalities can be written:

\[
\| y - a_1 \| = \| a_0 - a_1 \|
\]

and

\[
\| y - a_2 \| = \| a_0 - a_2 \|.
\]

**Case B.3.1.** For \( 0 < \delta_1, \delta_2 < 1 \), if we choose

\[
r_1 = \| a_0 - a_1 \| + \delta_1
\]
and 
\[ r_2 = \|a_0 - a_2\| + \delta_2, \]
it is seen that 
\[ \|y - a_1\| < r_1 \]
and 
\[ \|y - a_2\| < r_2. \]
Thereby, the below expression is attained 
\[ \tilde{y} \in \tilde{B}_1 \cap \tilde{B}_2. \]

**Case B.3.2.** Let us take \( r_1 = \|a_0 - a_1\| + \delta_1 \) and \( r_2 = \|a_0 - a_2\| \). In this case, we have the following expressions:

\[ \|y - a_1\| < r_1 \]
and 
\[ \|y - a_2\| = r_2. \]

The first inequality implies that \( \tilde{y} \in \tilde{B}_1 \). On the other hand, we can write

\[ \frac{\langle y - a_2, y^* - a_2^* \rangle}{\|y - a_2\|} = \|y^* - a_2^*\| \cdot \cos \varphi, \]

where the angle \( \varphi \) is between the vectors \( y - a_2 \) and \( y^* - a_2^* \). Since \(-1 \leq \cos \varphi \leq 1\), we can find \( r_2^* \in \mathbb{R} \), such that

\[ (4.10) \]

\[ \frac{\langle y - a_2, y^* - a_2^* \rangle}{\|y - a_2\|} < r_2^*. \]

From the inequality (4.10) and \( \|y - a_2\| = r_2 \), we deduce \( \tilde{y} \in \tilde{B}_2 \). Thus, considering the above statements, it is obvious that

\[ \tilde{y} \in \tilde{B}_1 \cap \tilde{B}_2. \]

**Case B.3.3.** The proof for this case is as in the Case B.3.2.

**Case B.3.4.** Assume that \( r_1 = \|a_0 - a_1\| \) and \( r_2 = \|a_0 - a_2\| \). Therefore, there are the following inequalities:

\[ \frac{\langle y - a_1, y^* - a_1^* \rangle}{\|y - a_1\|} < r_1^* \]
and 
\[ \frac{\langle y - a_2, y^* - a_2^* \rangle}{\|y - a_2\|} < r_2^*, \]

where \( r_1^*, r_2^* \in \mathbb{R} \). Hence, \( \tilde{y} \in \tilde{B}_1 \cap \tilde{B}_2 \).
On The Basic Structures of Dual Space

Consequently, since
\[ \tilde{B}_{1\overline{\beta}}(\tilde{a}_1, r_1) \cap \tilde{B}_{2\overline{\beta}}(\tilde{a}_2, r_2) \subset \bigcup_{\tilde{\beta} \in \overline{\beta}} \tilde{B}_{\tilde{\beta}}(\tilde{a}, r) \]
and
\[ \bigcup_{\tilde{\beta} \in \overline{\beta}} \tilde{B}_{\tilde{\beta}}(\tilde{a}, r) \subset \tilde{B}_{1\overline{\beta}}(\tilde{a}_1, r_1) \cap \tilde{B}_{2\overline{\beta}}(\tilde{a}_2, r_2), \]
we can write
\[ \tilde{B}_{1\overline{\beta}}(\tilde{a}_1, r_1) \cap \tilde{B}_{2\overline{\beta}}(\tilde{a}_2, r_2) = \bigcup_{\tilde{\beta} \in \overline{\beta}} \tilde{B}_{\tilde{\beta}}(\tilde{a}, r). \]

In this case, from (i) and (ii), it is seen that \( \overline{\beta} \) is a basis on \( D^n \). Consider that the topology obtained from this basis \( \overline{\beta} \) is indicated by \( \overline{\tau} \). The topology \( \overline{\tau} \) is called the dual metric topology reduced from the dual distance function \( \tilde{d} \) on the set \( D^n \).

Now, the geometric modelling that correspond to the dual open balls on \( D \) and \( D^2 \) will be investigated. Firstly, on \( D \), we study the geometric modelling for the dual open ball \( \tilde{B}(0, r) \) with center origin and dual radius \( r = r + \varepsilon r^* \), where \( r > 0 \):

\[
\tilde{B}(0, r) = \{ x \in D \mid \tilde{d}(x, 0) < D r \}
= \{ x = x + \varepsilon x^* \in D \mid |x| < D r \}
= \left\{ x = x + \varepsilon x^* \in D \mid |x| < r \text{ or if } |x| = r, \frac{x.x^*}{|x|} < r^* \right\} \cup \{ 0 + \varepsilon x^* \}.
\]

The geometric modelling of the dual open ball \( \tilde{B}(0, r) \) is as follows:

i) Let us consider that \( |x| < r \). In this case, we have \( -r < x < r \).

ii) Let us take \( |x| = r \). In this situation, we get
\[ x = r \Rightarrow x^* < r^* \]
and
\[ x = -r \Rightarrow x^* > -r^*. \]
Thus, if we take the situations (i) and (ii) together, the geometric modelling of the dual open balls are indicated by Fig.1. according to the situations of \( r^* \).
Then, on $D^2$, we demonstrate the geometric structure corresponding to the dual open ball $\tilde{B}(0, r) = \{ x \in D^2 \mid \| x \| < r \}$ with center origin and dual radius $\tilde{r} = r + \varepsilon r^*$, where $r > 0$:

$$
\tilde{B}(0, r) = \{ \tilde{x} = x + \varepsilon x^* \in D^2 \mid \| \tilde{x} \|_D < D \tilde{r} \}
$$

$$
= \{ \tilde{x} = x + \varepsilon x^* \in D^2 \mid \| x \| < r \text{ or if } \| x \| = r, \langle x, x^* \rangle \parallel x \parallel < r^* \} \cup \{ 0 + \varepsilon x^* \}.
$$

\[ i \) Let us take $\| x \| < r$. This inequality states the interior of the circle with radius $r$. $x^*$ takes any value in $\mathbb{R}^2$.

\[ ii \) Assume that $\| x \| = r$. Thus, $\| x^* \parallel \cos \theta < r^*$ is obtained, where $\theta$ is the angle between the vectors $x$ and $x^*$. To see the modellings of $D^2$ in $\mathbb{R}^3$, let us take $x^* = (x^*_1, 0)$. In this case, we can write

$$
(4.11) \quad |x^*_1| \parallel \cos \theta < r^*.
$$

Because $-1 \leq \cos \theta \leq 1$, we have the following equality:

$$
cos \theta = \begin{cases} 
-\lambda^2, & -1 \leq \cos \theta < 0 \\
\lambda^2, & 0 < \cos \theta \leq 1 \\
0, & \cos \theta = 0,
\end{cases}
$$

\[ Fig. 1. The geometric modellings in $\mathbb{R} \times \mathbb{R}$, for the dual open balls of $D$. \]
where $0 < \lambda \leq 1$. According to the situations of $r^*$ and $\cos \theta$, we will investigate the geometric modellings of $\bar{B}(0, r)$:

Case 1. Let us consider $r^* > 0$. For $0 \neq \mu \in \mathbb{R}$, $r^* = \mu^2$ can be written. From the inequality (4.11), it is obvious that

$$|x^*_1| \cdot \cos \theta < \mu^2.$$ 

If $\cos \theta = \lambda^2$ is taken into consideration, the following inequality is written:

$$|x^*_1| < \frac{\mu^2}{\lambda^2}.$$ 

In this situation, the geometric modelling of $\bar{B}(0, r)$ is shown by Fig.2. If $\cos \theta = -\lambda^2$ is taken, it is possible to attain the below inequality:

$$|x^*_1| > -\frac{\mu^2}{\lambda^2}.$$ 

For $\forall x^*_1 \in \mathbb{R}$, the above situation is provided. Geometric modelling of this situation is described by Fig.3. Also, if $\cos \theta = 0$ is taken into consideration, the following inequality is obtained

$$|x^*_1| \cdot 0 < \mu^2.$$ 

For $\forall x^*_1 \in \mathbb{R}$, the above inequality can be written. The geometric modelling for this situation is as in Fig.3.

Case 2. Suppose that $r^* < 0$. We can write $r^* = -\mu^2$, for $0 \neq \mu \in \mathbb{R}$. If we use the inequality (4.11), we have

$$|x^*_1| \cdot \cos \theta < -\mu^2.$$
This is only valid in the event of \( \cos \theta = -\lambda^2 \). In that case, the following inequality

\[
|x_1^*| > \frac{\mu^2}{\lambda^2}
\]

is obtained. Thus, the geometric modelling of this situation is represented by Fig.4.

**Case 3.** Finally, let us take \( r^* = 0 \). From the inequality (4.11), we have

\[
|x_1^*| \cdot \cos \theta < 0.
\]

Similarly, this is only possible in case of \( \cos \theta = -\lambda^2 \). So,

\[
|x_1^*| > 0
\]

is obtained and the geometric modelling of this situation is showed in Fig.5.

**Conclusion 4.1.** Throughout this paper, the order relations on \( D \) is introduced with reference to the lexicographical order relation on the Cartesian product. According to this order relation on \( D \), the concepts of dual inner product, norm, and metric have been investigated. After that, by using the order relation, the notation of dual basis has been studied in detail and the geometric modelings for the open balls of \( D \) and \( D^2 \) have been given in the last section, respectively.
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