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#### Abstract

In this paper, we study the $m^{\text {th }}$-commutator and anti-commutator involving generalized derivations on some suitable subsets of rings. We attain the information about the structure of rings and the behaviour of the generalized derivation in the form of multiplication by some specific element of the Utumi quotient ring which satisfies certain differential identities.


Keywords: prime ring; Generalized derivation, Generalized polynomial identity.

## 1. Motivation

It was shown by Herstein [10] that if $d$ is a nonzero derivation of $\mathcal{R}$, a prime ring with a characteristic different from 2 such that $[d(x), d(y)]=0$ for all $x, y \in \mathcal{R}$, then $\mathcal{R}$ is commutative. Later, Bell and Daif [5] proved that if $\mathcal{R}$ is a semiprime ring, $\mathcal{I}$ is a nonzero right ideal of $\mathcal{R}$ and $d$ is a derivation of $\mathcal{R}$ such that $[d(x), d(y)]=[x, y]$ for all $x, y \in \mathcal{I}$, then $\mathcal{I} \subseteq \mathcal{Z}(\mathcal{R})$. Motivated by the above result, Huang [11] obtained the commutativity of prime ring $\mathcal{R}$ with characteristic different from 2 satisfies $[d(x), d(y)]_{m}=[x, y]^{n}$, for all $x, y \in \mathcal{I}$, a nonzero ideal of $\mathcal{R}$, where $1 \leq m, n \in$ $\mathbb{Z}^{+}$. In [2], Ashraf and Rehman studied anti-commutator involving derivation, i.e., $d(x) \circ d(y)=x \circ y$ and obtained the same conclusion.

On the other hand, Daif and Bell [7] proved that if $\mathcal{R}$ is a semiprime ring and $d$ is a nonzero derivation of $\mathcal{R}$ such that $d([x, y])=[x, y]$ for all $x, y \in \mathcal{R}$, then $\mathcal{R}$ is commutative. In this direction, Ashraf and Rehman [2] discussed the commutativity of prime ring $\mathcal{R}$ whenever $\mathcal{R}$ satisfies $d(x \circ y)=x \circ y$ for all $x, y \in \mathcal{I}$, a nonzero ideal of $\mathcal{R}$. In recent years, several algebraist studied various generalizations of above mentioned identities and obtained the structure of rings and behaviour of derivations and generalized derivations on rings (see $[1,8,12,19,20,21]$ and references therein).

[^0]In this note we shall examine the action of derivations and generalized derivations having $m$-th commutator and anti-commutator on prime rings. More precisely, we study the differential identities which involves both commutator and anticommutator on some appropriate subset of rings and obtain the information about the structure of rings and the behaviour of generalized derivation in the form of multiplication by some specific element of Utumi quotient ring.

Throughout this note, unless specifically stated, $\mathcal{R}$ denotes a prime ring, i.e., for $a, b \in \mathcal{R}, a \mathcal{R} b=(0)$ implies that either $a=0$ or $b=0$. A ring $\mathcal{R}$ is said to be a left (right) faithful ring if for $a \in \mathcal{R}, a \mathcal{R}=(0)(\mathcal{R} a=(0)$ resp.) implies $a=0$. For a left faithful ring $\mathcal{R}$, the right Utumi quotient ring of $\mathcal{R}$ can be characterized as the ring $\mathcal{U}_{r}(\mathcal{R})$ (up to isomorphisms fixing $\mathcal{R}$ ) satisfying the following properties: (1) $\mathcal{R}$ is a subring of $\mathcal{U}_{r}(\mathcal{R}) ;(2)$ For each $a \in \mathcal{U}_{r}(\mathcal{R})$, there exists a dense right ideal $\rho$ of $\mathcal{R}$ such that $a \rho \subseteq \mathcal{R}$; (3) If $a \in \mathcal{U}_{r}(\mathcal{R})$ and $a \rho=0$ for some dense right ideal $\rho$ of $\mathcal{R}$, then $a=0$; (4) For any dense right ideal $\rho$ of $\mathcal{R}$ and for any right $\mathcal{R}$-module $\operatorname{map} \varphi: \rho_{\mathcal{R}} \rightarrow \mathcal{R}_{\mathcal{R}}$, there exists $a \in \mathcal{U}_{r}(\mathcal{R})$ such that $\varphi(x)=a x$ for all $x \in \rho$. Analogously, for a right faithful ring $\mathcal{R}$ we may define $\mathcal{U}_{l}(\mathcal{R})$ the left Utumi quotient ring of $\mathcal{R}$ in terms of dense left ideals of $\mathcal{R}$. Let $\mathcal{R}$ be a left and right faithful ring. The two-sided Utumi quotient ring $\mathcal{U}$ of $\mathcal{R}$ is the subring of $\mathcal{U}_{r}(\mathcal{R})$ defined as follows: $\mathcal{U}=\left\{x \in U_{r}(\mathcal{R}) \mid \lambda x \subseteq \mathcal{R}\right.$ for some dense left ideal $\lambda$ of $\left.\mathcal{R}\right\}$. In [6, Theorem 2], Chuang proved that if $\mathcal{R}$ is a prime ring, then each dense right ideal and $\mathcal{U}$ satisfy the same generalized polynomial identities (GPIs) with coefficients in $\mathcal{U}$. In any case, when $\mathcal{R}$ is a prime ring, all we need about $\mathcal{U}$ is that (1) $\mathcal{R} \subseteq \mathcal{U}$; (2) $\mathcal{U}$ is a prime ring; (3) The center of $\mathcal{U}$, denoted by $\mathcal{C}$, is a field which is called the extended centroid of $\mathcal{R}$. The axiomatic formulations and the properties of this quotient ring $\mathcal{U}$ can be found in [3]. For any $x, y \in \mathcal{R}$, the symbol $[x, y]$ and $x \circ y$ stands for the commutator $x y-y x$ and anti-commutator $x y+y x$, respectively. we set $x \circ_{0} y=x, x \circ_{1} y=x \circ y=x y+y x$, and inductively $x \circ_{m} y=\left(x \circ_{m-1} y\right) \circ y$ for $m>1$. Again we set $[x, y]_{0}=x,[x, y]_{1}=[x, y]=x y-y x$ and inductively $[x, y]_{m}=\left[[x, y]_{m-1}, y\right]$ for $m>1$. An additive mapping $d: \mathcal{R} \rightarrow \mathcal{R}$ is called a derivation on $\mathcal{R}$ if $d(x y)=d(x) y+x d(y)$ holds for all $x, y \in R$. In particular, $d$ is an inner derivation induced by an element $q \in \mathcal{R}$ if $d(x)=[q, x]$ holds for all $x \in \mathcal{R}$. An additive mapping $F: \mathcal{R} \rightarrow \mathcal{R}$ is called generalized derivation of $\mathcal{R}$ if there exists a derivation $d$ of $\mathcal{R}$ such that $F(x y)=F(x) y+x d(y)$ for all $x, y \in R$.

## 2. Main results

We begin our discussion with the following remark as it is very crucial in developing the proof for our main results.

Remark 2.1. ([4, Lemma 7.1]) Let ${ }_{\mathcal{D}} \mathcal{M}$ be a left vector space over a division ring $\mathcal{D}$ with $\operatorname{dim}_{\mathcal{D}} \mathcal{M} \geq 2$ and $\mathcal{T} \in \operatorname{End}(\mathcal{M})$. If $x$ and $\mathcal{T} x$ are $\mathcal{D}$-dependent for every $x \in \mathcal{M}$, then there exists $\lambda \in \mathcal{D}$ such that $\mathcal{T} x=\lambda x$ for all $x \in \mathcal{M}$.

Now we prove our main results.

Theorem 2.1. Let $1 \leq m, n \in \mathbb{Z}^{+}$. Next, let $\mathcal{R}$ be a prime ring of characteristic different from $2, \mathcal{I}$ be a nonzero ideal of $\mathcal{R}$ and $F$ be a nonzero generalized derivation associated with a derivation $d$ of $R$. If $F\left([x, y]_{m}\right)=d(x) \circ_{n} d(y)$ for all $x, y \in \mathcal{I}$, then either $R$ is commutative or $d=0$ and there exist $a \in \mathcal{U}$ such that $F(x)=a x$ for all $x \in R$.

Proof. By [16, Theorem 3], there exists an element $a \in \mathcal{U}$ and a derivation $d$ on $\mathcal{U}$ such that $F(x)=a x+d(x)$ for all $x \in \mathcal{R}$. In view of our hypothesis, we have $a\left([x, y]_{m}\right)+d\left([x, y]_{m}\right)=d(x) \circ_{n} d(y)$ which is rewritten as

$$
\begin{aligned}
a\left([x, y]_{m}\right) & +\sum_{k=1}^{m}(-1)^{k}\binom{m}{k}\left(\sum_{i+j=k-1} y^{i} d(y) y^{j}\right) x y^{m-k} \\
& +\sum_{k=0}^{m}(-1)^{k}\binom{m}{k} y^{k} d(x) y^{m-k} \\
& +\sum_{k=0}^{m-1}(-1)^{k}\binom{m}{k} y^{k} x\left(\sum_{r+s=m-k-1} y^{r} d(y) y^{s}\right)=d(x) \circ_{n} d(y)
\end{aligned}
$$

for all $x, y \in \mathcal{I}$. In the light of Kharchenko's theory [14], we split our proof into two cases. Firstly, we assume that $d$ is an $\mathcal{U}$-inner derivation induced by an element $q \in \mathcal{U}$, i.e., $d(x)=[q, x]$ for all $x \in \mathcal{R}$, then we have $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=$ $[[q, x],[q, y]]_{n}$ for all $x, y \in \mathcal{I}$. By Chuang [6, Theorem 1], the last identity is also satisfied by $\mathcal{U}$. If $q \in C$, then $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=[[q, x],[q, y]]_{n}$ reduces to $a\left(x \circ_{m} y\right)=0$ for all $x, y \in \mathcal{U}$. This a polynomial identity and by Lanski[15, Lemma 2], there exists a field $\mathbb{F}$ such that $\mathcal{U} \subseteq \mathcal{M}_{k}(\mathbb{F})$, the ring of $k \times k$ matrices over a field $\mathbb{F}$, where $k \geq 1$. Moreover, $\mathcal{U}$ and $\mathcal{M}_{k}(\mathbb{F})$ satisfy the same polynomial identity $[15$, Lemma 1], i.e., $a\left(x \circ_{m} y\right)=0$ for all $x, y \in \mathcal{M}_{k}(\mathbb{F})$. Now, we assuming $x=e_{12}$ and $y=e_{22}$, we have $0=a e_{12}$ which implies that $a_{11}=a_{21}=0$. Similarly, assuming $x=e_{21}$ and $y=e_{11}$ we can prove that $a_{22}=a_{12}=0$, i.e., $a=0$. Thus in all, $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=[[q, x],[q, y]]_{n}$ is a non-trivial generalized polynomial identity (GPI) as $q \notin \mathcal{C}$. If the center $\mathcal{C}$ of $\mathcal{U}$ is infinite, then we have $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=\left[[q, x],[q, y]_{n}\right.$ for all $x, y \in \mathcal{U} \otimes_{\mathcal{C}} \overline{\mathcal{C}}$, where $\overline{\mathcal{C}}$ is algebraic closure of $\mathcal{C}$. Since both $\mathcal{U}$ and $\mathcal{U} \otimes_{\mathcal{C}} \overline{\mathcal{C}}$ are prime and centrally closed [9, Theorem 2.5 and Theorem 3.5], we may replace $\mathcal{R}$ by $\mathcal{U}$ or $\mathcal{U} \otimes_{\mathcal{C}} \overline{\mathcal{C}}$ according as $\mathcal{C}$ is finite or infinite. Thus, we may assume that $\mathcal{R}$ is centrally closed over $\mathcal{C}$ (i.e., $\mathcal{R C}=\mathcal{R}$ ) which is either finite or algebraically closed and $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=[[q, x],[q, y]]_{n}$ for all $x, y \in \mathcal{R}$. By Martindale [17, Theorem 3], $\mathcal{R C}$ (and so $\mathcal{R}$ ) is a primitive ring having nonzero socle $\mathcal{H}$ with $\mathcal{C}$ as the associated division ring. Hence, by Jacobson's theorem [13, p.75], $\mathcal{R}$ is isomorphic to a dense ring of linear transformations of some vector space $\mathcal{V}$ over $\mathcal{C}$ and $\mathcal{H}$ consists of finite rank linear transformations in $\mathcal{R}$. If $\mathcal{V}$ is finite dimensional over $\mathcal{C}$, then the density of $\mathcal{R}$ on $\mathcal{V}$ implies that $\mathcal{R} \cong \mathcal{M}_{m}(\mathcal{C})$, where $m=\operatorname{dim}_{\mathcal{C}} \mathcal{V}$.

Suppose that $\operatorname{dim}_{\mathcal{C}} \mathcal{V} \geq 3$ such that $v$ and $q v$ are linearly $\mathcal{C}$-independent for all $v \in \mathcal{V}$. By density of $\mathcal{R}$, there exists $u \in \mathcal{V}$ such that $v, q v$ and $u$ are linearly
$\mathcal{C}$-independent and $x, y \in \mathcal{R}$ such that

$$
\begin{array}{ll}
x v=0, & x q v=-u, \\
y v=0, & y q v=v, \quad x q u=0 \\
y v, & y u=0, \quad y q u=-u .
\end{array}
$$

Applying density theorem, we see that

$$
0=\left(a\left([x, y]_{m}\right)+[q, x] \circ_{m}[q, y]-\left[q,[x, y]_{n}\right]\right) v=2^{m} u,
$$

a contradiction, as $\operatorname{char}(\mathcal{R}) \neq 2$. Hence, we conclude that $\{v, q v\}$ is linearly $\mathcal{C}$ dependent for all $v \in \mathcal{V}$. Thus, by Remark 2.1, there exists $\lambda \in \mathcal{C}$ such that $q v=v \lambda$ for any $v \in \mathcal{V}$.

For $r \in \mathcal{R}, v \in \mathcal{V}$, we can write, $q v=v \lambda, r(q v)=r(v \lambda)$, and also $q(r v)=(r v) \lambda$. Thus $0=[q, r] v$ for any $v \in \mathcal{V}$, i.e., $[q, r] \mathcal{V}=0$. Since $\mathcal{V}$ is a left faithful irreducible $\mathcal{R}$-module, we have $[q, r]=0$ for all $r \in \mathcal{R}$, i.e., $q \in Z(\mathcal{R})$ which gives $d=0$ and hence $F(x)=a x$ for all $x \in \mathcal{R}$.

Now suppose that $\operatorname{dim}_{\mathcal{C}} \mathcal{V} \leq 2$. In this case $\mathcal{R}$ is a simple GPI-ring with 1 and so it is a central simple algebra finite dimensional over its center. By Lanski[15, Lemma 2], it follows that there exists a suitable field $\mathbb{F}$ such that $\mathcal{R} \subseteq \mathcal{M}_{m}(\mathbb{F})$ the ring of $m \times m$ matrices over $\mathbb{F}$ and moreover, $\mathcal{M}_{m}(\mathbb{F})$ satisfy the same GPI as $\mathcal{R}$. Assume $m \geq 3$, then by the same argument as above we get the conclusion. Obviously if $m=1$, then $\mathcal{R}$ is commutative. Thus we may assume that $m=2$, i.e., $\mathcal{R} \subseteq \mathcal{M}_{2}(\mathbb{F})$, where $\mathcal{M}_{2}(\mathbb{F})$ satisfies $a\left([x, y]_{m}\right)+[q, x] \circ_{m}[q, y]-\left[q,[x, y]_{n}\right]=$ 0 . Denote by $e_{i j}$ the usual unit matrix with 1 at $(i, j)$-entry and zero elsewhere. By putting $x=y=e_{12}$ and $q=\sum_{i, j} q_{i j} e_{i j}$ in the above identity and then right multiplying by $e_{12}$, one can easily get $\left(e_{12} q\right)^{m+1} e_{12}=0$. It follows easily that $\left(\begin{array}{cc}0 & q_{21}^{m+1} \\ 0 & 0\end{array}\right)=0$ implies that $q_{21}=0$. Similarly we can get $q_{12}=0$. Thus in all, we see that $q$ is a diagonal matrix in $\mathcal{M}_{2}(\mathbb{F})$. Let $\psi \in \operatorname{Aut}\left(\mathcal{M}_{2}(\mathbb{F})\right)$. Since $\psi(a)\left([\psi(x), \psi(y)]_{m}\right)+[\psi(q), \psi(x)] \circ_{m}[\psi(q), \psi(y)]-\left[\psi(q),[\psi(x), \psi(y)]_{n}\right]=0, \psi(q)$ must be a diagonal matrix in $\mathcal{M}_{2}(\mathbb{F})$. In particular, let $\psi(x)=\left(1-e_{i j}\right) x\left(1+e_{i j}\right)$ for $i \neq j$. Then $\psi(q)=q+\left(q_{i i}-q_{j j}\right) e_{i j}$, i.e., $q_{i i}=q_{j j}$ for $i \neq j$. This implies that $q$ is central in $\mathcal{M}_{2}(\mathbb{F})$, which leads to $d=0$. Now lastly, we assume that $d$ is $\mathcal{U}$-outer derivation, then $\mathcal{I}$ satisfies the polynomial identity

$$
\begin{aligned}
a\left([x, y]_{m}\right) & +\sum_{k=1}^{m}(-1)^{k}\binom{m}{k}\left(\sum_{i+j=k-1} y^{i} z y^{j}\right) x y^{m-k}+\sum_{k=0}^{m}(-1)^{k}\binom{m}{k} y^{k} w y^{m-k} \\
& +\sum_{k=0}^{m-1}(-1)^{k}\binom{m}{k} y^{k} x\left(\sum_{r+s=m-k-1} y^{r} z y^{s}\right)=w \circ_{n} z
\end{aligned}
$$

for all $x, y, z, w \in \mathcal{I}$. In particular, if we take $x=z=0$, then $\mathcal{I}$ satisfies the polynomial identity

$$
\sum_{k=0}^{m}(-1)^{k}\binom{m}{k} y^{k} w y^{m-k}=0
$$

for all $y, w \in \mathcal{I}$. That is, $[w, y]_{m}=0$ for all $w, y \in \mathcal{I}$, which can be written as $\left[\mathcal{I}_{w}(y), y\right]_{m-1}=0$ for all $w, y \in \mathcal{I}$, where $\mathcal{I}_{w}(y)$ is an inner derivation determined by $w$. By Lanski [15, Theorem 1], either $R$ is commutative or $\mathcal{I}_{w}=0$ i.e., $\mathcal{I} \subseteq Z(\mathcal{R})$ in which case $\mathcal{R}$ is also commutative by Mayne [18, Lemma 3].

Theorem 2.2. Let $1 \leq m, n \in \mathbb{Z}^{+}$. Next, let $\mathcal{R}$ be a prime ring of characteristic different from $2, \mathcal{I}$ be a nonzero ideal of $\mathcal{R}$ and $F$ be a nonzero generalized derivation associated with a derivation d of $R$. If $F\left(x \circ_{m} y\right)=[d(x), d(y)]_{n}$ for all $x, y \in \mathcal{I}$, then either $R$ is commutative or $d=0$ and there exists $a \in \mathcal{U}$ such that $F(x)=a x$ for all $x \in \mathcal{R}$.

Proof. By the given hypothesis and [16, Theorem 3], we have $a\left(x \circ_{m} y\right)+d\left(x \circ_{m} y\right)=$ $[d(x), d(y)]_{n}$ which is rewritten as

$$
\begin{aligned}
a\left(x \circ_{m} y\right) & +\sum_{k=1}^{m}\binom{m}{k}\left(\sum_{i+j=k-1} y^{i} d(y) y^{j}\right) x y^{m-k}+\sum_{k=0}^{m}\binom{m}{k} y^{k} d(x) y^{m-k} \\
& +\sum_{k=0}^{m-1}\binom{m}{k} y^{k} x\left(\sum_{r+s=m-k-1} y^{r} d(y) y^{s}\right)=[d(x), d(y)]_{n}
\end{aligned}
$$

for all $x, y \in \mathcal{I}$. In view of Kharchenko's theory [14], we divide the proof into two cases:

Case 1. If $d$ is $\mathcal{U}$-outer, then $\mathcal{I}$ satisfies the polynomial identity

$$
\begin{aligned}
a\left(x \circ_{m} y\right) & +\sum_{k=1}^{m}\binom{m}{k}\left(\sum_{i+j=k-1} y^{i} z y^{j}\right) x y^{m-k}+\sum_{k=0}^{m}\binom{m}{k} y^{k} w y^{m-k} \\
& +\sum_{k=0}^{m-1}\binom{m}{k} y^{k} x\left(\sum_{r+s=m-k-1} y^{r} z y^{s}\right)=[w, z]_{n}
\end{aligned}
$$

for all $x, y, z, w \in \mathcal{I}$. In particular if we take $x=z=0$, then $\mathcal{I}$ satisfies the polynomial identity

$$
\sum_{k=0}^{m}\binom{m}{k} y^{k} w y^{m-k}=0
$$

for all $y, w \in \mathcal{I}$. That is $w \circ_{m} y=0$ for all $w, y \in \mathcal{I}$. Using the same argument as used in Theorem 2.1 and by choosing $w=e_{12}, y=e_{11}$, we see that $w \circ_{m} y=e_{12} \neq 0$, a contradiction.

Case 2. If $d$ is $\mathcal{U}$-inner derivation induced by an element $q \in \mathcal{U}$, i.e., $d(x)=[q, x]$ for all $x \in \mathcal{R}$, then we have $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=[[q, x],[q, y]]_{n}$ for all $x, y \in \mathcal{I}$. By Chuang [6, Theorem 1], $\mathcal{I}$ and $\mathcal{U}$ satisfy same generalized polynomial identities (GPIs), i.e., $a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=[[q, x],[q, y]]_{n}$ for all $x, y \in \mathcal{U}$. Using the similar techniques with necessary variations as used in the proof of Theorem 2.1,
we see that if $\mathcal{V}$ is finite dimensional over $\mathcal{C}$, then the density of $\mathcal{R}$ on $\mathcal{V}$ implies that $\mathcal{R} \cong \mathcal{M}_{m}(\mathcal{C})$, where $m=\operatorname{dim}_{\mathcal{C}} \mathcal{V}$.

Suppose that $\operatorname{dim}_{\mathcal{C}} \mathcal{V} \geq 2$. Now, we want to show that $v$ and $q v$ are linearly $\mathcal{C}$-dependent for all $v \in \mathcal{V}$. If $q v=0$, then $\{v, q v\}$ is linearly $\mathcal{C}$-dependent. Suppose on the contrary that $v$ and $q v$ are linearly $\mathcal{C}$-independent for some $v \in \mathcal{V}$.

If $q^{2} v \notin \operatorname{Span}_{\mathcal{C}}\{v, q v\}$, then the set $\left\{v, q v, q^{2} v\right\}$ is linearly $\mathcal{C}$-independent. Since $v$ and $q v$ are linearly $\mathcal{C}$-independent, by the density of $\mathcal{R}$, there exist $x, y \in \mathcal{R}$ such that

$$
\begin{aligned}
& x v=v, \quad x q v=0, \quad x q^{2} v=0 ; \\
& y v=0, \quad y q v=-v, \quad y q^{2} v=0 .
\end{aligned}
$$

When $m=n=1$, then we see that

$$
0=\left(a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]-[[q, x],[q, y]]_{n}\right) v=2 q v-v .
$$

Moreover, when $m, n>1$, we have

$$
0=\left(a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]=[[q, x],[q, y]]_{n}\right) v=2^{m} q v .
$$

In both the cases we get a contradiction as characteristic of $\mathcal{R}$ is different from 2 .
If $q^{2} v \in \operatorname{Span}_{\mathcal{C}}\{v, q v\}$, then $q^{2} v=v \beta+q v \gamma$ for some $\beta, \gamma \in \mathcal{C}$. By the density of $\mathcal{R}$, there exist $x, y \in \mathcal{R}$ such that

$$
\begin{array}{ll}
x v=v, & x q v=0 \\
y v=0, & y q v=-v .
\end{array}
$$

For this, first we take $m=n=1$, we see that

$$
0=\left(a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]-[[q, x],[q, y]]_{n}\right) v=2 q v-v \gamma-v
$$

Now, when $m, n>1$, we have

$$
0=\left(a\left(x \circ_{m} y\right)+\left[q, x \circ_{m} y\right]-[[q, x],[q, y]]_{n}\right) v=2^{m} q v-2^{m-1} v \gamma
$$

Using an argument similar to that mentioned above, we get a contradiction in both cases. So, we conclude that $\{v, q v\}$ is linearly $\mathcal{C}$-dependent for all $v \in \mathcal{V}$. Thus, by Remark 2.1, there exists $\lambda \in \mathcal{C}$ such that $q v=v \lambda$ for any $v \in \mathcal{V}$.

For $r \in \mathcal{R}, v \in \mathcal{V}$, we can write, $q v=v \lambda, r(q v)=r(v \lambda)$, and also $q(r v)=(r v) \lambda$. Thus $0=[q, r] v$ for any $v \in \mathcal{V}$, i.e., $[q, r] \mathcal{V}=0$. Since $\mathcal{V}$ is a left faithful irreducible $\mathcal{R}$-module, we have $[q, r]=0$ for all $r \in \mathcal{R}$, i.e., $\quad q \in Z(\mathcal{R})$ and hence $d=0$. This completes the proof.

In view of Theorem 2.1 and Theorem 2.2, we can write the following corollaries (proofs are omitted for sake of brevity)

Corollary 2.1. Let $1 \leq m \in \mathbb{Z}^{+}$. Next, let $\mathcal{R}$ be a prime ring of a characteristic different from $2, \mathcal{I}$ be a nonzero ideal of $\mathcal{R}$ and $d$ be a derivation of $R$. If $d(x) \circ_{m}$ $d(y)=0$ for all $x, y \in \mathcal{I}$, then either $R$ is commutative or $d=0$.

Corollary 2.2. Let $1 \leq m \in \mathbb{Z}$. Next, let $\mathcal{R}$ be a prime ring of a characteristic different from $2, \mathcal{I}$ be a nonzero ideal of $\mathcal{R}$ and $d$ be a derivation of $R$. If $[d(x) \circ$ $d(y)]_{m}=0$ for all $x, y \in \mathcal{I}$, then either $R$ is commutative or $d=0$.
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#### Abstract

In this paper, we establish sharp maximal function inequalities for the Toeplitz-type operator associated with the singular integral operator with a variable Calderón-Zygmund kernel. As an application, we obtain the boundedness of the operator on Lebesgue, Morrey and Triebel-Lizorkin spaces.
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## 1. Introduction and Preliminaries

As the development of singular integral operators(see [6, 21]), their commutators have been well studied. In $[3,19,20]$, the authors prove that the commutators generated by singular integral operators and $B M O$ functions are bounded on $L^{p}\left(R^{n}\right)$ for $1<p<\infty$. Chanillo (see [2]) proves a similar result when singular integral operators are replaced by fractional integral operators. In [7, 16], the boundedness for the commutators generated by singular integral operators and Lipschitz functions on Triebel-Lizorkin and $L^{p}\left(R^{n}\right)(1<p<\infty)$ spaces are obtained. In [1], Calderón and Zygmund introduce some singular integral operators with a variable kernel and discuss their boundedness. In [11, 12, 13, 22], the authors obtain the boundedness for the commutators generated by singular integral operators with a variable kernel and $B M O$ functions. In [14], the authors prove the boundedness for the multilinear oscillatory singular integral operators generated by operators and $B M O$ functions. In $[8,9]$, some Toeplitz-type operators associated with singular integral operators and strongly singular integral operators are introduced, and the boundedness for the operators generated by $B M O$ and Lipschitz functions are obtained. In this paper, we will study the Toeplitz-type operator generated by the singular integral operator with a variable Calderón-Zygmund kernel and Lipschitz and BMO functions.

[^1]First, let us introduce some notations. Throughout this paper, $Q$ will denote a cube of $R^{n}$ with sides parallel to the axes. For any locally integrable function $f$, the sharp maximal function of $f$ is defined by

$$
M^{\#}(f)(x)=\sup _{Q \ni x} \frac{1}{|Q|} \int_{Q}\left|f(y)-f_{Q}\right| d y
$$

where, and in what follows, $f_{Q}=|Q|^{-1} \int_{Q} f(x) d x$. It is well-known that (see [6, 21])

$$
M^{\#}(f)(x) \approx \sup _{Q \ni x} \inf _{c \in C} \frac{1}{|Q|} \int_{Q}|f(y)-c| d y .
$$

We say that $f$ belongs to $B M O\left(R^{n}\right)$ if $M^{\#}(f)$ belongs to $L^{\infty}\left(R^{n}\right)$ and define $\|f\|_{B M O}=\left\|M^{\#}(f)\right\|_{L^{\infty}}$. It has been known that (see [21])

$$
\left\|f-f_{2^{k} Q}\right\|_{B M O} \leqslant C k\|f\|_{B M O}
$$

Let

$$
M(f)(x)=\sup _{Q \ni x} \frac{1}{|Q|} \int_{Q}|f(y)| d y
$$

For $\eta>0$, let $M_{\eta}(f)(x)=M\left(|f|^{\eta}\right)^{1 / \eta}(x)$.
For $0<\eta<n$ and $1 \leq r<\infty$, set

$$
M_{\eta, r}(f)(x)=\sup _{Q \ni x}\left(\frac{1}{|Q|^{1-r \eta / n}} \int_{Q}|f(y)|^{r} d y\right)^{1 / r}
$$

The $A_{p}$ weight is defined by (see [6])
$A_{p}=\left\{w \in L_{l o c}^{1}\left(R^{n}\right): \sup _{Q}\left(\frac{1}{|Q|} \int_{Q} w(x) d x\right)\left(\frac{1}{|Q|} \int_{Q} w(x)^{-1 /(p-1)} d x\right)^{p-1}<\infty\right\}$,
$1<p<\infty$. and

$$
A_{1}=\left\{w \in L_{l o c}^{p}\left(R^{n}\right): M(w)(x) \leqslant C w(x), a . e .\right\}
$$

For $\beta>0$ and $p>1$, let $\dot{F}_{p}^{\beta, \infty}\left(R^{n}\right)$ be a homogeneous Triebel-Lizorkin space(see [16]).

For $\beta>0$, the Lipschitz space $\operatorname{Lip}_{\beta}\left(R^{n}\right)$ is the space of functions $f$ such that

$$
\|f\|_{L i p_{\beta}}=\sup _{\substack{x, y \in R^{n} \\ x \neq y}} \frac{|f(x)-f(y)|}{|x-y|^{\beta}}<\infty
$$

Definition 1. Let $\varphi$ be a positive, increasing function on $R^{+}$and there exists a constant $D>0$ such that

$$
\varphi(2 t) \leqslant D \varphi(t) \text { for } t \geqslant 0
$$

Let $f$ be a locally integrable function on $R^{n}$. Set, for $1 \leqslant p<\infty$,

$$
\|f\|_{L^{p, \varphi}}=\sup _{x \in R^{n}, d>0}\left(\frac{1}{\varphi(d)} \int_{Q(x, d)}|f(y)|^{p} d y\right)^{1 / p}
$$

where $Q(x, d)=\left\{y \in R^{n}:|x-y|<d\right\}$. The generalized Morrey space is defined by

$$
L^{p, \varphi}\left(R^{n}\right)=\left\{f \in L_{l o c}^{1}\left(R^{n}\right):\|f\|_{L^{p, \varphi}}<\infty\right\}
$$

If $\varphi(d)=d^{\delta}, \delta>0$, then $L^{p, \varphi}\left(R^{n}\right)=L^{p, \delta}\left(R^{n}\right)$, which is the classical Morrey spaces (see [17, 18]). If $\varphi(d)=1$, then $L^{p, \varphi}\left(R^{n}\right)=L^{p}\left(R^{n}\right)$, which is the Lebesgue spaces.

As the Morrey space may be considered as an extension of the Lebesgue space, it is natural and important to study the boundedness of the operator on the Morrey spaces (see $[4,5,10,15]$ ).

In this paper, we will study some singular integral operators as follows(see [1]).
Definition 2. Let $K(x)=\Omega(x) /|x|^{n} \quad: \quad R^{n} \backslash\{0\} \rightarrow R . K$ is said to be a Calderón-Zygmund kernel if
(a) $\Omega \in C^{\infty}\left(R^{n} \backslash\{0\}\right)$;
(b) $\Omega$ is homogeneous of degree zero;
(c) $\int_{\Sigma} \Omega(x) x^{\alpha} d \sigma(x)=0$ for all multi-indices $\alpha \in(N \cup\{0\})^{n}$ with $|\alpha|=N$, where $\Sigma=\left\{x \in R^{n}:|x|=1\right\}$ is the unit sphere of $R^{n}$.

Definition 3. Let $K(x, y)=\Omega(x, y) /|y|^{n}: R^{n} \times\left(R^{n} \backslash\{0\}\right) \rightarrow R . K$ is said to be a variable Calderón-Zygmund kernel if
(d) $K(x, \cdot)$ is a Calderón-Zygmund kernel for a.e. $x \in R^{n}$;
(e) $\max _{|\gamma| \leq 2 n}\left\|\frac{\partial^{\gamma}}{\partial^{\gamma} y} \Omega(x, y)\right\|_{L^{\infty}\left(R^{n} \times \Sigma\right)}=M<\infty$.

Moreover, let $b$ be a locally integrable function on $R^{n}$ and $T$ be a singular integral operator with a variable Calderón-Zygmund kernel as

$$
T(f)(x)=\int_{R^{n}} K(x, x-y) f(y) d y
$$

where $K(x, x-y)=\frac{\Omega(x, x-y)}{|x-y|^{n}}$ and that $\Omega(x, y) /|y|^{n}$ is a variable Calderón-Zygmund kernel. The Toeplitz-type operator associated with $T$ is defined by

$$
T_{b}=\sum_{k=1}^{m}\left(T^{k, 1} M_{b} I_{\alpha} T^{k, 2}+T^{k, 3} I_{\alpha} M_{b} T^{k, 4}\right)
$$

where $T^{k, 1}$ is the singular integral operator with a variable Calderón-Zygmund kernel $T$ or $\pm I$ (the identity operator), $T^{k, 2}$ and $T^{k, 4}$ are linear operators, $T^{k, 3}= \pm I$, $k=1, \ldots, m, M_{b}(f)=b f$ and $I_{\alpha}$ is the fractional integral operator $(0<\alpha<n)$ (see [2]).

Note that the commutator $[b, T](f)=b T(f)-T(b f)$ is a particular operator of the Toeplitz-type operator $T_{b}$. The Toeplitz-type operator $T_{b}$ are non-trivial
generalizations of the commutator. It is well known that commutators are of great interest in harmonic analysis and have been widely studied by many authors (see $[19,20])$. The main purpose of this paper is to prove sharp maximal inequalities for the Toeplitz-type operator $T_{b}$. As the application, we obtain the $L^{p}$-norm inequality, Morrey and Triebel-Lizorkin spaces boundedness for the Toeplitz-type operator $T_{b}$.

## 2. Theorems and Lemmas

We shall prove the following theorems.
Theorem 1. Let $T$ be a singular integral operator as Definition 3, $0<\beta<1$, $1<s<\infty$ and $b \in \operatorname{Lip}_{\beta}\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<u<\infty)$, then there exists a constant $C>0$ such that, for any $f \in C_{0}^{\infty}\left(R^{n}\right)$ and $\tilde{x} \in R^{n}$,

$$
M^{\#}\left(T_{b}(f)\right)(\tilde{x}) \leq C\|b\|_{L i p_{\beta}} \sum_{k=1}^{m}\left(M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})+M_{\beta+\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})\right)
$$

Theorem 2. Let $T$ be a singular integral operator as Definition 3, $0<\beta<1$, $1<s<\infty$ and $b \in \operatorname{Lip}_{\beta}\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<u<\infty)$, then there exists a constant $C>0$ such that, for any $f \in C_{0}^{\infty}\left(R^{n}\right)$ and $\tilde{x} \in R^{n}$,

$$
\begin{aligned}
\sup _{Q \ni \tilde{x}} \inf _{c \in R^{n}} \frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|T_{b}(f)(x)-c\right| d x & \leqslant C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m}\left(M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})\right. \\
& \left.+M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})\right)
\end{aligned}
$$

Theorem 3. Let $T$ be a singular integral operator as Definition 3, $1<s<\infty$ and $b \in B M O\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<u<\infty)$, then there exists a constant $C>0$ such that, for any $f \in C_{0}^{\infty}\left(R^{n}\right)$ and $\tilde{x} \in R^{n}$,

$$
M^{\#}\left(T_{b}(f)\right)(\tilde{x}) \leq C\|b\|_{B M O} \sum_{k=1}^{m}\left(M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})+M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})\right)
$$

Theorem 4. Let $T$ be a singular integral operator as Definition 3, $0<\beta<1$, $1<p<n /(\alpha+\beta), 1 / q=1 / p-(\alpha+\beta) / n$ and $b \in \operatorname{Lip}_{\beta}\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<u<\infty)$ and $T^{k, 2}$ and $T^{k, 4}$ are bounded operators on $L^{p}\left(R^{n}\right)$ for $1<p<\infty, k=1, \ldots, m$, then $T_{b}$ is bounded from $L^{p}\left(R^{n}\right)$ to $L^{q}\left(R^{n}\right)$.

Theorem 5. Let $T$ be a singular integral operator as Definition 3, $0<\beta<1$, $1<p<n /(\alpha+\beta), 1 / q=1 / p-(\alpha+\beta) / n, 0<D<2^{n}$ and $b \in \operatorname{Lip}_{\beta}\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<u<\infty)$ and $T^{k, 2}$ and $T^{k, 4}$ are bounded operators on $L^{p, \varphi}\left(R^{n}\right)$ for $1<p<\infty, k=1, \ldots, m$, then $T_{b}$ is bounded from $L^{p, \varphi}\left(R^{n}\right)$ to $L^{q, \varphi}\left(R^{n}\right)$.

Theorem 6. Let $T$ be a singular integral operator as Definition 3, $0<\beta<$ $1,1<p<n / \alpha, 1 / q=1 / p-\alpha / n$ and $b \in \operatorname{Lip}_{\beta}\left(R^{n}\right)$. If $T_{1}(g)=0$ for any
$g \in L^{u}\left(R^{n}\right)(1<u<\infty)$ and $T^{k, 2}$ and $T^{k, 4}$ are bounded operators on $L^{p}\left(R^{n}\right)$ for $1<p<\infty, k=1, \ldots, m$, then $T_{b}$ is bounded from $L^{p}\left(R^{n}\right)$ to $\dot{F}_{q}^{\beta, \infty}\left(R^{n}\right)$.

Theorem 7. Let $T$ be a singular integral operator as Definition 3, $1<p<$ $n / \alpha, 1 / q=1 / p-\alpha / n$ and $b \in B M O\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<$ $u<\infty)$ and $T^{k, 2}$ and $T^{k, 4}$ are bounded operators on $L^{p}\left(R^{n}\right)$ for $1<p<\infty$, $k=1, \ldots, m$, then $T_{b}$ is bounded from $L^{p}\left(R^{n}\right)$ to $L^{q}\left(R^{n}\right)$.

Theorem 8. Let $T$ be a singular integral operator as Definition 3, $0<D<$ $2^{n}, 1<p<n / \alpha, 1 / q=1 / p-\alpha / n$ and $b \in B M O\left(R^{n}\right)$. If $T_{1}(g)=0$ for any $g \in L^{u}\left(R^{n}\right)(1<u<\infty)$ and $T^{k, 2}$ and $T^{k, 4}$ are bounded operators on $L^{p, \varphi}\left(R^{n}\right)$ for $1<p<\infty, k=1, \ldots, m$, then $T_{b}$ is bounded from $L^{p, \varphi}\left(R^{n}\right)$ to $L^{q, \varphi}\left(R^{n}\right)$.

To prove the theorems, we need the following lemmas.
Lemma 1.(see [1]) Let $T$ be a singular integral operator as Definition 3. Then $T$ is bounded on $L^{p}\left(R^{n}\right)$ for $1<p<\infty$.

Lemma 2.(see [16]). For $0<\beta<1$ and $1<p<\infty$, we have

$$
\begin{aligned}
\|f\|_{\dot{F}_{p}^{\beta, \infty}} & \approx\left\|\sup _{Q \ni x} \frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|f(y)-f_{Q}\right| d y\right\|_{L^{p}} \\
& \approx\left\|\sup _{Q \ni x} \inf _{c} \frac{1}{|Q|^{1+\beta / n}} \int_{Q}|f(y)-c| d y\right\|_{L^{p}}
\end{aligned}
$$

where the sup is taken all cubes $Q$ containing $x \in R^{n}$.
Lemma 3. (see [6]). Let $0<p<\infty$ and $w \in \cup_{1 \leq r<\infty} A_{r}$. Then, for any smooth function $f$ for which the left-hand side is finite,

$$
\int_{R^{n}} M(f)(x)^{p} w(x) d x \leqslant C \int_{R^{n}} M^{\#}(f)(x)^{p} w(x) d x .
$$

Lemma 4. (see [2, 6]). Suppose that $0<\alpha<n, 1 \leq s<p<n / \alpha$ and $1 / q=$ $1 / p-\alpha / n$. Then

$$
\left\|I_{\alpha}(f)\right\|_{L^{q}} \leqslant C\|f\|_{L^{p}}
$$

and

$$
\left\|M_{\alpha, s}(f)\right\|_{L^{q}} \leqslant C\|f\|_{L^{p}}
$$

Lemma 5. Let $1<p<\infty, 0<D<2^{n}$. Then, for any smooth function $f$ for which the left-hand side is finite,

$$
\|M(f)\|_{L^{p, \varphi}} \leqslant C\left\|M^{\#}(f)\right\|_{L^{p, \varphi}}
$$

Proof. For any cube $Q=Q\left(x_{0}, d\right)$ in $R^{n}$, we know $M\left(\chi_{Q}\right) \in A_{1}$ for any cube $Q$ by [6]. Noticing that $M\left(\chi_{Q}\right) \leq 1$ and $M\left(\chi_{Q}\right)(x) \leq d^{n} /\left(\left|x-x_{0}\right|-d\right)^{n}$ if $x \in Q^{c}$, by Lemma 3, we have, for $f \in L^{p, \varphi}\left(R^{n}\right)$,

$$
\begin{aligned}
& \int_{Q} M(f)(x)^{p} d x=\int_{R^{n}} M(f)(x)^{p} \chi_{Q}(x) d x \\
\leqslant & \int_{R^{n}} M(f)(x)^{p} M\left(\chi_{Q}\right)(x) d x \leqslant C \int_{R^{n}} M^{\#}(f)(x)^{p} M\left(\chi_{Q}\right)(x) d x \\
\leqslant & C\left(\int_{Q} M^{\#}(f)(x)^{p} d x+\sum_{k=0}^{\infty} \int_{2^{k+1} Q \backslash 2^{k} Q} M^{\#}(f)(x)^{p} \frac{|Q|}{\left|2^{k+1} Q\right|} d x\right) \\
\leqslant & C\left\|M^{\#}(f)\right\|_{L^{p, \varphi}}^{p} \sum_{k=0}^{\infty} 2^{-k n} \varphi\left(2^{k+1} d\right) \\
\leqslant & C\left\|M^{\#}(f)\right\|_{L^{p, \varphi}}^{p} \sum_{k=0}^{\infty}\left(2^{-n} D\right)^{k} \varphi(d) \\
\leqslant & C\left\|M^{\#}(f)\right\|_{L^{p, \varphi}}^{p} \varphi(d),
\end{aligned}
$$

thus

$$
\left(\frac{1}{\varphi(d)} \int_{Q} M(f)(x)^{p} d x\right)^{1 / p} \leq C\left(\frac{1}{\varphi(d)} \int_{Q} M^{\#}(f)(x)^{p} d x\right)^{1 / p}
$$

and

$$
\|M(f)\|_{L^{p, \varphi}} \leqslant C\left\|M^{\#}(f)\right\|_{L^{p, \varphi}}
$$

This finishes the proof.
Lemma 6. Let $0<\alpha<n, 0<D<2^{n}, 1 \leqslant s<p<n / \alpha$ and $1 / q=1 / p-\alpha / n$. Then

$$
\left\|I_{\alpha}(f)\right\|_{L^{q, \varphi}} \leqslant C\|f\|_{L^{p, \varphi}}
$$

and

$$
\left\|M_{\alpha, s}(f)\right\|_{L^{r, \varphi}} \leqslant C\|f\|_{L^{p, \varphi}} .
$$

The proof of the Lemma is similar to that of Lemma 5 by Lemma 4, we omit the details.

## 3. Proofs of Theorems

Proof of Theorem 1. It suffices to prove for $f \in C_{0}^{\infty}\left(R^{n}\right)$ and some constant $C_{0}$, the following inequality holds:
$\frac{1}{|Q|} \int_{Q}\left|T_{b}(f)(x)-C_{0}\right| d x \leqslant C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m}\left(M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})+M_{\beta+\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})\right)$.
Without loss of generality, we may assume $T^{k, 1}$ are $T(k=1, \ldots, m)$. Fix a cube $Q=Q\left(x_{0}, d\right)$ and $\tilde{x} \in Q$. We write, by $T_{1}(g)=0$,

$$
\begin{aligned}
T_{b}(f)(x) & =\sum_{k=1}^{m} T^{k, 1} M_{b} I_{\alpha} T^{k, 2}(f)(x)+\sum_{k=1}^{m} T^{k, 3} I_{\alpha} M_{b} T^{k, 4}(f)(x) \\
& =A_{b}(x)+B_{b}(x)=A_{b-b_{Q}}(x)+B_{b-b_{Q}}(x),
\end{aligned}
$$

where

$$
\begin{aligned}
A_{b-b_{Q}}(x) & =\sum_{k=1}^{m} T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)+\sum_{k=1}^{m} T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{(2 Q) c}^{c}} I_{\alpha} T^{k, 2}(f)(x) \\
& =A_{1}(x)+A_{2}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
B_{b-b_{Q}}(x) & =\sum_{k=1}^{m} T^{k, 3} I_{\alpha} M_{\left(b-b_{Q}\right) \chi_{2 Q}} T^{k, 4}(f)(x)+\sum_{k=1}^{m} T^{k, 3} I_{\alpha} M_{\left(b-b_{Q}\right) \chi_{(2 Q) c}^{c}} T^{k, 4}(f)(x) \\
& =B_{1}(x)+B_{2}(x) .
\end{aligned}
$$

Then

$$
\begin{aligned}
\frac{1}{|Q|} \int_{Q}\left|A_{b-b_{Q}}(f)(x)-A_{2}\left(x_{0}\right)\right| d x & \leqslant \frac{1}{|Q|} \int_{Q}\left|A_{1}(x)\right| d x+\frac{1}{|Q|} \int_{Q}\left|A_{2}(x)-A_{2}\left(x_{0}\right)\right| d x \\
& =I_{1}+I_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{|Q|} \int_{Q}\left|B_{b-b_{Q}}(f)(x)-B_{2}\left(x_{0}\right)\right| d x & \leqslant \frac{1}{|Q|} \int_{Q}\left|B_{1}(x)\right| d x+\frac{1}{|Q|} \int_{Q}\left|B_{2}(x)-B_{2}\left(x_{0}\right)\right| d x \\
& =I_{3}+I_{4}
\end{aligned}
$$

For $I_{1}$, by Hölder's inequality and Lemma 1 , we obtain

$$
\begin{aligned}
& \frac{1}{|Q|} \int_{Q}\left|T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)\right| d x \\
\leqslant & \left(\frac{1}{|Q|} \int_{R^{n}}\left|T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)\right|^{s} d x\right)^{1 / s} \\
\leqslant & C|Q|^{-1 / s}\left(\int_{R^{n}}\left|M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)\right|^{s} d x\right)^{1 / s} \\
\leqslant & C|Q|^{-1 / s}\left(\int_{2 Q}\left(\left|b(x)-b_{Q}\right|\left|I_{\alpha} T^{k, 2}(f)(x)\right|\right)^{s} d x\right)^{1 / s} \\
\leqslant & C|Q|^{-1 / s}| | b \|_{L i p_{\beta}}|2 Q|^{\beta / n}|2 Q|^{1 / s-\beta / n}\left(\frac{1}{|2 Q|^{1-s \beta / n}} \int_{2 Q}\left|I_{\alpha} T^{k, 2}(f)(x)\right|^{s} d x\right)^{1 / s} \\
\leqslant & C\left||b|_{L i p_{\beta}} M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}),\right.
\end{aligned}
$$

thus

$$
\begin{aligned}
I_{1} & \leq \sum_{k=1}^{m} \frac{1}{|Q|} \int_{R^{n}}\left|T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)\right| d x \\
& \leq C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m} M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})
\end{aligned}
$$

For $I_{2}$, by [1][14], we know that

$$
T(f)(x)=\sum_{u=1}^{\infty} \sum_{v=1}^{g_{u}} a_{u v}(x) \int_{R^{n}} \frac{Y_{u v}(x-y)}{|x-y|^{n}} f(y) d y
$$

where $g_{u} \leqslant C u^{n-2},\left|\left|a_{u v} \|_{L^{\infty}} \leqslant C u^{-2 n},\left|Y_{u v}(x-y)\right| \leqslant C u^{n / 2-1}\right.\right.$ and

$$
\left|\frac{Y_{u v}(x-y)}{|x-y|^{n}}-\frac{Y_{u v}\left(x_{0}-y\right)}{\left|x_{0}-y\right|^{n}}\right| \leqslant C u^{n / 2}\left|x-x_{0}\right| /\left|x_{0}-y\right|^{n+1}
$$

for $|x-y|>2\left|x_{0}-x\right|>0$, we get, for $x \in Q$,

$$
\begin{aligned}
& \left|T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{(2 Q)}} I_{\alpha} T^{k, 2}(f)(x)-T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{(2 Q)}{ }^{c}} I_{\alpha} T^{k, 2}(f)\left(x_{0}\right)\right| \\
\leqslant & \int_{(2 Q)^{c}}\left|b(y)-b_{2 Q}\right|\left|K(x, x-y)-K\left(x_{0}, x_{0}-y\right)\right|\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y \\
= & \sum_{j=1}^{\infty} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d}\left|b(y)-b_{2 Q}\right| H_{1}\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y \\
\leqslant & C \sum_{j=1}^{\infty}\|b\|_{L i p_{\beta}}\left|2^{j+1} Q\right|^{\beta / n} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d}\left|I_{\alpha} T^{k, 2}(f)(y)\right| H_{2} d y \\
\leq & C\left|\left|b \|_{L i p_{\beta}} \sum_{u=1}^{\infty} u^{-2 n} \cdot u^{n / 2} \sum_{j=1}^{\infty}\right| 2^{j+1} Q\right|^{\beta / n} \int_{2^{j}} \quad H_{3 \leq\left|y-x_{0}\right|<2^{j+1} d} d y \\
\leq & C\left|\mid b \|_{L i p_{\beta}} \sum_{j=1}^{\infty} 2^{-j}\left(\frac{1}{\left|2^{j+1} Q\right|^{1-\beta / n}} \int_{2^{j+1} Q}\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y\right)\right. \\
\leq & C\|b\|_{L i p_{\beta}} M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}) \sum_{j=1}^{\infty} 2^{-j} \\
\leq & C\|b\|_{L i p_{\beta}} M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}),
\end{aligned}
$$

where

$$
\begin{gathered}
H_{1}=\left|\frac{\Omega(x, x-y)}{|x-y|^{n}}-\frac{\Omega\left(x_{0}, x_{0}-y\right)}{\left|x_{0}-y\right|^{n}}\right|, H_{3}=\frac{\left|x-x_{0}\right|}{\left|x_{0}-y\right|^{n+1}}\left|I_{\alpha} T^{k, 2}(f)(y)\right|, \\
H_{2}=\sum_{u=1}^{\infty} \sum_{v=1}^{g_{u}}\left|a_{u v}(x)\right|\left|\frac{Y_{u v}(x-y)}{|x-y|^{n}}-\frac{Y_{u v}\left(x_{0}-y\right)}{\left|x_{0}-y\right|^{n}}\right|,
\end{gathered}
$$

thus

$$
\begin{aligned}
I_{2} & \leqslant \frac{1}{|Q|} \int_{Q} \sum_{k=1}^{m}\left|H_{4}\right| d x \\
& \leqslant C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m} M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})
\end{aligned}
$$

where

$$
H_{4}=T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{(2 Q)^{c}}} I_{\alpha} T^{k, 2}(f)(x)-T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{(2 Q)^{c}}} I_{\alpha} T^{k, 2}(f)\left(x_{0}\right)
$$

Similarly, by Lemma 4 , for $1 / r=1 / s-\alpha / n$,

$$
\begin{aligned}
I_{3} & \leq \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{R^{n}}\left|I_{\alpha} M_{\left(b-b_{Q}\right) \chi_{2 Q}} T^{k, 4}(f)(x)\right|^{r} d x\right)^{1 / r} \\
& \leqslant C \sum_{k=1}^{m}|Q|^{-1 / r}\left(\int_{2 Q}\left(\left|b(x)-b_{Q}\right|\left|T^{k, 4}(f)(x)\right|\right)^{s} d x\right)^{1 / s} \\
& \leqslant C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m}|Q|^{-1 / r}|2 Q|^{\beta / n}|2 Q|^{1 / s-(\beta+\alpha) / n} H_{5} \\
& \leq C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m} M_{\beta+\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})
\end{aligned}
$$

where

$$
\begin{gathered}
H_{5}=\left(\frac{1}{|2 Q|^{1-s(\beta+\alpha) / n}} \int_{2 Q}\left|T^{k, 4}(f)(x)\right|^{s} d x\right)^{1 / s} \cdot \\
I_{4} \leq \sum_{k=1}^{m} \frac{1}{|Q|} \int_{Q} \int_{(2 Q)^{c}}\left|b(y)-b_{2 Q}\right|\left|\frac{1}{|x-y|^{n-\alpha}}-\frac{1}{\left|x_{0}-y\right|^{n-\alpha}}\right|\left|T^{k, 4}(f)(y)\right| d y d x \\
\leq C \sum_{k=1}^{m} \sum_{j=1}^{\infty}\|b\|_{L i p_{\beta}}\left|2^{j+1} Q\right|^{\beta / n} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d} \frac{d}{\left|x_{0}-y\right|^{n-\alpha+1}}\left|T^{k, 4}(f)(y)\right| d y \\
\leq C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m} \sum_{j=1}^{\infty}\left(2^{j} d\right)^{\beta} d\left(2^{j} d\right)^{-n+\alpha-1}\left(2^{j} d\right)^{n(1-1 / s)}\left(2^{j} d\right)^{n / s-\beta-\alpha} \\
\leq \quad \times\left(\frac{1}{\left|2^{j+1} Q\right|^{1-s(\beta+\alpha) / n}} \int_{2^{j+1} Q}\left|T^{k, 4}(f)(y)\right|^{s} d y\right)^{1 / s} \\
\leq \\
\leq C| | b \|_{L_{L i p_{\beta}}} \sum_{k=1}^{m} M_{\beta+\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}) \sum_{j=1}^{\infty} 2^{-j} \\
\leq
\end{gathered}
$$

These complete the proof of Theorem 1.
Proof of Theorem 2. It suffices to prove for $f \in C_{0}^{\infty}\left(R^{n}\right)$ and some constant $C_{0}$, the following inequality holds:

$$
\frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|T_{b}(f)(x)-C_{0}\right| d x \leqslant C| | b \|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})+M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})\right) .
$$

Without loss of generality, we may assume $T^{k, 1}$ are $T(k=1, \ldots, m)$. Fix a cube $Q=Q\left(x_{0}, d\right)$ and $\tilde{x} \in Q$. Similar to the proof of Theorem 1, we have

$$
\begin{aligned}
& \frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|T_{b}(f)(x)-A_{2}\left(x_{0}\right)-B_{2}\left(x_{0}\right)\right| d x \\
\leq & \frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|A_{1}(x)\right| d x+\frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|A_{2}(x)-A_{2}\left(x_{0}\right)\right| d x \\
+ & \frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|B_{1}(x)\right| d x+\frac{1}{|Q|^{1+\beta / n}} \int_{Q}\left|B_{2}(x)-B_{2}\left(x_{0}\right)\right| d x \\
= & I_{5}+I_{6}+I_{7}+I_{8} .
\end{aligned}
$$

By using the same argument as in the proof of Theorem 1, we get, for $1 / r=$ $1 / s-\alpha / n$,

$$
\begin{aligned}
I_{5} \leq & |Q|^{-\beta / n} \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{R^{n}}\left|T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)\right|^{s} d x\right)^{1 / s} \\
\leqslant & C|Q|^{-\beta / n} \sum_{k=1}^{m}|Q|^{-1 / s}\left(\int_{2 Q}\left(\left|b(x)-b_{Q}\right|\left|I_{\alpha} T^{k, 2}(f)(x)\right|\right)^{s} d x\right)^{1 / s} \\
\leqslant & \left.C|Q|^{-\beta / n} \sum_{k=1}^{m}|Q|^{-1 / s}| | b\right|_{L i p_{\beta}}|2 Q|^{\beta / n}|Q|^{1 / s}\left(\frac{1}{|Q|} \int_{2 Q}\left|I_{\alpha} T^{k, 2}(f)(x)\right|^{s} d x\right)^{1 / s} \\
\leq & C\left||b|_{L i p_{\beta}} \sum_{k=1}^{m} M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}),\right. \\
I_{6} \leq & |Q|^{-\beta / n} \sum_{k=1}^{m} \frac{1}{|Q|} \int_{Q} \sum_{j=1}^{\infty} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d}\left|b(y)-b_{2 Q}\right| \\
& \times\left|K(x, x-y)-K\left(x_{0}, x_{0}-y\right)\right|\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y d x \\
\leq & |Q|^{-\beta / n} \sum_{k=1}^{m} \frac{C}{|Q|} \int_{Q} \sum_{j=1}^{\infty}| | b| |_{L i p_{\beta}}\left|2^{j+1} Q\right|^{\beta / n} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d} \sum_{u=1}^{\infty} \sum_{v=1}^{g_{u}}\left|a_{u v}(x)\right| \\
& \times\left|\frac{Y_{u v}(x-y)}{|x-y|^{n}}-\frac{Y_{u v}\left(x_{0}-y\right) \mid}{\left|x_{0}-y\right|^{n}}\right|\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y d x \\
\leq & C||b||_{L i p_{\beta}}|Q|^{-\beta / n} \sum_{k=1}^{m} \frac{1}{|Q|} \\
& \times \int_{Q} \sum_{j=1}^{\infty}\left|2^{j+1} Q\right|^{\beta / n} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d} \frac{\left|x-x_{0}\right|}{\left|x_{0}-y\right|^{n+1}\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y d x}
\end{aligned}
$$

$$
\begin{aligned}
& \leq C| | b \|_{L_{i p_{\beta}}} d^{-\beta} \sum_{k=1}^{m} \sum_{j=1}^{\infty}\left(2^{j} d\right)^{\beta} \frac{d}{\left(2^{j} d\right)^{n+1}}\left(2^{j} d\right)^{n}\left(\frac{1}{\left|2^{j+1} Q\right|} \int_{2^{j+1} Q}\left|I_{\alpha} T^{k, 2}(f)(y)\right|^{s} d y\right)^{1 / s} \\
& \leq C| | b \|_{L i p_{\beta}} \sum_{k=1}^{m} M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}) \sum_{j=1}^{\infty} 2^{j(\beta-1)} \\
& \leq C\|b\|_{L i p_{\beta}} \sum^{m} M_{s}\left(I_{\alpha} T_{m}^{k, 2}(f)\right)(\tilde{x}), \\
& I_{7} \leq{ }^{\prime} \neq\left.\downarrow\right|^{-\beta / n} \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{R^{n}}\left|I_{\alpha} M_{\left(b-b_{Q}\right) \chi_{2 Q}} T^{k, 4}(f)(x)\right|^{r} d x\right)^{1 / r} \\
& \leqslant C|Q|^{-\beta / n-1 / r} \sum_{k=1}^{m}\left(\int_{2 Q}\left(\left|b(x)-b_{Q} \| T^{k, 4}(f)(x)\right|\right)^{s} d x\right)^{1 / s} \\
& \leqslant C| | b \|_{L_{i p_{\beta}}} \sum_{k=1}^{m}|Q|^{-\beta / n-1 / r}|2 Q|^{\beta / n}|Q|^{1 / s-\alpha / n} \\
& \times\left(\frac{1}{|2 Q|^{1-s \alpha / n}} \int_{2 Q}\left|T^{k, 4}(f)(x)\right|^{s} d x\right)^{1 / s} \\
& \leq C| | b \|_{L^{2} p_{\beta}} \sum_{k=1}^{m} M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}), \\
& I_{8} \leq|Q|^{-\beta / n-1} \sum_{k=1}^{m} \int_{Q} \int_{(2 Q)^{c}}\left|b(y)-b_{2 Q}\right| \\
& \times\left|\frac{1}{|x-y|^{n-\alpha}}-\frac{1}{\left|x_{0}-y\right|^{n-\alpha}}\right|\left|T^{k, 4}(f)(y)\right| d y d x \\
& \leq C|Q|^{-\beta / n} \sum_{k=1}^{m} \sum_{j=1}^{\infty}\|b\|_{L_{\text {ip }}}\left|2^{j+1} Q\right|^{\beta / n} \\
& \times \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d} \frac{d}{\left|x_{0}-y\right|^{n-\alpha+1}}\left|T^{k, 4}(f)(y)\right| d y \\
& \leq C\|b\|_{\text {Lip }_{\beta}} \sum_{k=1}^{m} \sum_{j=1}^{\infty} d^{-\beta}\left(2^{j} d\right)^{\beta} d\left(2^{j} d\right)^{-n+\alpha-1}\left(2^{j} d\right)^{n(1-1 / s)}\left(2^{j} d\right)^{n / s-\alpha} \\
& \times\left(\frac{1}{\left|2^{j+1} Q\right|^{1-s \alpha / n}} \int_{2^{j+1} Q}\left|T^{k, 4}(f)(y)\right|^{s} d y\right)^{1 / s} \\
& \leq C\|b\|_{L i p_{\beta}} \sum_{k=1}^{m} M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}) \sum_{j=1}^{\infty} 2^{j(\beta-1)} \\
& \leq C| | b \|_{L^{2} p_{\beta}} \sum_{k=1}^{m} M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}) .
\end{aligned}
$$

These complete the proof of Theorem 2.

Proof of Theorem 3. It suffices to prove for $f \in C_{0}^{\infty}\left(R^{n}\right)$ and some constant $C_{0}$, the following inequality holds:

$$
\frac{1}{|Q|} \int_{Q}\left|T_{b}(f)(x)-C_{0}\right| d x \leqslant C| | b \|_{B M O} \sum_{k=1}^{m}\left(M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})+M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x})\right) .
$$

Without loss of generality, we may assume $T^{k, 1}$ are $T(k=1, \ldots, m)$. Fix a cube $Q=Q\left(x_{0}, d\right)$ and $\tilde{x} \in Q$. Similar to the proof of Theorem 1, we have

$$
\begin{aligned}
& \frac{1}{|Q|} \int_{Q}\left|T_{b}(f)(x)-A_{2}\left(x_{0}\right)-B_{2}\left(x_{0}\right)\right| d x \leq \frac{1}{|Q|} \int_{Q}\left|A_{1}(x)\right| d x \\
& +\frac{1}{|Q|} \int_{Q}\left|A_{2}(x)-A_{2}\left(x_{0}\right)\right| d x+\frac{1}{|Q|} \int_{Q}\left|B_{1}(x)\right| d x+\frac{1}{|Q|} \int_{Q}\left|B_{2}(x)-B_{2}\left(x_{0}\right)\right| d x \\
& =I_{9}+I_{10}+I_{11}+I_{12} .
\end{aligned}
$$

By using the same argument as in the proof of Theorem 1, we get, for $1<r_{1}<s$, $1<p<\min (s, n / \alpha)$ with $1 / r_{2}=1 / p-\alpha / n$,

$$
\begin{aligned}
I_{9} & \leq \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{R^{n}}\left|T^{k, 1} M_{\left(b-b_{Q}\right) \chi_{2 Q}} I_{\alpha} T^{k, 2}(f)(x)\right|^{r_{1}} d x\right)^{1 / r_{1}} \\
& \leqslant C \sum_{k=1}^{m}|Q|^{-1 / r_{1}}\left(\int_{2 Q}\left(\left|b(x)-b_{Q}\right|\left|I_{\alpha} T^{k, 2}(f)(x)\right|\right)^{r_{1}} d x\right)^{1 / r_{1}} \\
& \leqslant C \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{2 Q}\left|I_{\alpha} T^{k, 2}(f)(x)\right|^{s} d x\right)^{1 / s}\left(\frac{1}{|Q|} \int_{2 Q}\left|b(x)-b_{Q}\right|^{s r_{1} /\left(s-r_{1}\right)} d x\right)^{\left(s-r_{1}\right) / s r_{1}} \\
& \leq\left. C| | b\right|_{B M O} \sum_{k=1}^{m} M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x})
\end{aligned}
$$

$$
\begin{aligned}
I_{10} \leq & \sum_{k=1}^{m} \frac{1}{|Q|} \int_{Q} \sum_{j=1}^{\infty} \int_{2^{j}}\left|b(y)-b_{2 Q}\right|\left|K(x, x-y)-K\left(x_{0}, x_{0}-y\right)\right|\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y d x \\
\leq & \sum_{k=1}^{m} \frac{C}{|Q|} \int_{Q} \sum_{j=1}^{\infty} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d}\left|b(y)-b_{2 Q}\right| \sum_{u=1}^{\infty} \sum_{v=1}^{g_{u}}\left|a_{u v}(x)\right| \\
& \quad \times\left|\frac{Y_{u v}(x-y)}{|x-y|^{n}}-\frac{Y_{u v}\left(x_{0}-y\right)}{\left|x_{0}-y\right|^{n}}\right|\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y d x
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{k=1}^{m} \frac{C}{|Q|} \int_{Q} \sum_{j=1}^{\infty} \int_{2^{j} d \leq\left|y-x_{0}\right|<2^{j+1} d}\left|b(y)-b_{2 Q}\right| \frac{\left|x-x_{0}\right|}{\left|x_{0}-y\right|^{n+1}}\left|I_{\alpha} T^{k, 2}(f)(y)\right| d y d x \\
& \leq C \sum_{k=1}^{m} \sum_{j=1}^{\infty} \frac{d}{\left(2^{j} d\right)^{n+1}}\left(\int_{2^{j+1} Q}\left|b(y)-b_{Q}\right|^{s^{\prime}} d y\right)^{1 / s^{\prime}} \\
& \times\left(\int_{2^{j+1} Q}\left|I_{\alpha} T^{k, 2}(f)(y)\right|^{s} d y\right)^{1 / s} d x \\
& \leq C\|b\|_{B M O} \sum_{k=1}^{m} \sum_{j=1}^{\infty} j 2^{-j}\left(\frac{1}{\left|2^{j+1} Q\right|} \int_{2^{j+1} Q}\left|I_{\alpha} T^{k, 2}(f)(y)\right|^{s} d y\right)^{1 / s} \\
& \leq C\|b\|_{B M O} \sum_{k=1}^{m} M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}) \sum_{j=1}^{\infty} j 2^{-j} \\
& \leq C| | b \|_{B M O} \sum_{k=1}^{m} M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)(\tilde{x}), \\
& I_{11} \leq \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{R^{n}}\left|I_{\alpha} M_{\left(b-b_{Q}\right) \chi_{2 Q}} T^{k, 4}(f)(x)\right|^{r_{2}} d x\right)^{1 / r_{2}} \\
& \leqslant C|Q|^{-1 / r_{2}} \sum_{k=1}^{m}\left(\int_{2 Q}\left(\left|b(x)-b_{Q}\right|\left|T^{k, 4}(f)(x)\right|\right)^{p} d x\right)^{1 / p} \\
& \left.\leqslant C \sum_{k=1}^{m}\left(\frac{1}{|Q|} \int_{2 Q}\left|b(x)-b_{Q}\right|^{p s /(s-p)} d x\right)^{(s-p) / p \beta} \frac{1}{|Q|^{1-s \alpha / n}} \int_{2 Q}\left|T^{k, 4}(f)(x)\right|^{s} d x\right)^{1 / s} \\
& \leq C\|b\|_{B M O} \sum_{k=1}^{m} M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}), \\
& I_{12} \leq|Q|^{-1} \sum_{k=1}^{m} \int_{Q} \int_{(2 Q)^{c}}\left|b(y)-b_{2 Q}\right|\left|\frac{1}{|x-y|^{n-\alpha}}-\frac{1}{\left|x_{0}-y\right|^{n-\alpha}}\right|\left|T^{k, 4}(f)(y)\right| d y d x \\
& \left.\leq C \sum_{k=1}^{m} \sum_{j=1}^{\infty} \int_{2^{j}} d \leq\left|y-x_{0}\right|<2^{j+1} d i(y)-b_{2 Q}\left|\frac{d}{\left|x_{0}-y\right|^{n-\alpha+1}}\right| T^{k, 4}(f)(y) \right\rvert\, d y \\
& \leq C \sum_{k=1}^{m} \sum_{j=1}^{\infty} d\left(2^{j} d\right)^{-n+\alpha-1}\left(2^{j} d\right)^{n(1-1 / s)}\left(2^{j} d\right)^{n / s-\alpha}\left(\frac{1}{\left|2^{j+1} Q\right|} \int_{2^{j+1} Q}\left|b(y)-b_{Q}\right|^{s^{\prime}} d y\right)^{1 / s^{\prime}} \\
& \times\left(\frac{1}{\left|2^{j+1} Q\right|^{1-s \alpha / n}} \int_{2^{j+1} Q}\left|T^{k, 4}(f)(y)\right|^{s} d y\right)^{1 / s} \\
& \leq C\|b\|_{B M O} \sum_{k=1}^{m} M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}) \sum_{j=1}^{\infty} j 2^{-j} \leq C\|b\|_{B M O} \sum_{k=1}^{m} M_{\alpha, s}\left(T^{k, 4}(f)\right)(\tilde{x}) \text {. }
\end{aligned}
$$

This completes the proof of Theorem 3.
Proof of Theorem 4. Choose $1<s<p$ in Theorem 1 and set $1 / r=1 / p-\alpha / n$. We have, by Lemmas 3 and 4,

$$
\begin{aligned}
& \left\|T_{b}(f)\right\|_{L^{q}} \leqslant\left\|M\left(T_{b}(f)\right)\right\|_{L^{q}} \leqslant C\left\|M^{\#}\left(T_{b}(f)\right)\right\|_{L^{q}} \\
\leqslant & C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(\left\|M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)\right\|_{L^{q}}+\left\|M_{\beta+\alpha, s}\left(T^{k, 4}(f)\right)\right\|_{L^{q}}\right) \\
\leqslant & C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(\left\|I_{\alpha} T^{k, 2}(f)\right\|_{L^{r}}+\left\|T^{k, 4}(f)\right\|_{L^{p}}\right) \\
\leqslant & C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(\left\|T^{k, 2}(f)\right\|_{L^{p}}+\|f\|_{L^{p}}\right) \leq C\|b\|_{L_{i p_{\beta}}}\|f\|_{L^{p}}
\end{aligned}
$$

This completes the proof of Theorem 4.
Proof of Theorem 5. Choose $1<s<p$ in Theorem 1 and set $1 / r=1 / p-\alpha / n$. We have, by Lemmas 5 and 6,

$$
\begin{aligned}
& \left\|T_{b}(f)\right\|_{L^{q, \varphi}} \leqslant\left\|M\left(T_{b}(f)\right)\right\|_{L^{q, \varphi}} \leqslant C\left\|M^{\#}\left(T_{b}(f)\right)\right\|_{L^{q, \varphi}} \\
\leqslant & C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(\left\|M_{\beta, s}\left(I_{\alpha} T^{k, 2}(f)\right)\right\|_{L^{q, \varphi}}+\left\|M_{\beta+\alpha, s}\left(T^{k, 4}(f)\right)\right\|_{L^{q, \varphi}}\right) \\
\leqslant & C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(\left\|I_{\alpha} T^{k, 2}(f)\right\|_{L^{r, \varphi}}+\left\|T^{k, 4}(f)\right\|_{L^{p, \varphi}}\right) \\
\leqslant & C\|b\|_{L_{i p_{\beta}}} \sum_{k=1}^{m}\left(\left\|T^{k, 2}(f)\right\|_{L^{p, \varphi}}+\|f\|_{L^{p, \varphi}}\right) \leq C\|b\|_{L i p_{\beta}}\|f\|_{L^{p, \varphi}}
\end{aligned}
$$

This completes the proof of Theorem 5.
Proof of Theorem 6. Choose $1<s<p$ in Theorem 2. We have, by Lemmas 2, 3 and 4,

$$
\begin{aligned}
& \left.\left\|T_{b}(f)\right\|_{\dot{F}_{q}^{\beta, \infty}} \leqslant C\left|\sup _{Q \ni x} \frac{1}{|Q|^{1+\beta / n}} \int_{Q}\right| T_{b}(f)(y)-C_{0} \right\rvert\, d y \|_{L^{q}} \\
\leqslant & C\|b\|_{L i p_{\beta}} \sum_{k=1}^{m}\left(\left\|M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)\right\|_{L^{q}}+\left\|M_{\alpha, s}\left(T^{k, 4}(f)\right)\right\|_{L^{q}}\right) \\
\leqslant & C\|b\|_{L i p_{\beta}} \sum_{k=1}^{m}\left(\left\|I_{\alpha} T^{k, 2}(f)\right\|_{L^{q}}+\left\|T^{k, 4}(f)\right\|_{L^{p}}\right) \\
\leqslant & C\|b\|_{L i p_{\beta}} \sum_{k=1}^{m}\left(\left\|T^{k, 2}(f)\right\|_{L^{p}}+\|f\|_{L^{p}}\right) \leqslant C\|b\|_{L i p_{\beta}}\|f\|_{L^{p}}
\end{aligned}
$$

This completes the proof of the theorem.

Proof of Theorem 7. Choose $1<s<p$ in Theorem 3, we have, by Lemmas 3 and 4,

$$
\begin{aligned}
& \left\|T_{b}(f)\right\|_{L^{q}} \leqslant\left\|M\left(T_{b}(f)\right)\right\|_{L^{q}} \leqslant C\left\|M^{\#}\left(T_{b}(f)\right)\right\|_{L^{q}} \\
\leqslant & C\|b\|_{B M O} \sum_{k=1}^{m}\left(\left\|M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)\right\|_{L^{q}}+\left\|M_{\alpha, s}\left(T^{k, 4}(f)\right)\right\|_{L^{q}}\right) \\
\leqslant & C\|b\|_{B M O} \sum_{k=1}^{m}\left(\left\|I_{\alpha} T^{k, 2}(f)\right\|_{L^{q}}+\left\|T^{k, 4}(f)\right\|_{L^{p}}\right) \\
\leqslant & C\|b\|_{B M O} \sum_{k=1}^{m}\left(\left\|T^{k, 2}(f)\right\|_{L^{p}}+\|f\|_{L^{p}}\right) \leqslant C\|b\|_{B M O}\|f\|_{L^{p}} .
\end{aligned}
$$

This completes the proof of Theorem 7.
Proof of Theorem 8. Choose $1<s<p$ in Theorem 3, we have, by Lemmas 5 and 6,

$$
\begin{aligned}
& \left\|T_{b}(f)\right\|_{L^{q, \varphi}} \leqslant\left\|M\left(T_{b}(f)\right)\right\|_{L^{q, \varphi}} \leqslant C\left\|M^{\#}\left(T_{b}(f)\right)\right\|_{L^{q, \varphi}} \\
\leqslant & C\|b\|_{B M O} \sum_{k=1}^{m}\left(\left\|M_{s}\left(I_{\alpha} T^{k, 2}(f)\right)\right\|_{L^{q, \varphi}}+\left\|M_{\alpha, s}\left(T^{k, 4}(f)\right)\right\|_{L^{q, \varphi}}\right) \\
\leqslant & C\|b\|_{B M O} \sum_{k=1}^{m}\left(\left\|I_{\alpha} T^{k, 2}(f)\right\|_{L^{q, \varphi}}+\left\|T^{k, 4}(f)\right\|_{L^{p, \varphi}}\right) \\
\leqslant & C\|b\|_{B M O} \sum_{k=1}^{m}\left(\left\|T^{k, 2}(f)\right\|_{L^{p, \varphi}}+\|f\|_{L^{p, \varphi}}\right) \leqslant C\|b\|_{B M O}\|f\|_{L^{p, \varphi}}
\end{aligned}
$$

This completes the proof of Theorem 8.
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Abstract. In this paper, we introduce the concept of common limit range ( $(C L R)$-property) in the framework of quasi-partial metric spaces. By using this concept, some fixed point theorems involving two pairs of contraction mappings are proved without using the completeness condition of the whole space. Our results extend some results in literature, such as Nazir and Abbas [8] and Vetro et al. [11].
Keywords: quasi-partial metric spaces; ( $C L R$ )-property; contraction mappings.

## 1. Introduction

The connotation of partial metric spaces (PMS for short) was defined by Matthews in [9]. He amended metric spaces via setting self-distances to be not always identical to zero. Additionally, he relocated the Banach contraction principle in the setting of (PMS). Since then, there has been extensive research into fixed point results related to partial metric spaces (see $[2,3,4,7]$ ). By dropping the symmetry condition, in 2013 Karapinar et al. [6] defined the notation of quasi-partial metric spaces (QPMS for short) and established some fixed point results in these spaces.

Let us first present some definitions and consequences which we need in the sequel.

Definition 1.1. [6] The function $\sigma: X \times X \rightarrow[0, \infty)$ is a quasi-partial metric if the following conditions are satisfied for all $\gamma, \omega, \delta \in X$ :
(1) If $0 \leq \sigma(\gamma, \gamma)=\sigma(\gamma, \omega)=\sigma(\omega, \omega) \Rightarrow \gamma=\omega$;
(2) $\sigma(\gamma, \omega) \geq \sigma(\gamma, \gamma)$;
(3) $\sigma(\omega, \gamma) \geq \sigma(\gamma, \gamma)$;
(4) $\sigma(\gamma, \delta) \leq \sigma(\gamma, \omega)+\sigma(\omega, \delta)-\sigma(\omega, \omega)$.

The couple $(X, \sigma)$ is known as a (QPMS).

[^2]For each partial metric $p$ on $X$, the function $d_{p}: X \times X \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
d_{p}(\gamma, \omega)=2 p(\gamma, \omega)-p(\gamma, \gamma)-p(\omega, \omega) \tag{1.1}
\end{equation*}
$$

is a metric on $X$. Similarly, if $(X, \sigma)$ is a (QPMS), then the function $d_{\sigma}: X \times X \rightarrow$ $[0, \infty)$ defined by

$$
\begin{equation*}
d_{\sigma}(\gamma, \omega)=\sigma(\gamma, \omega)+\sigma(\omega, \gamma)-\sigma(\gamma, \gamma)-\sigma(\omega, \omega) \tag{1.2}
\end{equation*}
$$

is also a metric on X .
Definition 1.2. [6] Let $(X, \sigma)$ be a quasi-partial metric space.

1. A sequence $\left\{x_{n}\right\}$ is called convergent to $x \in X$, written as $\lim _{n \rightarrow \infty} x_{n}=x$, if $\lim _{n \rightarrow \infty} \sigma\left(x_{n}, x\right)=\lim _{n \rightarrow \infty} \sigma\left(x, x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(x_{n}, x_{n}\right)=\sigma(x, x)$;
2. A sequence $\left\{x_{n}\right\}$ is called Cauchy if $\lim _{n, m \rightarrow \infty} \sigma\left(x_{n}, x_{m}\right)$ and $\lim _{n, m \rightarrow \infty} \sigma\left(x_{m}, x_{n}\right)$ exist and are finite;
3. $(X, \sigma)$ is called complete if every Cauchy sequence $\left\{x_{n}\right\}$ in $X$ is convergent to some $x \in X$. Further, $\lim _{n, m \rightarrow \infty} \sigma\left(x_{n}, x_{m}\right)=\lim _{n, m \rightarrow \infty} \sigma\left(x_{m}, x_{n}\right)=\sigma(x, x)$.

In 1996, Jungck [5] introduced the concept of weakly compatible mappings (wcompatible for short).

Definition 1.3. [5] Let $X$ be a nonempty set. Given $S, H: X \rightarrow X$. The mappings $H$ and $S$ are $w$-compatible if and only if $S H \mu=H S \mu$ for $\mu \in C(S, H)$, where $C(S, H)=\{u, f u=g u\}$.

Definition 1.4. [1] Let $S$ and $H$ be two self-mappings on a metric space $(X, d)$. The mappings $S$ and $H$ fulfill the (E.A)-property if there exists a sequence $\left\{a_{n}\right\}$ in X such that

$$
\lim _{n \rightarrow \infty} H a_{n}=\lim _{n \rightarrow \infty} S a_{n}=\mu
$$

for $\mu \in X$.

Note that the (E.A)-property exchanges the completeness condition of the space with closedness of the range. The connotation of ( $C L R$ )-property was defined by Sintunavarat and Kumam in [10]. Its significance is that one does no longer refer to the closeness condition of the range of subspaces.

Definition 1.5. [10] Let $(X, d)$ be a metric space and $S, H$ be two self-mappings on $X$. These maps satisfy the $\left(C L R_{S}\right)$-property, if there exists a sequence $\left\{a_{n}\right\}$ in $X$ so that

$$
\lim _{n \rightarrow \infty} H a_{n}=\lim _{n \rightarrow \infty} S a_{n}=\mu
$$

where $\mu \in S(X)$.

Currently, Nazir and Abbas [8] established some fixed point results via the (E.A)property in the class of (PMS). However, we see that the circumstance $p(t, t)=0$ in [4, Definition 1.7] is superfluous. In our current work, we shall give the definition of (CLR)-property (for two pairs of self-mappings) on (QPMS). Additionally, by using this concept, we employ a different method compared with that in the proof of [4, Theorem 2.1] in order to prove our main results in the class of (QPMS). Some illustrated examples are also given.

## 2. Main results

First, let $\psi:[0, \infty) \rightarrow[0, \infty)$ be a function such that
(a) $\psi$ is nondecreasing and continuous;
(b) $\psi(\mu)=0 \Leftrightarrow \mu=0$.

Denote $\mathcal{F}$ (resp. $\mathcal{G}$ ) the set of functions verifying the conditions (a) and (b) (resp. (b) and (c): $\psi$ is lower-semicontinuous).

Now, we introduce the concept of ( $C L R$ )-property first for a single pair and after for a double pair of self-mappings on a (QPMS).

Definition 2.1. Let $(X, \sigma)$ be a (QPMS). The pair of self-mappings $(f, S)$ on $X$ satisfies the $\left(C L R_{S}\right)$-property, if there exists $\left\{x_{n}\right\} \subset X$ such that

$$
\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, f x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, S x_{n}\right)=\sigma(w, w), w \in S X
$$

Example 2.1. Let $X=(0, \infty)$ and $\sigma(x, y)=|x-y|+x$ for all $x, y \in X$. Clearly, $(X, \sigma)$ is a $(Q P M S)$. Let $(f, S)$ be a pair of self-mappings on $X$ such that $f x=\frac{3 x+2}{2}$ and $S x=2 x$. Choose $\left\{x_{n}\right\}=\left\{\frac{2 n+1}{n}\right\}$. We have

$$
\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, 4\right)=\lim _{n \rightarrow \infty} \sigma\left(4, f x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, 4\right)=\lim _{n \rightarrow \infty} \sigma\left(4, S x_{n}\right)=\sigma(4,4)=S 2=4
$$

Hence the pair $(f, S)$ satisfies the $\left(C L R_{S}\right)$-property.

Definition 2.2. Let $(X, \sigma)$ be a (QPMS). The pairs of self-mappings $(f, S)$ and $(g, H)$ on $X$ satisfy the $\left(C L R_{S H}\right)$-property, if there exist sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $X$ such that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, w\right) & =\lim _{n \rightarrow \infty} \sigma\left(w, f x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, S x_{n}\right) \\
& =\lim _{n \rightarrow \infty} \sigma\left(w, g y_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(g y_{n}, w\right) \\
& =\lim _{n \rightarrow \infty} \sigma\left(H y_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, H y_{n}\right)=\sigma(w, w), w \in S X \cap H X
\end{aligned}
$$

We illustrate Definition 2.2 by the following example.

Example 2.2. Let $X=(0,2)$ be equipped with the quasi-partial metric $\sigma(x, y)=$ $|x-y|+x$ for all $x, y \in X$. Let $(f, S)$ and $(g, H)$ be two pairs of self-mappings on $X$ defined as

$$
\begin{array}{rc}
f x=\left\{\begin{array}{c}
1 ; x \in(0,1] \\
\frac{4}{3} ; x \in(1,2)
\end{array}\right. & g x=\left\{\begin{array}{c}
1 ; x \in(0,1] \\
\frac{3}{2} ; x \in(1,2)
\end{array}\right. \\
S x=\left\{\begin{array}{c}
x^{2} ; x \in(0,1] \\
x-1 ; x \in(1,2)
\end{array}\right. & H x=\left\{\begin{array}{c}
x ; x \in(0,1] \\
2-x ; x \in(1,2) .
\end{array}\right.
\end{array}
$$

Consider $\left\{x_{n}\right\}=\left\{1-\frac{1}{n}\right\}$ and $\left\{y_{n}\right\}=\left\{\frac{5 n^{2}-4}{5 n^{2}+2}\right\}$. We have
$\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, 1\right)=\lim _{n \rightarrow \infty} \sigma\left(1, f x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, 1\right)=\lim _{n \rightarrow \infty} \sigma\left(1, S x_{n}\right)=\sigma(1,1)=S 1=1$.
Moreover,
$\lim _{n \rightarrow \infty} \sigma\left(g y_{n}, 1\right)=\lim _{n \rightarrow \infty} \sigma\left(1, g y_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(H y_{n}, 1\right)=\lim _{n \rightarrow \infty} \sigma\left(1, H y_{n}\right)=\sigma(1,1)=H 1=1$.
Hence the two pairs $(f, S)$ and $(g, H)$ satisfy the $\left(C L R_{S H}\right)$-property.
The following lemma is crucial in order to prove our main result (Theorem 2.1).
Lemma 2.1. Let $(X, \sigma)$ be a (QPMS). Suppose that the self-mappings $f, g, S, H$ : $X \rightarrow X$ are such that
(i) $f X \subseteq H X$ (or $g X \subseteq S X$ );
(ii) the pair $(f, S)$ satisfies the $\left(C L R_{S}\right)$-property (or $(g, H)$ satisfies the $\left(C L R_{H}\right)$ property);
(iii) $H X$ (or $S X$ ) is closed;
(iv) $\left\{g y_{n}\right\}$ (or $\left\{f y_{n}\right\}$ ) is bounded for every sequence $\left\{y_{n}\right\}$ in $X$;
(v) there exist $\beta \in \mathcal{F}$ and $\alpha \in \mathcal{G}$ such that

$$
\begin{equation*}
\beta(\sigma(f a, g b)) \leq \beta(\Lambda(a, b))-\alpha(\Lambda(a, b)) \tag{2.1}
\end{equation*}
$$

where $\Lambda(a, b)=\max \{\sigma(S a, H b), \sigma(f a, S a), \sigma(H b, g b), \sigma(f a, H b), \sigma(S a, g b)\}$. Then the pairs $(f, S)$ and $(g, H)$ satisfy the $\left(C L R_{S H}\right)$-property.

Proof. From Condition (ii), if $(f, S)$ satisfies the $\left(C L R_{S}\right)$-property, then there exists $\left\{x_{n}\right\} \subset X$, so that
$\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, f x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, S x_{n}\right)=\sigma(w, w) ; w \in S X$.
Since $f X \subseteq H X$, there exists $\left\{y_{n}\right\}$ such that

$$
\begin{equation*}
f x_{n}=H y_{n} . \tag{2.3}
\end{equation*}
$$

Due to (2.2) and (2.3), we write $\lim _{n \rightarrow \infty} \sigma\left(H y_{n}, w\right)=\sigma(w, w)$, so from the closedness condition of $H X$, we have

$$
w \in S X \cap H X
$$

Now, we want to prove that $g y_{n} \rightarrow w$ as $n \rightarrow \infty$. We have

$$
\begin{aligned}
\sigma\left(f x_{n}, g y_{n}\right) & \leq \sigma\left(f x_{n}, S x_{n}\right)+\sigma\left(S x_{n}, g y_{n}\right)-\sigma\left(S x_{n}, S x_{n}\right) \\
& \leq \sigma\left(f x_{n}, w\right)+\sigma\left(w, S x_{n}\right)-\sigma(w, w)+\sigma\left(S x_{n}, g y_{n}\right)-\sigma\left(S x_{n}, S x_{n}\right)
\end{aligned}
$$

By (2.2), $\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, S x_{n}\right)=\sigma(w, w)$. We also get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sigma\left(f x_{n}, g y_{n}\right)-\limsup _{n \rightarrow \infty} \sigma\left(S x_{n}, g y_{n}\right) \leq 0 \tag{2.4}
\end{equation*}
$$

Again, by (2.2), $\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, f x_{n}\right)=\sigma(w, w)$, so similarly,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sigma\left(S x_{n}, g y_{n}\right)-\limsup _{n \rightarrow \infty} \sigma\left(f x_{n}, g y_{n}\right) \leq 0 \tag{2.5}
\end{equation*}
$$

As $\left\{g y_{n}\right\}$ is bounded, $\limsup _{n \rightarrow \infty} \sigma\left(f x_{n}, g y_{n}\right)$ and $\limsup _{n \rightarrow \infty} \sigma\left(S x_{n}, g y_{n}\right)$ are finite numbers. Using (2.4) and (2.5), there exists $\delta \geq 0$ such that one writes

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sigma\left(S x_{n}, g y_{n}\right)=\limsup _{n \rightarrow \infty} \sigma\left(f x_{n}, g y_{n}\right)=\delta \tag{2.6}
\end{equation*}
$$

So there are subsequences $\left\{x_{n_{k}}\right\}$ and $\left\{y_{n_{k}}\right\}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sigma\left(S x_{n_{k}}, g y_{n_{k}}\right)=\lim _{k \rightarrow \infty} \sigma\left(f x_{n_{k}}, g y_{n_{k}}\right)=\delta \tag{2.7}
\end{equation*}
$$

Clearly, by (2.2),

$$
\begin{equation*}
\sigma(w, w)=\lim _{k \rightarrow \infty} \sigma\left(f x_{n_{k}}, S x_{n_{k}}\right)=\lim _{k \rightarrow \infty} \sigma\left(S x_{n_{k}}, f x_{n_{k}}\right) \tag{2.8}
\end{equation*}
$$

Since $\sigma\left(f x_{n_{k}}, f x_{n_{k}}\right) \leq \sigma\left(f x_{n_{k}}, S x_{n_{k}}\right)$, passing to the limit as $k \rightarrow \infty$, we obtain

$$
\begin{equation*}
\sigma(w, w) \leq \delta \tag{2.9}
\end{equation*}
$$

We have
$\Lambda\left(f x_{n_{k}}, y_{n_{k}}\right)$ $=\max \left\{\sigma\left(S x_{n_{k}}, H y_{n_{k}}\right), \sigma\left(f x_{n_{k}}, S x_{n_{k}}\right), \sigma\left(H y_{n_{k}}, g y_{n_{k}}\right), \sigma\left(f x_{n_{k}}, H y_{n_{k}}\right), \sigma\left(S x_{n_{k}}, g y_{n_{k}}\right)\right\}$
$=\max \left\{\sigma\left(S x_{n_{k}}, f x_{n_{k}}\right), \sigma\left(f x_{n_{k}}, S x_{n_{k}}\right), \sigma\left(f x_{n_{k}}, g y_{n_{k}}\right), \sigma\left(f x_{n_{k}}, f x_{n_{k}}\right), \sigma\left(S x_{n_{k}}, g y_{n_{k}}\right)\right\}$.
Passing to the limit as $k \rightarrow \infty$, we get due to (2.9)

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \Lambda\left(f x_{n_{k}}, y_{n_{k}}\right)=\max \{\sigma(w, w), \sigma(w, w), \delta, \sigma(w, w), \delta\}=\delta \tag{2.10}
\end{equation*}
$$

By using (2.1),

$$
\beta\left(\sigma\left(f x_{n_{k}}, g y_{n_{k}}\right)\right) \leq \beta\left(\Lambda\left(x_{n_{k}}, y_{n_{k}}\right)\right)-\alpha\left(\Lambda\left(x_{n_{k}}, y_{n_{k}}\right)\right)
$$

Taking the upper limit as $k \rightarrow \infty$ and using (2.8) and (2.10),

$$
\beta(\delta) \leq \beta(\delta)-\alpha(\delta)
$$

i.e., $\alpha(\delta)=0$, which yields that $\delta=0$. Thus $\sigma(w, w)=\delta=0$. So, by (2.6), we have

$$
\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, g y_{n}\right)=0
$$

Consequently,

$$
\lim _{k \rightarrow \infty} \sigma\left(g y_{n_{k}}, g y_{n_{k}}\right)=0=\sigma(w, w)
$$

We obtained

$$
\lim _{n \rightarrow \infty} \sigma\left(w, g y_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(g y_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(H y_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, H y_{n}\right)=\sigma(w, w)
$$

So the pairs $(f, S)$ and $(g, H)$ satisfy the $\left(C L R_{S H}\right)$-property.
Now, we introduce and prove our main result by using the concept of ( $C L R$ )property on the class of quasi-partial metric spaces.

Theorem 2.1. Let $f, g, H$ and $S$ be self-mappings on a $(Q P M S)(X, \sigma)$ satisfying the condition (v) of Lemma 2.1. If the pairs $(f, S)$ and $(g, H)$ satisfy the $\left(C L R_{S H}\right)$ property, then there exists $x \in X$ such that $f x=g x=S x=H x$. Furthermore, if $(f, S)$ and $(g, H)$ are $w$-compatible, then such $x$ is the unique common fixed point of $f, g, H$ and $S$.

Proof. As $(f, S)$ and $(g, H)$ verify the $\left(C L R_{S H}\right)$-property, there exist two sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $X$ such that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, w\right) & =\lim _{n \rightarrow \infty} \sigma\left(w, f x_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(S x_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, S x_{n}\right) \\
& =\lim _{n \rightarrow \infty} \sigma\left(w, g y_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(g y_{n}, w\right) \\
& =\lim _{n \rightarrow \infty} \sigma\left(H y_{n}, w\right)=\lim _{n \rightarrow \infty} \sigma\left(w, H y_{n}\right)=\sigma(w, w) ; w \in S X \cap H X
\end{aligned}
$$

Since $w \in S X$, there exists $k \in X$ such that $S k=w$. Now, we want to prove that $f k=S k$. Suppose that $f k \neq S k$. Obviously,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma\left(H y_{n}, g y_{n}\right)=\sigma(w, w) \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma\left(f k, H y_{n}\right)=\lim _{n \rightarrow \infty} \sigma\left(f k, g y_{n}\right)=\sigma(f k, w) \tag{2.12}
\end{equation*}
$$

From (2.1),

$$
\begin{equation*}
\beta\left(\sigma\left(f k, g y_{n}\right)\right) \leq \beta\left(\Lambda\left(k, y_{n}\right)\right)-\alpha\left(\Lambda\left(\left(k, y_{n}\right)\right),\right. \tag{2.13}
\end{equation*}
$$

where
$\Lambda\left(k, y_{n}\right)=\max \left\{\sigma\left(S k, H y_{n}\right), \sigma(f k, S k), \sigma\left(H y_{n}, g y_{n}\right), \sigma\left(f k, H y_{n}\right), \sigma\left(S k, g y_{n}\right)\right\}$.

Taking the limit as $n \rightarrow \infty$ and using the equations (2.11) and (2.12), we get
(2.14) $\lim _{n \rightarrow \infty} \Lambda\left(k, y_{n}\right)=\quad \max \{\sigma(w, w), \sigma(f k, w), \sigma(w, w), \sigma(f k, w), \sigma(w, w)\}$ $=\sigma(f k, w)$.

Letting $n \rightarrow \infty$ in (2.13), by (2.12) and (2.14), we get

$$
\beta(\sigma(f k, w)) \leq \beta(\sigma(f k, w))-\alpha(\sigma(f k, w))
$$

So $\alpha(\sigma(f k, w))=0$, that is, $\sigma(f k, w)=0$, i.e.,

$$
\begin{equation*}
f k=S k=w \tag{2.15}
\end{equation*}
$$

Since $w \in H X$, there exists $\nu \in X$ such that $H \nu=w$. As (2.11) and (2.12), we may write

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, S x_{n}\right)=\sigma(w, w) \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma\left(S y_{n}, g \nu\right)=\lim _{n \rightarrow \infty} \sigma\left(f x_{n}, g \nu\right)=\sigma(w, g \nu) \tag{2.17}
\end{equation*}
$$

By (2.1),

$$
\beta\left(\sigma\left(f x_{n}, g \nu\right)\right) \leq \beta\left(\Lambda\left(x_{n}, \nu\right)\right)-\alpha\left(\Lambda\left(x_{n}, \nu\right)\right),
$$

where

$$
\Lambda\left(x_{n}, \nu\right)=\max \left\{\sigma\left(S x_{n}, H \nu\right), \sigma\left(f x_{n}, S x_{n}\right), \sigma(H \nu, g \nu), \sigma\left(f x_{n}, H \nu\right), \sigma\left(S x_{n}, g \nu\right)\right\}
$$

Due to (2.16) and (2.17),

$$
\text { (2.18) } \begin{aligned}
\lim _{n \rightarrow \infty} \Lambda\left(x_{n}, \nu\right) & =\max \{\sigma(w, w), \sigma(w, w), \sigma(w, g \nu), \sigma(w, w), \sigma(w, g \nu)\} \\
& =\sigma(w, g \nu)
\end{aligned}
$$

By (2.17) and (2.18),

$$
\beta(\sigma(w, g \nu)) \leq \beta(\sigma(w, g \nu))-\alpha(\sigma(w, g \nu))
$$

This gives that $\alpha(\sigma(w, g \nu))=0$, hence $\sigma(w, g \nu))=0$. So $H \nu=g \nu=w$. The w-compatibility of $(f, S)$ together with $f k=S k$ implies that

$$
f w=f S k=S f k=S w .
$$

We shall prove that $f w=S w=w$. We have

$$
\beta(\sigma(f w, w))=\beta(\sigma(f w, g \nu)) \leq \beta(\Lambda(w, \nu))-\alpha(\Lambda(w, \nu))
$$

where

$$
\begin{aligned}
\Lambda(w, \nu) & =\max \{\sigma(S w, H \nu), \sigma(f w, S w), \sigma(H \nu, g \nu), \sigma(f w, H \nu), \sigma(S w, g \nu)\} \\
& =\max \{\sigma(f w, w), \sigma(f w, f w), \sigma(w, w), \sigma(f w, w), \sigma(f w, w)\} \\
& =\sigma(f w, w)
\end{aligned}
$$

Then

$$
\beta(\sigma(f w, g \nu)) \leq \beta(\sigma(f w, g \nu))-\alpha(\sigma(f w, g \nu))
$$

This implies that $\alpha(\sigma(f w, w))=0$, that is, $\sigma(f w, w)=0$, so $f w=w=S w$. Again the w-compatibility condition of $(g, H)$ and the fact that $g \nu=H \nu$ imply that $g w=g H \nu=H g \nu=H w$. Again, using (2.1),

$$
\beta(\sigma(w, g w))=\beta(\sigma(f k, g w)) \leq \beta(\Lambda(k, w))-\alpha(\Lambda(k, w))
$$

where

$$
\begin{aligned}
\Lambda(k, w) & =\max \{\sigma(S k, H w), \sigma(f k, S k), \sigma(H w, g w), \sigma(f k, H k), \sigma(S k, g k)\} \\
& =\max \{\sigma(w, g w), \sigma(w, w), \sigma(g w, g w), \sigma(w, g w), \sigma(w, g w)\} \\
& =\sigma(w, g w)
\end{aligned}
$$

Then

$$
\beta(\sigma(w, g w))=\beta(\sigma(f k, g w)) \leq \beta(\sigma(w, g w))-\alpha(\sigma(w, g w)),
$$

hence, $\alpha(\sigma(w, g w))=0$. Thus $\sigma(w, g w)=0$, so $w=g w=H w$.
Finally, we shall show that $w$ is unique. Consider that $\lambda=f \lambda=g \lambda=S \lambda=H \lambda$. From (2.1),

$$
\beta(\sigma(w, \lambda))=\beta(\sigma(f w, g \lambda)) \leq \beta(\Lambda(w, \lambda))-\alpha(\Lambda(w, w))
$$

Since

$$
\begin{aligned}
\Lambda(w, \lambda) & =\max \{\sigma(S w, H \lambda), \sigma(f w, S w), \sigma(H \lambda, g \lambda), \sigma(f w, H \lambda), \sigma(S w, g \lambda)\} \\
& =\max \{\sigma(w, \lambda), \sigma(w, w), \sigma(\lambda, \lambda), \sigma(w, \lambda), \sigma(w, \lambda)\} \\
& =\sigma(w, \lambda)
\end{aligned}
$$

we get

$$
\beta(\sigma(w, \lambda))=\beta(\sigma(f w, g \lambda)) \leq \beta(\sigma(w, \lambda))-\alpha(\sigma(w, \lambda))
$$

Therefore, $\alpha(\sigma(w, \lambda))=0$, that is, $\sigma(w, \lambda)=0$, hence $w=\lambda$. The proof is completed.

Example 2.3. Take $A=[0,1]$. Consider the quasi-partial metric on $A$ defined by

$$
\sigma(c, d)=|c-d|+c
$$

Given $f, g, H, S: A \rightarrow A$ as

$$
f(d)=0, \quad g(d)=\frac{1}{8} d, \quad S(d)=\frac{1}{2} d, \quad H(d)=\frac{1}{3} d .
$$

It is clear that $f A \subset H A, g A \subset S A$ and the pairs $(f, S)$ and $(g, H)$ satisfy the $\left(C L R_{S H}\right)$-property. Take $\beta(t)=8 t$ and $\alpha(t)=t$. We will prove that (2.1) holds. First,

$$
\begin{equation*}
\beta(\sigma(f c, g d))=\beta(|f c-g d|+f c)=\beta\left(\frac{1}{8} d\right)=d \tag{2.19}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
\Lambda(c, d) & =\max \{\sigma(S c, H d), \sigma(f c, S c), \sigma(H d, g d), \sigma(f c, H d), \sigma(S c, g d)\} \\
& =\max \left\{\sigma\left(\frac{1}{2} c, \frac{1}{3} d\right), \sigma\left(0, \frac{1}{2} c\right), \sigma\left(\frac{1}{3} d, \frac{1}{8} d\right), \sigma\left(0, \frac{1}{3} d\right) \sigma\left(\frac{1}{2} c, \frac{1}{8} d\right)\right\} \\
& =\max \left\{\left|\frac{1}{2} c-\frac{1}{3} d\right|+\frac{1}{2} c, \frac{1}{2} c, \frac{13}{24} d, \frac{1}{3} d,\left|\frac{1}{2} c-\frac{1}{8} d\right|+\frac{1}{2} c\right\} .
\end{aligned}
$$

Case 1. Let $\Lambda(c, d)=\frac{13}{24} d$. We obtain

$$
\begin{equation*}
\beta(\Lambda(c, d))-\alpha(\Lambda(c, d))=\frac{13}{3} d-\frac{13}{24} d=\frac{91}{24} d>d=\beta(\sigma(f c, g d)) . \tag{2.20}
\end{equation*}
$$

Case 2. Let $\Lambda(c, d)=\left|\frac{1}{2} c-\frac{1}{3} d\right|+\frac{1}{2} c$. We have

$$
\begin{align*}
\beta(\Lambda(c, d))-\alpha(\Lambda(c, d)) & =8\left(\left|\frac{1}{2} c-\frac{1}{3} d\right|+\frac{1}{2} c\right)-\left(\left|\frac{1}{2} c-\frac{1}{3} d\right|+\frac{1}{2} c\right) \\
& =7\left(\left|\frac{1}{2} c-\frac{1}{3} d\right|+\frac{1}{2} c\right)>7\left(\frac{13}{24} d\right)>d=\beta(\sigma(f c, g d)) . \tag{2.21}
\end{align*}
$$

Case 3. Let $\Lambda(c, d)=\left|\frac{1}{2} c-\frac{1}{8} d\right|+\frac{1}{2} c$. We have

$$
\begin{align*}
\beta(\Lambda(c, d))-\alpha(\Lambda(c, d)) & =8\left(\left|\frac{1}{2} c-\frac{1}{8} d\right|+\frac{1}{2} c\right)-\left(\left|\frac{1}{2} c-\frac{1}{8} d\right|+\frac{1}{2} c\right) \\
& =7\left(\left|\frac{1}{2} c-\frac{1}{8} d\right|+\frac{1}{2} c\right)>7\left(\frac{13}{24} d\right)>d=\beta(\sigma(f c, g d)) . \tag{2.22}
\end{align*}
$$

From (2.20) to (2.21), the condition (2.1) holds. Here, 0 is the unique common fixed point, that is, $f 0=g 0=S 0=H 0=0$.

Example 2.4. Let $X=[0,7)$ and $\sigma(x, y)=|x-y|+x$ for all $x, y \in X .(X, \sigma)$ is a (QPMS). Define $(f, S)$ and $(g, H)$ as two pairs of self-mappings on $X$, where

$$
\begin{array}{cc}
f(x)=\left\{\begin{array}{cc}
0 ; x \in\{0\} \cup[5,7) \\
2 ; x \in(0,5), & g(x)=\left\{\begin{array}{c}
0 ; x \in\{0\} \cup[5,7) \\
4 ; x \in(0,5)
\end{array}\right. \\
S(x)=\left\{\begin{array}{c}
0 ; x \in\{0\} \\
5 ; x \in(0,5) \\
\frac{x+5}{2} ; x \in[5,7),
\end{array}\right. & H(x)=\left\{\begin{array}{c}
0 ; x \in\{0\} \\
6 ; x \in(0,5) \\
x-5 ; x \in[5,7) .
\end{array}\right.
\end{array} .\left\{\begin{array}{c}
0,5
\end{array}\right.\right.
\end{array}
$$

Also, define $\beta(t)=8 t$ and $\alpha(t)=\frac{t}{10}$. Choose $\left\{x_{n}\right\}=\{0\}$ and $\left\{y_{n}\right\}=\left\{5+\frac{1}{n}\right\}$. Then

$$
\lim _{n \rightarrow \infty} \sigma\left(f\left(x_{n}\right), 0\right)=\lim _{n \rightarrow \infty} \sigma\left(0, f\left(x_{n}\right)\right)=\lim _{n \rightarrow \infty} \sigma\left(S\left(x_{n}\right), 0\right)=\lim _{n \rightarrow \infty} \sigma\left(0, S\left(x_{n}\right)\right)=\sigma(0,0)=S(0)=0
$$

Also

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sigma\left(g\left(y_{n}\right), 0\right) & =\lim _{n \rightarrow \infty} \sigma\left(0, g\left(y_{n}\right)\right)=\lim _{n \rightarrow \infty} \sigma\left(H\left(y_{n}\right), 0\right) \\
& =\lim _{n \rightarrow \infty} \sigma\left(0, H\left(y_{n}\right)\right)=\sigma(0,0)=H(0)=0
\end{aligned}
$$

Hence the two pairs $(f, S)$ and $(g, H)$ satisfy the $\left(C L R_{S H}\right)$-property. Now, we will show that the contraction condition (2.1) holds. For this, we distinguish the following cases.
Case 1. $x, y \in\{0\} \cup[5,7)$. Here, we have

$$
\beta(\sigma(f x, g y))=\beta(\sigma(0,0))=0 \leq \beta(\Lambda(x, y))-\alpha(\Lambda(x, y))
$$

Case 2. $x \in\{0\}$ and $y \in(0,5)$. We have

$$
\beta(\sigma(f x, g y))=\beta(\sigma(0,4))=32 .
$$

Also,

$$
\begin{aligned}
\Lambda(x, y) \quad & =\max \{\sigma(S x, H y), \sigma(f x, S x), \sigma(H y, g y), \sigma(f x, H y), \sigma(S x, g y)\} \\
& =\max \{\sigma(0,6), \sigma(0,0), \sigma(6,4), \sigma(0,6), \sigma(0,4)\} \\
& =\max \{6,0,8,6,4\}=8
\end{aligned}
$$

Hence,

$$
\beta(\Lambda(x, y))-\alpha(\Lambda(x, y))=64-\frac{4}{5}>32=\beta(\sigma(f x, g y))
$$

Case 3. $x \in(0,5)$ and $y \in[5,7)$. We have

$$
\beta(\sigma(f x, g y))=\beta(\sigma(2,0))=32 .
$$

Moreover,

$$
\begin{aligned}
\Lambda(x, y) & =\max \{\sigma(S x, H y), \sigma(f x, S x), \sigma(H y, g y), \sigma(f x, H y), \sigma(S x, g y)\} \\
& =\max \{\sigma(5, y-5), \sigma(2,5), \sigma(y-5,0), \sigma(2, y-5), \sigma(5,0)\} \\
& =\max \{|10-y|+5,5,2 y-10,|7-y|+2,10\}=10
\end{aligned}
$$

Then

$$
\beta(\Lambda(x, y))-\alpha(\Lambda(x, y))=79>32=\beta(\sigma(f x, g y)) .
$$

Case 4. $x \in(0,5)$ and $y=0$. In this case,

$$
\beta(\sigma(f x, g y))=\beta(\sigma(2,0))=32
$$

Then

$$
\begin{aligned}
\Lambda(x, y) & =\max \{\sigma(S x, H y), \sigma(f x, S x), \sigma(H y, g y), \sigma(f x, H y), \sigma(S x, g y)\} \\
& =\max \{\sigma(5,0), \sigma(2,5), \sigma(0,0), \sigma(2,0), \sigma(5,0)\} \\
& =\max \{10,5,0,4,10\}=10
\end{aligned}
$$

that is,

$$
\beta(\Lambda(x, y))-\alpha(\Lambda(x, y))=79>32=\beta(\sigma(f x, g y)) .
$$

Case 5. $x, y \in(0,5)$. Here,

$$
\beta(\sigma(f x, g y))=\beta(\sigma(2,4))=32 .
$$

Also,

$$
\begin{aligned}
\Lambda(x, y) \quad & =\max \{\sigma(S x, H y), \sigma(f x, S x), \sigma(H y, g y), \sigma(f x, H y), \sigma(S x, g y)\} \\
& =\max \{\sigma(5,6), \sigma(2,5), \sigma(6,4), \sigma(2,6), \sigma(5,4)\} \\
& =\max \{6,5,8,6,6\}=8
\end{aligned}
$$

Then

$$
\beta(\Lambda(x, y))-\alpha(\Lambda(x, y))=64-\frac{4}{5}>32=\beta(\sigma(f x, g y))
$$

Case 6. $x \in[5,7)$ and $y \in(0,5)$. We have

$$
\beta(\sigma(f x, g y))=\beta(\sigma(0,4))=32
$$

Also,

$$
\begin{aligned}
\Lambda(x, y) & =\max \{\sigma(S x, H y), \sigma(f x, S x), \sigma(H y, g y), \sigma(f x, H y), \sigma(S x, g y)\} \\
& =\max \left\{\sigma\left(\frac{x+5}{2}, 6\right), \sigma\left(0, \frac{x+5}{2}\right), \sigma(6,4), \sigma(0,6), \sigma\left(\frac{x+5}{2}, 4\right)\right\} \\
& =\max \left\{6, \frac{x+5}{2}, 8,6,\left|\frac{x+5}{2}-4\right|+\frac{x+5}{2}\right\}=8
\end{aligned}
$$

Hence,

$$
\beta(\Lambda(x, y))-\alpha(\Lambda(x, y))=64-\frac{4}{5}=\beta(\sigma(f x, g y))
$$

Therefore, all conditions of Theorem 2.1 are satisfied. So, the mappings $f, g, H$ and $S$ have a common fixed point, which is 0 .

On the other hand, $f X=\{0,2\} \nsubseteq S X=\{0\} \cup[5,6)$ and $g X=\{0,4\} \nsubseteq H X=$ $\{6\} \cup[0,2)$. Note that the result of Nazir and Abbas [8] is not applicable because the hypothesis of containment among ranges of the mappings $f, g, S, H$ in [[8], Theorem 2.1] does not hold here.

Corollary 2.1. Let $(X, \sigma)$ be a (QPMS). Assume that $f, S, g, H: X \rightarrow X$ verify all conditions in Lemma 2.1. Suppose, in addition, that the pairs $(f, S)$ and $(g, T)$ are $w$-compatible. Then there exists a unique common fixed point of $f, g, H$ and $S$.

Proof. From Lemma 2.1, $(f, S)$ and $(g, H)$ share the $\left(C L R_{S H}\right)$-property. All conditions of Theorem 2.1 are fulfilled. Then exists a unique $x \in X$ such that $f x=$ $S x=g x=H x=x$.

By taking $\beta(t)=\int_{0}^{t} \eta(s) d s$ in Lemma 2.1 and Theorem 2.1, where $\eta:[0, \infty) \rightarrow$ $[0, \infty)$ is a Lebesgue-integrable summable mapping such that $\int_{0}^{\epsilon} \eta(t) d t>0$ for $\epsilon>0$, we state the following.

Corollary 2.2. Let $f, S, g$ and $H$ be self-mappings on a $(Q P M S)(X, \sigma)$ such that

$$
\begin{equation*}
\int_{0}^{\sigma(f x, g y))} \eta(s) d s \leq \Lambda(x, y)-\alpha(\Lambda(x, y)) \tag{2.23}
\end{equation*}
$$

where $\Lambda(x, y)=\int_{0}^{\max \{\sigma(S x, H y), \sigma(f x, S x), \sigma(H y, g y), \sigma(f x, H y), \sigma(S x, g y)\}} \eta(s) d s$. Assume that $(f, S)$ and $(g, H)$ fulfill the $\left(C L R_{S H}\right)$-property. Then $f x=S x=g x=H x$. Furthermore, if $(f, S)$ and $(g, T)$ are $w$-compatible, there exists only one point $x \in X$ so that $f x=S x=g x=H x=x$.

Remark 2.1. Corollary 2.2 extends the paper by Vetro et al. [11] from metric spaces to (QPMS).
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# A NOTE ON OPERATORS CONSISTENT IN INVERTIBILITY 
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Abstract. We generalize the notion of consistency in invertibility to Banach algebras and prove that the set of all elements consistent in invertibility is an upper semiregularity. In the case of bounded liner operators on a Hilbert space, we give a complete answer when the set of all $C I$ operators will be a regularity. Analogous results are obtained for Fredholm consistent operators.
Keywords: Banach algebra; invertibility; semiregularity; Hilbert space.

## 1. Notations, motivations and preliminaries

For a closed subspace $\mathcal{M}$ of a Hilbert space $\mathcal{H}$ we use the symbol $P_{\mathcal{M}}$ to denote the orthogonal projection onto $\mathcal{M}$. For a given operator $A \in \mathcal{B}(\mathcal{H}, \mathcal{K})$, the symbols $\mathcal{N}(A)$ and $\mathcal{R}(A)$ denote the null space and the range of $A$, respectively, while $n(A)=\operatorname{dim} \mathcal{N}(A)$ and $d(A)=\operatorname{dim} \mathcal{R}(A)^{\perp}$
The notion of operators consistent in invertibility, $C I$ for short, was introduced by Gong and Han in [7]. We say that an operator $T \in \mathcal{B}(\mathcal{H})$ is consistent in invertibility $(C I)$ if for each $A \in \mathcal{B}(\mathcal{H}), A T$ is invertible if and only if $T A$ is invertible. A characterization of $C I$ operators is given by the next Theorem:

Theorem 1.1. An operator $T \in \mathcal{B}(\mathcal{H})$ is $C I$ operator if and only if one of the three mutually exclusive cases hold:
(i) $T$ is invertible;
(ii) $\mathcal{R}(T)$ is not closed;
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The author is supported by grant number 174025 of the Ministry of Science, Technology and Development, Republic of Serbia.
(iii) $\mathcal{N}(T) \neq\{0\}$ and $\mathcal{R}(T)=\overline{\mathcal{R}(T)} \neq \mathcal{H}$.

It is easy to see that an operator $T \in \mathcal{B}(\mathcal{H})$ is not $C I$ if and only if $T$ is left invertible but not right invertible, or right invertible but not left invertible. The $C I$ spectrum of $T \in \mathcal{B}(\mathcal{H})$ is defined by

$$
\sigma_{C I}(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not } C I\}
$$

Results concerning $C I$ operators were obtained in [8, 9] and [1, 2, 10]. It is fairly easy to see that if $A$ and $B$ are $C I$ operators, then $A B$ is a $C I$ operator, it would be of interest to determine whether the set of all $C I$ operators is a regularity. We will prove that in general this is not the case.
The notion of consistency has been generalised, and explored in other cases, such as Fredholm consistency (FC) ([1, 2]). Using a characterization of $F C$ operators used in [2] given in the following Theorem we will answer the same questions we did in the case of $C I$ operators in $\mathcal{B}(\mathcal{H})$ :

Theorem 1.2. Let $T \in \mathcal{B}(\mathcal{H})$. Then $T$ if Fredholm consistent $(F C)$ if and only if one of the following conditions is satisfied:
(i) $T$ is Fredholm,
(ii) $\mathcal{R}(T)$ is closed, $n(T)=d(T)=\infty$,
(iii) $\mathcal{R}(T)$ is not closed.

It is easy to see that an operator $T \in \mathcal{B}(\mathcal{H})$ is not Fredholms consistent if and only if $T$ is left Fredholm, but not right Fredhlom, or it is right Fredholm, but not left Fredholm. Some other recent results on Fredholm operators can be found in

Let us now recall the definition of a regularity (upper semiregularity) in a Banach algebra:

Definition 1.1. [4] Let $\mathcal{A}$ be a Banach algebra. A non-empty subset $R$ of $\mathcal{A}$ is called a regularity if
(1) if $a \in \mathcal{A}$ and $n \in \mathbb{N}$ then $a \in R \Leftrightarrow a^{n} \in R$,
(2) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ and $a c+b d=1_{\mathcal{A}}$, then $a b \in R \Leftrightarrow a \in R$ and $b \in R$.

Definition 1.2. [5] Let $\mathcal{A}$ be a Banach algebra. A non-empty subset $R$ of $\mathcal{A}$ is called an upper semiregularity if
(1) if $a \in \mathcal{A}$ and $n \in \mathbb{N}$ then $a \in R \Rightarrow a^{n} \in R$,
(2) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ and $a c+b d=1_{\mathcal{A}}$, and $a, b \in R$, then $a b \in R$.
(3) $R$ contains a neighborhood of the unit element $1_{\mathcal{A}}$.

Some important examples of regularities include sets of all invertible (left invertible, right invertible) operators, Fredholm (left Fredholm, right Fredholm) operators etc.

## 2. Consistency in invertibility

We introduce $C I$ elements in Banach algebras in the same manner. Let $\mathcal{A}$ be a Banach algebra, and $\mathcal{A}^{-1}$ the group of all invertible elements. We say that $a \in \mathcal{A}$ is consistent in invertibility ( $C I$ ) if for all $c \in \mathcal{A}$

$$
a c \in \mathcal{A}^{-1} \Leftrightarrow c a \in \mathcal{A}^{-1} .
$$

First we prove a lemma which gives a characterisation of $C I$ elements similar to the characterisation of $C I$ operators:

Lemma 2.1. A Banach algebra element $a$ is not $C I$ if and only if $a \in \mathcal{A}_{l}^{-1} \backslash \mathcal{A}_{r}^{-1}$ or $a \in \mathcal{A}_{r}^{-1} \backslash \mathcal{A}_{l}^{-1}$.

Proof. Assume $a \in \mathcal{A}$ is not $C I$. Then there exists an element $c \in \mathcal{A}$ such that $a c \in \mathcal{A}^{-1}$ and $c a \notin \mathcal{A}^{-1}$, or $c a \in \mathcal{A}^{-1}$ and $a c \notin \mathcal{A}^{-1}$. If the first statement is correct, since $a c \in \mathcal{A}^{-1}$ we have that $a$ must be right invertible. If $a$ were left invertible as well, then $c$ would be invertible, and $c a$ would be invertible as well. From this contradiction we see that $a \in \mathcal{A}_{r}^{-1} \backslash \mathcal{A}_{l}^{-1}$. We analogously conclude that in the other case $a \in \mathcal{A}_{l}^{-1} \backslash \mathcal{A}_{r}^{-1}$. If $a \in \mathcal{A}_{l}^{-1} \backslash \mathcal{A}_{r}^{-1}$ we have that $a_{l}^{-1} a=1_{\mathcal{A}}$ and $a a_{l}^{1} \notin \mathcal{A}^{-1}$ for an arbitrary left inverse of $a$, so $a$ is not $C I$. We analogously conclude that $a$ is not $C I$ when $a \in \mathcal{A}_{r}^{-1} \backslash \mathcal{A}_{l}^{-1}$ as well.

Theorem 2.1. The set of all CI elements in $\mathcal{A}$ is an upper semiregularity.
Proof. If $a, b$ are commuting $C I$ elements and $c \in \mathcal{A}$ arbitrary we have that

$$
\begin{gathered}
a b c \text { is invertible } \Leftrightarrow b c a \text { is invertible } \Leftrightarrow \\
\Leftrightarrow c a b \text { is invertible }
\end{gathered}
$$

This stronger statement implies that conditions (1), and (2) of Definition 1.2 are satisfied.
Since invertible elements are $C I$, and we know that there exists an open neighborhood of $1_{\mathcal{A}}$ where all elements are invertible. We conclude that there exists an open neighborhood of $1_{\mathcal{A}}$ where all elements are $C I$. This completes the proof.

As a corollary of the previous Theorem we have:
Corollary 2.1. The set of all CI operators in $\mathcal{B}(\mathcal{H})$ is an upper semiregularity
Since all invertible elements in a Banach algebra are $C I$ have that $\sigma_{C I}(a) \subseteq \sigma(a)$, where

$$
\sigma_{C I}(a)=\{\lambda \in \mathbb{C}: \lambda-a \text { is not } C I\}
$$

Recall the following Theorem from [5]:

Theorem 2.2. [5] Let $\mathcal{R} \subset \mathcal{A}$ be an upper semiregularity. Suppose that $\mathcal{R}$ satisfies the condition

$$
b \in \mathcal{R} \cap \mathcal{A}^{-1} \Rightarrow b^{-1} \in \mathcal{R}
$$

Then $\sigma_{\mathcal{R}}(f(a)) \subset f\left(\sigma_{\mathcal{R}}(a)\right)$ for all $a \in \mathcal{A}$ and all locally non-constant functions $f$ analytic on a neighborhood of $\sigma(a) \cup \sigma_{\mathcal{R}}(a)$.
Further, $\sigma_{\mathcal{R}}(f(a)) \subset f\left(\sigma_{\mathcal{R}}(a) \cup \sigma(a)\right)$ for all functions $f$ analytic on a neighborhood of $\sigma_{\mathcal{R}}(a) \cup \sigma(a)$.

Since $\sigma_{C I}(a) \subseteq \sigma(a)$ (and thus $\sigma_{C I}(a) \cup \sigma(a)=\sigma(a)$ ) we get that the following Theorem holds:

Theorem 2.3. For every $a \in \mathcal{A} \sigma_{C I}(f(a)) \subseteq f\left(\sigma_{C I}(a)\right)$ for all locally nonconstant functions $f$ analytic on a neighborhood of $\sigma(a) \cup \sigma_{C I}(a)=\sigma(a)$, and $f\left(\sigma_{C I}(a)\right) \subseteq f(\sigma(a))$ for all functions $f$ analytic on a neighborhood of $\sigma(a)$.

It is now only natural to ask what further properties does the set of all bounded linear operators (Banach algebra elements) consistent in invertibility satisfy, and under which conditions it will be a regularity.
Remark: We from lemma 2.1 we see that

$$
\sigma_{C I}(a)=\left(\sigma_{l}(a) \backslash \sigma_{r}(a)\right) \cup\left(\sigma_{r}(a) \backslash \sigma_{l}(a)\right)
$$

In the case $\mathcal{A}=\mathcal{B}(\mathcal{H})$ this implies that the consistency spectrum of a bounded linear operator can be empty. For example, self-adjoint (normal) operators on Hilbert spaces will have an empty CI spectrum.
It would be natural to check whether the $C I$ spectrum is closed, and from the following example we will see that this is generally not the case.

Example 1 Define the operator $T$ on $\mathcal{B}\left(l^{2} \oplus l^{2}\right)$ by

$$
T=2 S \oplus\left(I-S^{*}\right): l^{2} \oplus l^{2} \rightarrow l^{2} \oplus l^{2}
$$

where $S$ is the right shift operator on $l^{2}$. Let $\left(\lambda_{n}\right)_{n}$ be a sequence of complex numbers such that

$$
\lim _{n \rightarrow \infty} \lambda_{n}=2, \lambda_{n} \in B(0,2) \backslash B(1,1),
$$

where $B(\lambda, r)$ is the open ball with radius $r$ and center $\lambda$. Recall that $S-\lambda I$ is right, but not left invertible for $|\lambda|<1$, and $S-\lambda I$ is left, but not right invertible for $|\lambda|=1$, and $S-\lambda I$ is invertible for $|\lambda|>1$. We have that each $\lambda_{n} \in \sigma_{C I}(T)$ because $2 S-\lambda_{n} I$ is right, but not left invertible, and $\left(1-\lambda_{n}\right) I-S^{*}$ is invertible, $T$ is left, but not right invertible. However, since $2 S-2 I$ is not right invertible and $I-S^{*}-2 I=-\left(S^{*}+I\right)$ is not left invertible (as the Hilbert adjoint of an operator which is not right invertible), we see that $T-2 I$ is neither left nor right invertible, so $T-2 I$ is $C I$. We get that $\sigma_{C I}(T)$ is not closed.

It is easy to see that $T \in \mathcal{B}(\mathcal{H})$ is $C I$ if and only $T^{n}$ is $C I$ for $n \geq 1$ so it is natural to investigate whether the set of all $C I$ operators forms a regularity. The following examples will serve as motivation for the answer:

Example: 2. Let $T$ and $P_{M}$ be operators $\mathcal{B}\left(l^{2}\right)$ defined in the following way, $T=S^{2}$, where the $S$ is the right shift operator on $l^{2}$ and $P_{M}$ the orthogonal projection on the subspace

$$
M=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right) \in l^{2}: x_{2 n-1}=x_{2 n}, n \in \mathbb{N}\right\}
$$

Let $x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right) \in l^{2}$ be arbitrary, then $\left(x_{1}, x_{1}, x_{2}, x_{2}, \ldots, x_{n}, x_{n}, \ldots\right)$ is an elements of $M$, so $M$ is a non-trivial subspace of $l^{2}$. It is easy to verify that $M$ is closed. It is easy to see that $T$ commutes with $P_{M}$ and $P_{M^{\perp}}$. We have that

$$
2 P_{M^{\perp}}+2 P_{M}-T=2 I-T
$$

which is invertible. For an $x \in l^{2}$ we have

$$
\left(2 P_{M}-T\right) x=\left(x_{1}+x_{2}, x_{1}+x_{2}, x_{3}+x_{4}-x_{1}, x_{3}+x_{4}-x_{2}, \ldots\right)
$$

Since $(1,0, \ldots, 0, \ldots) \notin \mathcal{R}\left(2 P_{M}-T\right)$ we have that $2 P_{M}-T$ is not right invertible. Assume now that $\left(2 P_{M}-T\right) x=0$ for some $x=\left(x_{1}, x_{2}, \ldots\right) \in l^{2}$. This means that

$$
\begin{aligned}
& x_{1}+x_{2}=0 \\
& x_{3}+x_{4}-x_{1}=0, \\
& x_{3}+x_{4}-x_{2}=0
\end{aligned}
$$

From the first three equations we get that $x_{1}=x_{2}=0$, similarly we conclude that $x_{3}=x_{4}=0$, and then $x_{2 k-1}=x_{2 k}=0$, for $k \in \mathbb{N}$. It is easy to establish that $2 P_{M}-T$ has closed range. This means that $2 P_{M}-T$ is left, but not right invertible. It is easy to check that $(2 I-T)^{-1}$ commutes with $P_{M \perp}$ and $2 P_{M}-T$. Finally we have the following:

$$
(2 I-T)^{-1} P_{M^{\perp}}+(2 I-T)^{-1}\left(2 P_{M}-T\right)=I
$$

and all the operators in question commute, $P_{M^{\perp}}$ is a $C I$ operator since $\mathcal{N}\left(P_{M}\right)=\mathcal{R}\left(P_{M}\right)^{\perp} \neq\{0\}, 2 P_{M}-T$ is not a $C I$ operator because he is left but not right invertible and

$$
2 P_{M^{\perp}}\left(2 P_{M}-T\right)=\left(2 P_{M}-T\right)\left(2 P_{M^{\perp}}\right)=-2 T P_{M^{\perp}}
$$

is neither left nor right invertible, so it is a $C I$ operator. This means that condition (2) in Definition (1.1) is not satisfied, so the set of all $C I$ operators on $l^{2}$ is not a regularity.
Example 3. Any complex matrix $T \in \mathbb{C}^{n \times n}$ is a $C I$ operator since it is either invertible or $\{0\} \neq \mathcal{N}(T), \mathcal{R}(T) \neq \mathbb{C}^{n}$. This means that the set of all $C I$ matrices coincides with $\mathbb{C}^{n \times n}$ (which is equivalent to saying $\sigma_{C I}(T)=\varnothing$ for all $T \in \mathbb{C}^{n \times n}$ )

We can now characterize when the set of all $C I$ operators on a Hilbert space will be a regularity

Theorem 2.4. The set of all CI operators in $\mathcal{B}(\mathcal{H})$ on a Hilbert space $\mathcal{H}$ is a regularity of and only if $\mathcal{H}$ is finite dimensional.

Proof. If $\mathcal{H}$ is finite dimensional, it is isomorphic to $\mathbb{C}^{n \times n}$ for some $n \in \mathbb{N}$. From the previous example we see that in this case the set of all $C I$ operators will forms a regularity.
Conversely, assume that $\mathcal{H}$ is not finite dimensional. If $\mathcal{H}$ is separable, then it is isomorphic to $l^{2}$ so we can conclude from Example 2 that the set of all $C I$ operators in $\mathcal{B}(\mathcal{H})$ is not a regularity. If $\mathcal{H}$ is not separable, then it contains a separable closed subspace $\mathcal{K}$. We have that $\mathcal{H}=\mathcal{K} \oplus \mathcal{K}^{\perp}$. We also know that $\mathcal{K}$ is isomorphic to $l^{2}$. From Example 2 we have a pair of commuting operators which do not satisfy condition 2. from Definition 1.1. Without loss of generality let us denote them by $2 P_{M}^{\perp}$ and $2 P_{M}-T$ as well. Then the operators

$$
A=2 P_{M}^{\perp} \oplus 0, B=2 P_{M}-T \oplus I_{\mathcal{K}^{\perp}}
$$

commute, and there exist operators $C, D$ such that $A C+B D=I_{\mathcal{H}}$ which commute with $A$ and $B$ as well. Furthermore, $A$ is a $C I$ operator, $B$ is not a $C I$ operator, but their product is a $C I$ operator. This is in contradiction with condition 2. of Definition 1.1, so the set of all $C I$ operators is not a regularity.

## 3. Fredholm consistency

As in the case of $C I$ operators, the notion of Fredholm consistency gan be generalized to Banach algebras as well. In [6] $T$-Fredholm elements of a Banach algebra were introduced. If $T: \mathcal{A} \rightarrow \mathcal{B}$ is a bounded algebra homomorphism between complex Banach algebras $\mathcal{A}$ and $\mathcal{B}$ where $1_{\mathcal{A}} \neq 0_{\mathcal{A}}\left(1_{\mathcal{B}} \neq 0_{\mathcal{B}}\right)$ we say that $a \in \mathcal{A}$ is $T$ Fredholm (left $T$-Fredholm, right $T$-Fredholm) if and only if $T(a) \in \mathcal{B}^{-1}\left(\mathcal{B}_{l}^{-1}, \mathcal{B}_{r}^{-1}\right)$. We can now say that $a \in \mathcal{A}$ is $T$-Fredhom consistent $(T-F C)$ if for each $c \in \mathcal{A}$

$$
a c \text { is } T-\text { Fredholm } \Leftrightarrow c a \text { is } T-\text { Fredholm. }
$$

In a matter analogous to Lemma 2.1 and Theorems 2.1 and 3.3 we get the following results:

Lemma 3.1. A Banach algebra element $a$ is not T-FC if and only if $a$ is left $T$-Fredholm but not right T-Fredholm, or $a$ is right $T$-Fredholm but not left $T$ Fredholm.

Proof. Assume $a \in \mathcal{A}$ is not $T-F C$. Then there exists an element $c \in \mathcal{A}$ such that $T(a c) \in \mathcal{B}^{-1}$ and $T(c a) \notin \mathcal{B}^{-1}$, or $T(c a) \in \mathcal{B}^{-1}$ and $T(a c) \notin \mathcal{B}^{-1}$. If the first statement is correct, since $T(a c)=T(a) T(c) \in \mathcal{B}^{-1}$ we have that $T(a)$ must be right invertible. If $T(a)$ were left invertible as well, then $T(c)$ would be invertible, and $T(c a)$ would be invertible as well. From this contradiction we see that $T(a) \in \mathcal{B}_{r}^{-1} \backslash \mathcal{B}_{l}^{-1}$, which means that $a$ is right T-Fredholm but not left TFredholm. We analogously conclude that in the other case $T(a) \in \mathcal{B}_{l}^{-1} \backslash \mathcal{B}_{r}^{-1}$. If
$a$ is left T-Fredholm but not right T-Fredholm we have that $T(a) \in \mathcal{B}_{l}^{-1} \backslash \mathcal{B}_{r}^{-1}$ we have that $T(a)_{l}^{-1} T(a)=1_{\mathcal{B}}$ and $T(a) T(a)_{l}^{-1} \notin \mathcal{B}^{-1}$ for an arbitrary left inverse of $T(a)$, so $a$ is not $T-F C$. We analogously conclude that $a$ is not $T-F C$ when $a$ is left T-Fredholm but not right T-Fredholm.

Corollary 3.1. Let $\mathcal{A}$ and $\mathcal{B}$ be complex Banach algebras such that $1_{\mathcal{A}} \neq 0_{\mathcal{A}}\left(1_{\mathcal{B}} \neq\right.$ $0_{\mathcal{B}}$ ), and $T: \mathcal{A} \rightarrow \mathcal{B}$ a bounded algebra homomorphism. Then, $a \in \mathcal{A}$ is $T-F C$ if and only if $T(a)$ is $C I$.

Theorem 3.1. Let $\mathcal{A}$ and $\mathcal{B}$ be complex Banach algebras such that $1_{\mathcal{A}} \neq 0_{\mathcal{A}}\left(1_{\mathcal{B}} \neq\right.$ $0_{\mathcal{B}}$ ), and $T: \mathcal{A} \rightarrow \mathcal{B}$ a bounded algebra homomorphism. The set of all $T$-Fredholm consistent elements is an upper semiregularity.

Proof. Let $a, b \in \mathcal{A}$ be commuting T-Fredholm consistent elements and $c \in \mathcal{A}$ arbitrary. We have that

$$
\begin{aligned}
& a b c \text { is T-Fredholm } \Leftrightarrow b c a \text { is T-Fredholm } \Leftrightarrow \\
& \Leftrightarrow c a b \text { T-Fredholm. }
\end{aligned}
$$

Since invertible elements are $T-F C$, and we know that there exists an open neighborhood of $1_{\mathcal{A}}$ where all elements are invertible. We conclude that there exists an open neighborhood of $1_{\mathcal{A}}$ where all elements are $T-F C$. This completes the proof.

Corollary 3.2. The set of all Fredholm consistent operators in $\mathcal{B}(\mathcal{H})$ is an upper semiregularity.

Since invertible elements of a Banach algebra are $T-F C$ we see that a Theorem analogous to Theorem 2.3 will hold for the $T-F C$ spectrum as well where

$$
\sigma_{T F C}(a)=\{\lambda \in \mathbb{C}: a-\lambda \text { is not } T-F C\}
$$

Theorem 3.2. For every $a \in \mathcal{A} \sigma_{T F C}(f(a)) \subseteq f\left(\sigma_{T F C}(a)\right)$ for all locally nonconstant functions $f$ analytic on a neighborhood of $\sigma(a) \cup \sigma_{T F C}(a)=\sigma(a)$, and $f\left(\sigma_{C I}(a)\right) \subseteq f(\sigma(a))$ for all functions $f$ analytic on a neighborhood of $\sigma(a)$.

Again, in the case $\mathcal{A}=\mathcal{B}(\mathcal{H})$ and when we observe Fredholm operators, selfadjoint operators have an empty $F C$ spectrum. The following examples will show that the set of all Fredholm consistent operators in $\mathcal{B}(\mathcal{H})$ is not generally a regularity, and that the $F C$ spectrum is generally not closed:
Example 4. Let $A \in \mathcal{B}\left(l^{2}\right)$ be defined in the following way:

$$
A x=\left(x_{1}, 0, x_{2}, 0, x_{3}, 0, \ldots\right), x=\left(x_{1}, x_{2}, x_{3}, \ldots\right) \in l^{2}
$$

In other words, $A e_{n}=e_{2 n-1}$ where $e_{n}$ is the n-th vector in the standard orthonormal basis. It is easy to see that $A$ is left invertible, but not right invertible and $d(A)=\infty$. This means that $A$ is left Fredholm but not right Fredholm so $A$ is not Fredholm consistent. On the other hand for

$$
(I-A) x=\left(0, x_{2}, x_{3}-x_{2}, x_{4}, x_{5}-x_{3}, x_{6}, \ldots\right), x=\left(x_{1}, x_{2}, x_{3}, \ldots\right) \in l^{2}
$$

we have

$$
\mathcal{N}(I-A)=\mathcal{R}(I-A)^{\perp}=\left\{x \in l^{2}: x_{n}=0, n \geq 2\right\}
$$

The last part in the equation follows from the fact that for

$$
\left(I-A^{*}\right) x=\left(0, x_{2}-x_{3}, x_{3}-x_{5}, x_{4}-x_{7}, x_{5}-x_{9}, \ldots\right)
$$

we have that $x \in \mathcal{N}\left(I-A^{*}\right)$ if

$$
x_{n}=x_{2 n-1}=x_{4 n-3}=\ldots
$$

so

$$
\mathcal{N}\left(I-A^{*}\right)=\left\{x \in l^{2}: x_{n}=0, n \geq 2\right\}
$$

We see $n(I-A)=d(I-A)=1$ which means that $I-A$ is Fredholm, and thus $F C$. Now we define an operator $T \in \mathcal{B}\left(l^{2} \oplus l^{2}\right)$ as

$$
T=A \oplus I_{l^{2}}
$$

We have that $T$ is also not Fredholm consistent and that

$$
I_{l^{2} \oplus l^{2}}-T=\left(I_{l^{2}}-A\right) \oplus 0
$$

so $n\left(I_{l^{2} \oplus l^{2}}-T\right)=d\left(I_{l^{2} \oplus l^{2}}-T\right)=\infty$ which means that $I-T$ is Fredholm consistent in $\mathcal{B}\left(l^{2} \oplus l^{2}\right)$. For $\left(I_{l^{2} \oplus l^{2}}-T\right) T$ we also have that $n\left(\left(I_{l^{2} \oplus l^{2}}-T\right) T\right)=$ $d\left(\left(I_{l^{2} \oplus l^{2}}-T\right) T\right)=\infty$ so this operator is Fredholm consistent in $\mathcal{B}\left(l^{2} \oplus l^{2}\right)$ as well. Finally, since $\left(I_{l^{2} \oplus l^{2}}-T\right)+T=I_{l^{2} \oplus l^{2}}$, and $I_{l^{2} \oplus l^{2}}-T$ and $T$ trivially commute we see that the condition 2. from Definition 1.1 isn't satisfied from which we conclude that the set of all Fredholm consistent operators in $\mathcal{B}\left(l^{2} \oplus l^{2}\right)$ is not a regularity.
Example 5. Let $\mathcal{H}$ be separable Hilbert space. Then $\mathcal{H}$ can be represented as an orthogonal direct sum of closed infinite dimensional subspaces $M_{n}, n \in \mathbb{N}$ $\left(\mathcal{H}=\bigoplus_{n=1}^{\infty} M_{n}\right)$. To see that such subspaces exists we can do the following. Since $\mathcal{H}$ is separable,let $M_{1}$ be a closed infinite dimensional subspace of $\mathcal{H}$ with infinite codimension. We have that $M_{1}^{\perp}$ is also a separable infinite dimensional Hilbert space. Let $M_{2}$ be the closed subspace of $M_{1}^{\perp}$ isomorphic to the subspace $M_{1}$. Continuing this process we construct the subspaces $M_{n}, n \in \mathbb{N}$. Let $\left(\lambda_{n}\right)_{n}$ be a sequence of complex numbers that converges to 0 . For each $n \in \mathbb{N}$ there exists a bounded linear operator $T_{n} \in \mathcal{B}\left(\mathcal{M}_{n}\right)$ such that $T_{n}, T_{n}-\lambda_{m}, m \in \mathbb{N} \backslash\{n\}$ are invertible and $n\left(T_{n}-\lambda_{n}\right)=\infty$ and $\mathcal{R}\left(T_{n}-\lambda_{n}\right)=M_{n}$. This means that $\lambda_{n} \in \sigma_{F C}\left(T_{n}\right)$ and $0, \lambda_{m} \notin \sigma_{F C}\left(T_{n}\right), m \in \mathbb{N} \backslash\{n\}$. Furthermore we can select these operators in
such a way that the family of operators $T_{n}$ is uniformly bounded. We have that $T=\bigoplus_{n=1}^{\infty} T_{n}$ is a invertible bounded linear operator on $\mathcal{H}$ such that

$$
n\left(T-\lambda_{n}\right)=\infty, \mathcal{R}\left(T-\lambda_{n}\right)=\mathcal{H}, n \in \mathbb{N}
$$

This means that $\lambda_{n} \in \sigma_{F C}(T), n \in \mathbb{N}$, but $0 \notin \sigma_{F C}(T)$. We conclude that $\sigma_{F C}(T)$ is not closed. To see that the operators $T_{n}$ indeed exists we can construct them now. For each $n \in \mathbb{N}$ there exists $r_{n}>0$ such that $\lambda_{m} \notin B\left(\lambda_{n}, r_{n}\right)$ for $m \neq n$. It follows that $\left|r_{n}\right|<\left|\lambda_{n}\right|$ and that $0 \notin B\left(\lambda_{n}, r_{n}\right)$. Furthermore, for each $n \in \mathbb{N}$ there exists a subspace $\mathcal{K}_{n}$ such that $\mathcal{M}_{n}=\mathcal{K}_{n} \oplus \mathcal{K}_{n}^{\perp}$ and $\operatorname{dim} \mathcal{K}_{n}=\operatorname{dim} \mathcal{K}_{n}^{\perp}=\infty$. We have that $\mathcal{K}_{n}$ is isomorphic to $\mathcal{M}_{n}$, let us denote the isomorphism by $J_{n}^{\prime}$. Without loss of generality we can assume that $J_{n}^{\prime}$ is unitary. This isomorphism is naturally extended to $J_{n} \in \mathcal{B}\left(\mathcal{M}_{n}\right)$ by

$$
J_{n} x= \begin{cases}J_{n}^{\prime} x, & x \in K_{n} \\ 0, & x \in \mathcal{K}_{n}^{\perp}\end{cases}
$$

We have that $\mathcal{N}\left(J_{n}\right)=\mathcal{K}_{n}^{\perp}$, and $\mathcal{R}\left(J_{n}\right)=\mathcal{M}_{n}$. Define $T_{n}$ by

$$
T_{n}=r_{n} J_{n}+\lambda_{n}
$$

We have that $T_{n}-\lambda_{n}=r_{n} J_{n}$, so $n\left(T_{n}-\lambda_{n}\right)=n\left(J_{n}\right)=\infty$ and $\mathcal{R}\left(T_{n}-\lambda_{n}\right)=\mathcal{R}\left(J_{n}\right)=\mathcal{M}_{n}$, so $\lambda_{n} \in \sigma_{F C}\left(T_{n}\right)$. Since $\left|\lambda_{n}\right|,\left|\lambda_{n}-\lambda_{m}\right|>\left|r_{n}\right|=$ $\left\|r_{n} J_{n}\right\|$ for $m \neq n$ we have that $T_{n}$ and $T_{n}-\lambda_{m}, m \neq n$ are invertible, and $\left\|T_{n}\right\| \leq r_{n}+\lambda_{n} \leq 1+M$ for $n \in \mathbb{N}$ where $M$ is any upper bound for the convergent sequence $\left(\lambda_{n}\right)_{n}$ which proves that the family $\left(T_{n}\right)_{n}$ is uniformly bounded.

Since $\sigma_{F C}(T)=\emptyset$ for all $T \in \mathcal{B}(\mathcal{H})$ when $\mathcal{H}$ is finite dimensional the set of Fredholm consistent operators will coincide with $\mathcal{B}(\mathcal{H})$ and will thus be a regularity. We have that the following Theorem analogous to Theorem 2.4 holds:

Theorem 3.3. The set of all Fredholm consistent operators in $\mathcal{B}(\mathcal{H})$ on a Hilbert space $\mathcal{H}$ is a regularity of and only if $\mathcal{H}$ is finite dimensional.
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#### Abstract

In this paper, we consider a non-linear impulsive Sturm-Liouville problem on semiinfinite intervals in which the limit-circle case holds at infinity for THE SturmLiouville expression. We prove the existence and uniqueness theorems for this problem. Keywords: Impulsive Sturm-Liouville problem; Singular point; Weyl limit-circle case; Completely continuous operator; Fixed point theorems.


## 1. Introduction

The theory of differential equations with impulses describes processes that are subjected to abrupt changes in their states at certain moments. Such processes arise in many fields of science and technology: chemical technology, biotechnology, theoretical physics, industrial robotics, etc. For an introduction to the basic theory of differential equations with impulses see Bainov and Simeonov ([3], [4], [5]), Benchohra, Henderson and Ntouyas ([6]), Lakshmikantham, Bainov and Simeonov ([18]) Samoilenko and Perestyuk ([31]) and the references therein.

Recently, much work has been done on the existence of solutions to impulsive Sturm-Liouville equations; for regular impulsive Sturm-Liouville problems see [2, 7, 9, 12-15, 25-27, 30, 33], for singular impulsive Sturm-Liouville equations see [1, $10,18-19,21-24,29]$. However, there is no paper concerned with the existence of solutions to singular impulsive non-linear Sturm-Liouville problems that the limitcircle case holds at infinity. In this paper, we fill the gap by using a special way to pose boundary conditions at infinity.

Let us consider the following nonlinear Sturm-Liouville equation

$$
\begin{equation*}
l(y):=-\left(p(x) y^{\prime}\right)^{\prime}+q(x) y=f(x, y), x \in I \tag{1.1}
\end{equation*}
$$

where $I:=I_{1} \cup I_{2}, I_{1}:=[a, c), I_{2}:=(c,+\infty),-\infty<a<c<+\infty$, and $y=y(x)$ is a desired solution.

Let $L^{2}(I)$ be a Hilbert space which is composed of all complex-valued functions $y$ satisfying

$$
\int_{a}^{\infty}|y(x)|^{2} d x<\infty
$$

in relation to the inner product

$$
(y, z):=\int_{a}^{\infty} y(x) \overline{z(x)} d x
$$

Denote by $\mathcal{D}$ the linear set of all functions $y \in L^{2}(I)$ such that $y, p y^{\prime}$ are locally absolutely continuous functions on $I$, one-sided limits $y(c \pm),\left(p y^{\prime}\right)(c \pm)$ exist and are finite and $l(y) \in L^{2}(I)$. The operator $L$ defined by $L y=l(y)$ is called the maximal operator on $L^{2}(I)$.

For two arbitrary functions $y, z \in \mathcal{D}$, we have Green's formula

$$
\begin{equation*}
\int_{a}^{\infty} l(y) \bar{z} d x-\int_{a}^{\infty} y \overline{l(z)} d x=[y, z]_{c-}-[y, z]_{a}+[y, z]_{\infty}-[y, z]_{c+} \tag{1.2}
\end{equation*}
$$

where $[y, z]_{x}=y(x) \overline{\left(p z^{\prime}\right)(x)}-\left(p y^{\prime}\right)(x) \overline{z(x)}(x \in I)$.
We assume that the following conditions are satisfied.
(A1) The points $a$ and $c$ are regular for the differential expression $l . p$ and $q$ are real-valued, Lebesgue measurable functions on $I$ and $\frac{1}{p}, q \in L_{l o c}^{1}(I)$. The point $c$ is regular if $\frac{1}{p}, q \in L^{1}[c-\epsilon, c+\epsilon]$ for some $\epsilon>0$. Moreover, the functions $p$ and $q$ are such that all solutions of the the equation

$$
\begin{equation*}
l(y)=0 \tag{1.3}
\end{equation*}
$$

belong to $L^{2}(I)$, i.e., Weyl limit-circle case holds for the differential expression $l$ (see [1-3]).
(A2) The function $f(x, y)$ is real-valued and continuous in $(x, \zeta) \in I \times \mathbb{R}$, and

$$
\begin{equation*}
|f(x, \zeta)| \leq g(x)+\vartheta|\zeta| \tag{1.4}
\end{equation*}
$$

for all $(x, \zeta)$ in $I \times \mathbb{R}$, where $g(x) \geq 0, g \in L^{2}(I)$, and $\vartheta$ is a positive constant.
If we define the operator $F$ taking each function $y($.$) to the function f(., y()$.$) ,$ then the condition (4) is necessary and sufficient for $F$ to map $L^{2}(I)$ into itself (see ([17], Chapter 1)).

Denote by

$$
u:=u(x)=\left\{\begin{array}{ll}
u^{(1)}(x), & x \in I_{1} \\
u^{(2)}(x), & x \in I_{2}
\end{array}, v:=v(x)= \begin{cases}v^{(1)}(x), & x \in I_{1} \\
v^{(2)}(x), & x \in I_{2}\end{cases}\right.
$$

the solutions to the equation (1.3) satisfying the initial conditions

$$
\begin{equation*}
u^{(1)}(a)=0,\left(p u^{(1) \prime}\right)(a)=1, v^{(1)}(a)=-1,\left(p v^{(1) \prime}\right)(a)=0 \tag{1.5}
\end{equation*}
$$

and impulsive conditions

$$
\begin{align*}
& U(c+)=C U(c-), U(x):=\left(\begin{array}{c}
u(x) \\
\left(p u^{\prime}\right)(x) \\
v(x) \\
\left(p v^{\prime}\right)(x)
\end{array}\right),  \tag{1.6}\\
& V(c+)=C V(c-), V(x):= \\
& C \in M_{2}(\mathbb{R}), \operatorname{det} C=\rho>0
\end{align*}
$$

where $M_{2}(\mathbb{R})$ denotes the $2 \times 2$ matrices with entries from $\mathbb{R}$.
Now, we introduce the Hilbert space $H=L^{2}\left(I_{1}\right)+L^{2}\left(I_{2}\right)$ with the inner product

$$
\langle y, z\rangle:=\int_{a}^{c} y^{(1)} \overline{z^{(1)}} d x+\gamma \int_{c}^{\infty} y^{(2)} \overline{z^{(2)}} d x, \gamma=\frac{1}{\rho}
$$

where

$$
y(x)=\left\{\begin{array}{ll}
y^{(1)}(x), & x \in I_{1} \\
y^{(2)}(x), & x \in I_{2}
\end{array}, \quad z(x)= \begin{cases}z^{(1)}(x), & x \in I_{1} \\
z^{(2)}(x), & x \in I_{2}\end{cases}\right.
$$

We set $W_{x}^{(i)}:=W_{x}\left(u^{(i)}, v^{(i)}\right)=u^{(i)}(x)\left(p v^{(i) \prime}\right)(x)-\left(p u^{(i) \prime}\right)(x) v^{(i)}(x)\left(x \in I_{i}, i=1,2\right)$. Then the equality $W_{x}^{(1)}=\rho W_{x}^{(2)}$ holds. For convenience, we denote $W_{x}:=W_{x}^{(1)}=$ $\rho W_{x}^{(2)}$. Since the wronskian of any two solutions of Equation (1.3) is constant, we have $W_{x}(u, v)=1$. Then, $u$ and $v$ are linearly independent and they form a fundamental system of solutions of equation (1.3). By the condition A1, we get $u$, $v \in L^{2}(I)$ and moreover, $u, v \in \mathcal{D}$. So, the values $[y, u]_{\infty}$ and $[y, v]_{\infty}$ exist and are finite for every $y \in \mathcal{D}$. By using Green's formula (1.2) and the conditions (1.5)-(1.6), we can get

$$
\begin{gather*}
{[y, u]_{\infty}=y(a)+\int_{a}^{\infty} u(x) \overline{l(y(x))} d x} \\
{[y, v]_{\infty}=\left(p y^{\prime}\right)(a)+\int_{a}^{\infty} v(x) \overline{l(y(x))} d x} \tag{1.7}
\end{gather*}
$$

Now, we will add to problem (1.1) the boundary conditions

$$
\begin{align*}
& y(a) \cos \alpha+\left(p y^{\prime}\right)(a) \sin \alpha=d_{1} \\
& {[y, u]_{\infty} \cos \beta+[y, v]_{\infty} \sin \beta=d_{2}} \tag{1.8}
\end{align*}
$$

and impulsive conditions

$$
\begin{equation*}
Y(c+)=C Y(c-), Y=\binom{y}{p y^{\prime}}, \operatorname{det} C=\rho>0 \tag{1.9}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{R}$, and $d_{1}, d_{2}$ are arbitrary given real numbers, and

$$
\begin{equation*}
\omega:=\cos \alpha \sin \beta-\cos \beta \sin \alpha \neq 0 \tag{A3}
\end{equation*}
$$

Since the function $y$ in (1.8) satisfies Equation (1.1), we have

$$
\begin{aligned}
& {[y, u]_{\infty}=y(a)+\int_{a}^{\infty} u(x) f(x, y(x)) d x} \\
& {[y, v]_{\infty}=\left(p y^{\prime}\right)(a)+\int_{a}^{\infty} v(x) f(x, y(x)) d x}
\end{aligned}
$$

## 2. Green's function

In this section, we construct an appropriate Green's function. So, we will reduce the boundary-value problem (1.1), (1.8), (1.9) to a fixed point problem.

Let us consider the linear boundary value problem

$$
\left.\begin{array}{c}
-\left(p(x) y^{\prime}\right)^{\prime}+q(x) y=h(x), x \in I, h \in H \\
y(a) \cos \alpha+\left(p y^{\prime}\right)(a) \sin \alpha=0 \\
{[y, u]_{\infty} \cos \beta+[y, v]_{\infty} \sin \beta=0, \alpha, \beta \in \mathbb{R}}  \tag{2.2}\\
Y(c+)=C Y(c-), Y:=\binom{y}{p y^{\prime}}, \operatorname{det} C=\rho>0,
\end{array}\right\}
$$

where $y$ is a desired solution, $u$ and $v$ are solutions to the equation (1.3) under the conditions (1.5)-(1.6).

Define

$$
\begin{equation*}
\varphi(x)=\cos \alpha u(x)+\sin \alpha v(x), \psi(x)=\cos \beta u(x)+\sin \beta v(x) \tag{2.3}
\end{equation*}
$$

where $W_{x}(\varphi, \psi)=\omega$. It is clear that these functions are solutions to the equation (1.3) and are in $H$. Further, we have

$$
\begin{aligned}
{[\varphi, u]_{x} } & =\varphi(a)=-\sin \alpha,[\varphi, v]_{x}=(p \varphi)^{\prime}(a)=\cos \alpha,\left(x \in I_{1}\right) \\
{[\psi, u]_{x} } & =\psi(a)=-\sin \beta,[\psi, v]_{x}=(p \psi)^{\prime}(a)=\cos \beta,\left(x \in I_{1}\right) \\
{[\psi, u]_{\infty} } & =-\rho \sin \beta,[\psi, v]_{\infty}=\rho \cos \beta \\
\Phi(c+) & =C \Phi(c-), \Phi(x):=\binom{\varphi(x)}{\left(p \varphi^{\prime}\right)(x)}, \\
\Psi(c+) & =C \Psi(c-), \Psi(x):=\binom{\psi(x)}{\left(p \psi^{\prime}\right)(x)} .
\end{aligned}
$$

Let us introduce the function

$$
G(x, t)= \begin{cases}\frac{\varphi(x) \psi(t)}{\omega( }, & \text { if } a \leq x \leq t<\infty, x \neq c, t \neq c  \tag{2.4}\\ \frac{\varphi(t)^{\omega} \psi(x)}{\omega}, & \text { if } a \leq t \leq x<\infty, x \neq c, t \neq c\end{cases}
$$

$G(x, t)$ is called the Green's function of the boundary-value problem (2.1)-(2.2). Since $\varphi, \psi \in H$, we have

$$
\begin{equation*}
\int_{a}^{\infty} \int_{a}^{\infty}|G(x, t)|^{2} d x d t<\infty \tag{2.5}
\end{equation*}
$$

i.e., $G(x, t)$ is a Hilbert-Schmidt kernel.

Theorem 2.1. The function

$$
\begin{equation*}
y(x)=\int_{a}^{c} G(x, t) h(t) d t+\gamma \int_{c}^{\infty} G(x, t) h(t) d t, x \in I \tag{2.6}
\end{equation*}
$$

is the solution of the boundary-value problem (2.1)-(2.2).

Proof. By a variation of constants formula, the general solution of the equation (2.1) has the form

$$
y(x)=\left\{\begin{array}{c}
k_{1} \varphi^{(1)}(x)+k_{2} \psi^{(1)}(x)  \tag{2.7}\\
+\frac{\psi^{(1)}(x)}{\omega} \int_{a}^{x} \varphi^{(1)}(t) h(t) d t \\
+\frac{\varphi^{(1)}(x)}{\omega} \int_{x}^{c} \psi^{(1)}(t) h(t) d t, x \in I_{1} \\
k_{3} \varphi^{(2)}(x)+k_{4} \psi^{(2)}(x) \\
+\frac{\gamma}{\omega} \psi^{(2)}(x) \int_{c}^{x} \varphi^{(2)}(t) h(t) d t \\
+\frac{\gamma}{\omega} \varphi^{(2)}(x) \int_{x}^{\infty} \psi^{(2)}(t) h(t) d t, x \in I_{2}
\end{array}\right.
$$

where $k_{1}, k_{2}, k_{3}$ and $k_{4}$ are arbitrary constants.
By (2.7), we get

$$
(p y)^{\prime}(x)=\left\{\begin{array}{c}
k_{1}\left(p \varphi^{(1)}\right)^{\prime}(x)+k_{2}\left(p \psi^{(1)}\right)^{\prime}(x) \\
+\frac{\left(p \psi^{(1)}\right)^{\prime}(x)}{\omega} \int_{a}^{x} \varphi^{(1)}(t) h(t) d t \\
+\frac{\left(p \varphi^{(1)}\right)^{\prime}(x)}{\omega} \int_{x}^{c} \psi^{(1)}(t) h(t) d t, x \in I_{1} \\
k_{3}\left(p \varphi^{(2)}\right)^{\prime}(x)+k_{4}\left(p \psi^{(2)}\right)^{\prime}(x) \\
+\frac{\gamma}{\omega}\left(p \psi^{(2)}\right)^{\prime}(x) \int_{c}^{x} \varphi^{(2)}(t) h(t) d t \\
+\frac{\gamma}{\omega}\left(p \varphi^{(2)}\right)^{\prime}(x) \int_{x}^{\infty} \psi^{(2)}(t) h(t) d t, x \in I_{2}
\end{array}\right.
$$

Hence, we have

$$
\begin{gather*}
y(a)=k_{1} \varphi^{(1)}(a)+k_{2} \psi^{(1)}(a)+\frac{\varphi^{(1)}(a)}{\omega} \int_{a}^{c} \psi^{(1)}(t) h(t) d t \\
=-k_{1} \sin \alpha-k_{2} \sin \beta-\frac{1}{\omega} \sin \alpha \int_{a}^{c} \varphi^{(1)}(t) h(t) d t \\
(p y)^{\prime}(a)=k_{1}\left(p \varphi^{(1)}\right)^{\prime}(a)+k_{2}\left(p \psi^{(1)}\right)^{\prime}(a)  \tag{2.8}\\
\quad+\frac{1}{\omega}\left(p \varphi^{(1)}\right)^{\prime}(a) \int_{a}^{c} \psi^{(1)}(t) h(t) d t \\
= \\
k_{1} \cos \alpha+k_{2} \cos \beta+\frac{1}{\omega} \cos \alpha \int_{a}^{c} \varphi^{(1)}(t) h(t) d t .
\end{gather*}
$$

Substituting (2.8) into (2.2), we get

$$
k_{2}(\cos \alpha \sin \beta-\sin \alpha \cos \beta)=0, k_{2} \omega=0
$$

i.e., $k_{2}=0$. Further, we have

$$
\begin{aligned}
{[y, u]_{x}=} & y(x)\left(p u^{\prime}\right)(x)-\left(p y^{\prime}\right)(x) u(x) \\
& =\left\{\begin{array}{c}
k_{1}\left[\varphi^{(1)}, u\right]_{x}+\frac{1}{\omega}\left[\left[\psi^{(1)}(x), u\right]_{x} \int_{a}^{x} \varphi^{(1)}(t) h(t) d t\right. \\
+\frac{1}{\omega}\left[\varphi^{(1)}(x), u\right]_{x} \int_{x}^{c} \psi^{(1)}(t) h(t) d t, x \in I_{1}, \\
k_{3}\left[\varphi^{(2)}, u\right]_{x}+k_{4}\left[\psi^{(2)}, u\right]_{x} \\
+\frac{\gamma}{\omega}\left[\psi^{(2)}, u\right]_{x} \int_{c}^{x} \varphi^{(2)}(t) h(t) d t \\
+\frac{\gamma}{\omega}\left[\varphi^{(2)}, u\right]_{x} \int_{x}^{\infty} \psi^{(2)}(t) h(t) d t, x \in I_{2} .
\end{array}\right.
\end{aligned}
$$

Thus

$$
[y, u]_{\infty}=-k_{3} \rho \sin \alpha-k_{4} \rho \sin \beta-\frac{\gamma}{\omega} \rho \sin \beta \int_{c}^{\infty} \varphi^{(2)}(t) h(t) d t
$$

Similarly, we get

$$
\begin{aligned}
{[y, v]_{x} } & =y(x)\left(p v^{\prime}\right)(x)-\left(p y^{\prime}\right)(x) v(x) \\
& =\left\{\begin{array}{c}
k_{1}\left[\varphi^{(1)}, v\right]_{x} \\
+\frac{1}{\omega}\left[\left[\psi^{(1)}(x), v\right]_{x} \int_{a}^{x} \varphi^{(1)}(t) h(t) d t\right. \\
+\frac{1}{\omega}\left[\varphi^{(1)}(x), v\right]_{x} \int_{x}^{c} \psi^{(1)}(t) h(t) d t, x \in I_{1}, \\
k_{3}\left[\varphi^{(2)}, v\right]_{x}+k_{4}\left[\psi^{(2)}, v\right]_{x} \\
+\frac{\gamma}{\omega}\left[\psi^{(2)}, v\right]_{x} \int_{c}^{x} \varphi^{(2)}(t) h(t) d t \\
+\frac{\gamma}{\omega}\left[\varphi^{(2)}, v\right]_{x} \int_{x}^{\infty} \psi^{(2)}(t) h(t) d t, x \in I_{2},
\end{array}\right.
\end{aligned}
$$

and

$$
\begin{aligned}
{[y, v]_{\infty} } & =k_{3} \rho \cos \alpha+k_{4} \rho \cos \beta \\
& +\frac{\gamma}{\omega} \rho \cos \beta \int_{c}^{\infty} \varphi^{(2)}(t) h(t) d t .
\end{aligned}
$$

From the conditions (2.2), we obtain

$$
k_{3}(\sin \alpha \cos \beta-\cos \alpha \sin \beta)=0
$$

Hence, $k_{3}=0$. Similarly, we have

$$
\begin{aligned}
Y(c+) & =\binom{y(c+)}{\left(p y^{\prime}\right)(c+)}=\binom{k_{4} \psi^{(2)}(c+)}{k_{4}\left(p \psi^{(2)}\right)^{\prime}(c+)} \\
& +\binom{\frac{\gamma}{\omega} \varphi^{(2)}(c+) \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t}{\frac{\gamma}{\omega}\left(p \varphi^{(2)}\right)^{\prime}(c+) \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t} \\
& =k_{4}\binom{\psi^{(2)}(c+)}{\left(p \psi^{(2)}\right)^{\prime}(c+)} \\
& +\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t\binom{\varphi^{(2)}(c+)}{\left(p \varphi^{(2)}\right)^{\prime}(c+)} \\
& =k_{4} \Psi(c+)+\left\{\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t\right\} \Phi(c+)
\end{aligned}
$$

and

$$
\begin{aligned}
Y(c-) & =\binom{y(c-)}{\left(p y^{\prime}\right)(c-)} \\
& =\binom{k_{1} \varphi^{(1)}(c-)}{k_{1}\left(p \varphi^{(1)}\right)^{\prime}(c-)}+\binom{\frac{\psi^{(1)}(c-)}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t}{\frac{\left(p \psi^{(1)}\right)^{\prime}(c-)}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t} \\
& =k_{1}\binom{\varphi^{(1)}(c-)}{\left(p \varphi^{(1)}\right)^{\prime}(c-)}+\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t\binom{\psi^{(1)}(c-)}{\left(p \psi^{(1)}\right)^{\prime}(c-)} \\
& =k_{1} \Phi(c-)+\left\{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t\right\} \Psi(c-) .
\end{aligned}
$$

By the conditions (2.2), we obtain

$$
\begin{aligned}
& k_{4} \Psi(c+)+\left\{\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t\right\} \Phi(c+) \\
& =C\left\{k_{1} \Phi(c-)+\left\{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t\right\} \Psi(c-)\right\} .
\end{aligned}
$$

Using the conditions (2.) and (2.), we get

$$
\begin{aligned}
& \Phi(c-)\left\{\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t-k_{1}\right\} \\
& =\Psi(c-)\left\{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t-k_{4}\right\} \\
& \binom{\varphi^{(1)}(c-)}{\left(p \varphi^{(1) \prime}\right)(c-)}\left\{\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t-k_{1}\right\} \\
& =\binom{\psi^{(1)}(c-)}{\left(p \psi^{(1) \prime}\right)(c-)}\left\{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t-k_{4}\right\}
\end{aligned}
$$

So, we have the following linear equation system

$$
\begin{aligned}
& k_{4} \psi^{(1)}(c-)-k_{1} \varphi^{(1)}(c-) \\
& =\left\{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t\right\} \psi^{(1)}(c-) \\
& -\left\{\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t\right\} \varphi^{(1)}(c-), \\
& k_{4}\left(p \psi^{(1) \prime}\right)(c-)-k_{1}\left(p \varphi^{(1) \prime}\right)(c-) \\
& =\left\{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t\right\}\left(p \psi^{(1) \prime}\right)(c-) \\
& -\left\{\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t\right\}\left(p \varphi^{(1) \prime}\right)(c-),
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
& \left(\begin{array}{cc}
\psi^{(1)}(c-) & \varphi^{(1)}(c-) \\
\left(p \psi^{(1)}\right)(c-) & \left(p \varphi^{(1) \prime}\right)(c-)
\end{array}\right)\binom{k_{4}}{-k_{1}} \\
& =\left(\begin{array}{cc}
\psi^{(1)}(c-) & \varphi^{(1)}(c-) \\
\left(p \psi^{(1) \prime}\right)(c-) & \left(p \varphi^{(1) \prime}\right)(c-)
\end{array}\right) \\
& \times\binom{\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t}{-\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t}
\end{aligned}
$$

Hence, we have the following determinant of this linear equation system

$$
\left|\begin{array}{cc}
\psi^{(1)}(c-) & \varphi^{(1)}(c-) \\
\left(p \psi^{(1) \prime}\right)(c-) & \left(p \varphi^{(1) \prime}\right)(c-)
\end{array}\right|=-\omega .
$$

Since this determinant is different from zero, the solution of this system is unique. If we solve this system, we have the following equalities

$$
k_{1}=\frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t, k_{4}=\frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t
$$

From what has already been done, we have

$$
y(x)=\left\{\begin{array}{c}
\varphi^{(1)}(x) \frac{\gamma}{\omega} \int_{c}^{\infty} \psi^{(2)}(t) h(t) d t \\
+\frac{\psi^{(1)}(x)}{\omega} \int_{a}^{x} \varphi^{(1)}(t) h(t) d t \\
+\frac{\varphi^{(1)}(x)}{\omega} \int_{x}^{c} \psi^{(1)}(t) h(t) d t, x \in I_{1} \\
\psi^{(2)}(x) \frac{1}{\omega} \int_{a}^{c} \varphi^{(1)}(t) h(t) d t \\
+\frac{\gamma}{\omega} \psi^{(2)}(x) \int_{c}^{x} \varphi^{(2)}(t) h(t) d t \\
+\frac{\gamma}{\omega} \varphi^{(2)}(x) \int_{x}^{\infty} \psi^{(2)}(t) h(t) d t, x \in I_{2}
\end{array}\right.
$$

i.e., (2.4) and (2.6) hold.

Thus we have a
Theorem 2.2. The unique solution to the equation (2.1) under the conditions (1.8)-(1.9) is given by the formula

$$
y(x)=w(x)+\langle G(x, .), \overline{h(.)}\rangle
$$

where

$$
w(x)=\frac{d_{1}}{\omega} \varphi(x)-\frac{d_{2}}{\omega} \psi(x) .
$$

Proof. By the conditions (2.)-(2.), the function $w(x)$ is a unique solution of the equation (1.3) satisfying the conditions (1.8)-(1.9). By Theorem 1 the function $\langle G(x,),. \overline{h(.)}\rangle$ a unique solution to the equation (2.1) satisfying the conditions (2.2). This finishes the proof.

From Theorem 2, the boundary-value problem (1.1), (1.8), (1.9) in $H$ is equivalent to the non-linear integral equation

$$
\begin{equation*}
y(x)=w(x)+\langle G(x, .), f(., y(.))\rangle, x \in I \tag{2.9}
\end{equation*}
$$

where the functions $w(x)$ and $G(x, t)$ are defined above. Hence, we shall study the equation (2.9).

By (1.4) and (2.5), we can define the operator $T: H \rightarrow H$ by the formula

$$
\begin{equation*}
(T y)(x)=w(x)+\langle G(x, .), f(., y(.))\rangle, x \in I \tag{2.10}
\end{equation*}
$$

where $y, w \in H$. Then the equation (2.9) can be written as $y=T y$.
Now, we search the fixed points of the operator $T$ because it is equivalent to solving the equation (2.9).

## 3. The fixed points of the operator $T$

In this section, we investigate the fixed points of the operator $T$ by using the following Banach fixed point theorem:

Definition 3.1. [[16]]Let $A$ be a mapping of a metric space $R$ into itself. Then $x$ is called a fixed point of $A$ if $A x=x$. Suppose there exists a number $\alpha<1$ such that

$$
\rho(A x, A y) \leq \alpha \rho(x, y)
$$

for every pair of points $x, y \in R$. Then $A$ is said to be a contraction mapping.

Theorem 3.1. [16] Every contraction mapping $A$ defined on a complete metric space $R$ has a unique fixed point.

Theorem 3.2. Suppose that the conditions (A1), (A2) and (A3) are satisfied. Further, let the function $f(x, y)$ satisfy the following Lipschitz condition: there
exists a constant $K>0$ such that

$$
\begin{aligned}
& \int_{a}^{c}\left|f^{(1)}\left(x, y^{(1)}(x)\right)-f^{(1)}\left(x, z^{(1)}(x)\right)\right|^{2} d x \\
& +\gamma \int_{c}^{\infty}\left|f^{(2)}\left(x, y^{(2)}(x)\right)-f^{(2)}\left(x, z^{(2)}(x)\right)\right|^{2} d x \\
& \leq K^{2}\left(\int_{a}^{c}\left|y^{(1)}(x)-z^{(1)}(x)\right|^{2} d x+\gamma \int_{c}^{\infty}\left|y^{(2)}(x)-z^{(2)}(x)\right|^{2} d x\right) \\
& =K^{2}\|y-z\|^{2}
\end{aligned}
$$

for all $y, z \in H$. If

$$
\begin{equation*}
K\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right)<1 \tag{3.1}
\end{equation*}
$$

then the boundary-value problem (1.1), (1.8), (1.9) has a unique solution in $H$.

Proof. It suffices to prove that the operator $T$ is a contraction operator. For $y, z \in$ $H$, we have

$$
\begin{aligned}
|T y(x)-T z(x)|^{2} & =|\langle G(x, .),[f(., y(.))-f(., z(.))]\rangle|^{2} \\
& \leq\|G(x, .)\|^{2}\|f(., y(.))-f(., z(.))\|^{2} \\
& \leq K^{2}\|G(x, .)\|^{2}\|y-z\|^{2}, x \in I .
\end{aligned}
$$

Thus, we get

$$
\|T y-T z\| \leq \alpha\|y-z\|
$$

where

$$
\alpha=K\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right)^{\frac{1}{2}}<1
$$

i.e., $T$ is a contraction mapping.

Now, our next claim is that the function $f(x, y)$ satisfies a Lipschitz condition on a subset of $H$ but not of the whole space.

Theorem 3.3. Suppose that the conditions (A1), (A2) and (A3) are satisfied. In addition, let the function $f(x, y)$ satisfy the following Lipschitz condition: there
exist constants $M, K>0$ such that

$$
\begin{aligned}
& \int_{a}^{c}\left|f^{(1)}\left(x, y^{(1)}(x)\right)-f^{(1)}\left(x, z^{(1)}(x)\right)\right|^{2} d x \\
& +\gamma \int_{c}^{\infty}\left|f^{(2)}\left(x, y^{(2)}(x)\right)-f^{(2)}\left(x, z^{(2)}(x)\right)\right|^{2} d x \\
& \leq K^{2}\left(\int_{a}^{c}\left|y^{(1)}(x)-z^{(1)}(x)\right|^{2} d x+\gamma \int_{c}^{\infty}\left|y^{(2)}(x)-z^{(2)}(x)\right|^{2} d x\right) \\
& =K^{2}\|y-z\|^{2}
\end{aligned}
$$

for all $y$ and $z$ in $S_{M}=\{t \in H:\|t\| \leq M\}$, where $K$ may depend on $M$. If

$$
\begin{aligned}
& \left\{\int_{a}^{c}\left|w^{(1)}(x)\right|^{2} d x+\gamma \int_{c}^{\infty}\left|w^{(2)}(x)\right|^{2} d x\right\}^{1 / 2} \\
& +\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right)^{\frac{1}{2}} \\
& \times \sup _{y \in S_{M}}\left\{\begin{array}{r}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)-f^{(1)}\left(t, z^{(1)}(t)\right)\right|^{2} d t \\
+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)-f^{(2)}\left(t, z^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\} \\
& \leq M
\end{aligned}
$$

and

$$
\begin{equation*}
K\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right)^{\frac{1}{2}}<1 \tag{3.2}
\end{equation*}
$$

then the boundary-value problem (1.1), (1.8), (1.9) has a unique solution with

$$
\int_{a}^{c}\left|y^{(1)}(x)\right|^{2} d x+\gamma \int_{c}^{\infty}\left|y^{(2)}(x)\right|^{2} d x \leq M^{2}
$$

Proof. It is clear that $S_{M}$ is a closed set of $H$. We first prove that the operator $T$
maps $S_{M}$ into itself. For $y \in S_{M}$ we have

$$
\begin{aligned}
\|T y\| & =\|w(x)+\langle G(x, .), f(., y(.))\rangle\| \leq\|w\|+\|\langle G(x, .), f(., y(.))\rangle\| \\
& \leq\|w\|+\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right)^{\frac{1}{2}} \\
& \times \sup _{y \in S_{M}}\left\{\begin{array}{c}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)-f^{(1)}\left(t, z^{(1)}(t)\right)\right|^{2} d t \\
+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)-f^{(2)}\left(t, z^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\}^{1 / 2} \leq M
\end{aligned}
$$

Consequently, $T: S_{M} \rightarrow S_{M}$.
We can now proceed analogously to the proof of Theorem 5. So, we can get

$$
\|T y-T z\| \leq \alpha\|y-z\|, y, z \in S_{M}
$$

If we apply the Banach fixed point theorem, then we obtain a unique solution of the boundary-value problem (1.1), (1.8), (1.9) in $S_{M}$.

## 4. An existence theorem without uniqueness

In this section, we get an existence theorem without uniqueness of solution. Therefore, we will use the following Schauder fixed point theorem:

Definition 4.1. [[11]]An operator acting in a Banach space is said to be completely continuous if it is continuous and maps bounded sets into relatively compact sets.

Theorem 4.1. [11] Let $\mathbf{B}$ be a Banach space and $\mathbf{S}$ a nonemty bounded, convex, and closed subset of $\mathbf{B}$. Assume $A: \mathbf{B} \rightarrow \mathbf{B}$ is a completely continuous operator. If the operator $A$ leaves the set $\mathbf{S}$ invariant, i.e., if $A(\mathbf{S}) \subset \mathbf{S}$, then $A$ has at least one fixed point in $\mathbf{S}$.

A set $S \subset H$ is relatively compact iff $S$ is bounded and for every $\varepsilon>0$ (i) there exists $\delta>0$ such that $\|y(x+h)-y(x)\|<\varepsilon$ for all $y \in S$ and all $h \geq 0$ with $h<\delta$, (ii) there exists a number $N>0$ such that $\int_{N}^{\infty}|y(x)|^{2} d x<\varepsilon$ for all $y \in S$ ([11]).

Now, we give

Theorem 4.2. The operator $T$ defined by (2.10) is completely continuous operator under the conditions (A1), (A2) and (A3).

Proof. Let $y_{0} \in H$. Then, we have

$$
\begin{aligned}
& \left|(T y)(x)-\left(T y_{0}\right)(x)\right|^{2} \\
& =\left|\left\langle G(x, .),\left[f(., y(.))-f\left(., y_{0}(.)\right)\right]\right\rangle\right|^{2} \\
& \leq\|G(x, .)\|^{2}\left\{\begin{array}{c}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)-f^{(1)}\left(t, y_{0}^{(1)}(t)\right)\right|^{2} d t \\
+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)-f^{(2)}\left(t, y_{0}^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left\|T y-T y_{0}\right\|^{2} \\
& \leq K\left\{\begin{array}{c}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)-f^{(1)}\left(t, y_{0}^{(1)}(t)\right)\right|^{2} d t \\
+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)-f^{(2)}\left(t, y_{0}^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\}^{2}
\end{aligned}
$$

where

$$
K=\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right)
$$

We know that an operator $F$ defined by $F y(x)=f(x, y(x))$ is continuous in $H$ under the condition (A2) ( see [17]). Hence, for a given $\epsilon>0$, we can find a $\delta>0$ such that $\left\|y-y_{0}\right\|<\delta$ implies

$$
\left\{\begin{array}{c}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)-f^{(1)}\left(t, y_{0}^{(1)}(t)\right)\right|^{2} d t \\
+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)-f^{(2)}\left(t, y_{0}^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\}<\frac{\epsilon^{2}}{K^{2}}
$$

From (4.), we get

$$
\left\|T y-T y_{0}\right\|<\epsilon
$$

i.e., $T$ is continuous.

Set $Y=\{y \in H:\|y\| \leq m\}$. By (3.3), we have

$$
\|T y\| \leq\|w\|+\left\{\begin{array}{c}
K \int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)\right|^{2} d t \\
+\gamma K \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\}^{1 / 2}, \text { for all } y \in Y
$$

Furthermore, using (1.4), we get

$$
\begin{aligned}
& \int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)\right|^{2} d t+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)\right|^{2} d t \\
& \leq \int_{a}^{c}\left[g^{(1)}(t)+\vartheta\left|y^{(1)}(t)\right|\right]^{2} d t+\gamma \int_{c}^{\infty}\left[g^{(2)}(t)+\vartheta\left|y^{(2)}(t)\right|\right]^{2} d t \\
& \leq 2 \int_{a}^{c}\left[\left(g^{(1)}\right)^{2}(t)+\vartheta^{2}\left|y^{(1)}(t)\right|^{2}\right] d t \\
& +2 \gamma \int_{c}^{\infty}\left[\left(g^{(2)}\right)^{2}(t)+\vartheta^{2}\left|y^{(2)}(t)\right|^{2}\right] d t \\
& =2\left(\|g\|^{2}+\vartheta^{2}\|y\|^{2}\right) \leq 2\left(\|g\|^{2}+\vartheta^{2} m^{2}\right)
\end{aligned}
$$

Thus, for all $y \in Y$, we obtain

$$
\|T y\| \leq\|w\|+\left[2 K\left(\|g\|^{2}+\vartheta^{2} m\right)\right]^{1 / 2}
$$

i.e., $T(Y)$ is a bounded set in $H$.

Moreover, for all $y \in Y$, we have

$$
\begin{aligned}
& \int_{a}^{c}\left|\left(T y^{(1)}\right)(x+h)-\left(T y^{(1)}\right)(x)\right|^{2} d x \\
& +\gamma \int_{c}^{\infty}\left|\left(T y^{(2)}\right)(x+h)-\left(T y^{(2)}\right)(x)\right|^{2} d x \\
& =\|\langle[G(x+h, .)-G(x, .)], f(., y(.))\rangle\|^{2} \\
& \leq\binom{\int_{a}^{c} \int_{a}^{c}|G(x+h, t)-G(x, t)|^{2} d x d t}{+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x+h, t)-G(x, t)|^{2} d x d t} \\
& \times\left\{\begin{array}{c}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)\right|^{2} d t \\
+\gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\} \\
& \leq 2\left(\|g\|^{2}+\vartheta^{2} m\right)\binom{\int_{a}^{c} \int_{a}^{c}|G(x+h, t)-G(x, t)|^{2} d x d t}{+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x+h, t)-G(x, t)|^{2} d x d t}
\end{aligned}
$$

From (2.5), there exists a $\delta>0$ such that

$$
\begin{aligned}
& \int_{a}^{c}\left|T y^{(1)}(x+h)-T y^{(1)}(x)\right|^{2} d x \\
& +\gamma \int_{c}^{\infty}\left|T y^{(2)}(x+h)-T y^{(2)}(x)\right|^{2} d x<\epsilon^{2}
\end{aligned}
$$

for given $\epsilon>0$, all $y \in Y$ and all $h<\delta$.
Further, for all $y \in Y$, we have $(N>c)$

$$
\begin{aligned}
& \int_{N}^{\infty}\left|\left(T y^{(2)}\right)(x)\right|^{2} d x \\
& \leq \int_{N}^{\infty}\left|w^{(2)}(x)\right|^{2} d x+2\left(\|g\|^{2}+\vartheta^{2} m\right) \int_{N}^{\infty}\|G(x, .)\|^{2} d x
\end{aligned}
$$

So, from (2.5), we see that for a given $\epsilon>0$ there exists a positive number $N$, depending only on $\epsilon$ such that

$$
\int_{N}^{\infty}\left|\left(T y^{(2)}\right)(x)\right|^{2} d x<\epsilon^{2}
$$

for all $y \in Y$.
Thus $T(Y)$ is a relatively compact in $H$, i.e., the operator $T$ is completely continuous.

Theorem 4.3. Suppose that the conditions (A1), (A2) and (A3) are satisfied. In addition, let there exist constants $M>0$ such that

$$
\begin{aligned}
& \left\{\int_{a}^{c}\left|w^{(1)}(x)\right|^{2} d x+\gamma \int_{c}^{\infty}\left|w^{(2)}(x)\right|^{2} d x\right\}^{1 / 2} \\
& +\left(\int_{a}^{c} \int_{a}^{c}|G(x, t)|^{2} d x d t+\gamma \int_{c}^{\infty} \int_{c}^{\infty}|G(x, t)|^{2} d x d t\right) \\
& \times \sup _{y \in S_{M}}\left\{\begin{array}{r}
\int_{a}^{c}\left|f^{(1)}\left(t, y^{(1)}(t)\right)-f^{(1)}\left(t, z^{(1)}(t)\right)\right|^{2} d t \\
\leq \gamma \int_{c}^{\infty}\left|f^{(2)}\left(t, y^{(2)}(t)\right)-f^{(2)}\left(t, z^{(2)}(t)\right)\right|^{2} d t
\end{array}\right\} \\
& \leq M
\end{aligned}
$$

where $S_{M}=\{y \in H:\|y\| \leq M\}$. Then the boundary-value problem (1.1), (1.8), (1.9) has at least one solution with

$$
\int_{a}^{c}\left|y^{(1)}(x)\right|^{2} d x+\gamma \int_{c}^{\infty}\left|y^{(2)}(x)\right|^{2} d x \leq M^{2}
$$

Proof. Let us define an operator $T: H \rightarrow H$ by (2.10). From theorems 6, 9 and (4.3), we conclude that $T$ maps the set $S_{M}$ into itself. It is clear that the set $S_{M}$ is bounded, convex and closed. Using Theorem 8, the theorem follows.
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# FIXED-CIRCLE PROBLEM ON $S$-METRIC SPACES WITH A GEOMETRIC VIEWPOINT 

Nihal Y. Özgür and Nihal Taş


#### Abstract

Recently, a new geometric approach called the fixed-circle problem has been introduced to fixed-point theory. The problem has been studied using different techniques on metric spaces. In this paper, we consider the fixed-circle problem on $S$-metric spaces. We investigate existence and uniqueness conditions for fixed circles of self-mappings on an $S$-metric space. Some examples of self-mappings having fixed circles are also given.


Keywords: fixed-circle problem; self-mapping; $S$-metric space.

## 1. Introduction

The existence and uniqueness theorems of fixed points of self-mappings satisfying some contractive conditions have been extensively studied since the time of Stefan Banach (see [1, 2]). Many authors have investigated new fixed-point theorems on metric spaces or generalizations of metric spaces. For example, Sedghi, Shobe and Aliouche obtained Banach's contraction principle on $S$-metric spaces [12]. We studied some generalizations of Banach's contraction principle on an $S$-metric space [8] and investigated new fixed-point theorems for the following contractive condition (which is called Rhoades' condition [11]) (see [6, 14]):

$$
\begin{align*}
\mathcal{S}(T x, T x, T y)< & \max \{\mathcal{S}(x, x, y), \mathcal{S}(T x, T x, x), \mathcal{S}(T y, T y, y),  \tag{S25}\\
& \mathcal{S}(T y, T y, x), \mathcal{S}(T x, T x, y)\}
\end{align*}
$$

for each $x, y \in X, x \neq y$. We then gave the concept of diameter and obtained a new contractive condition using this notion as follows [6]:

$$
(S 25 a) \quad \mathcal{S}(T x, T x, T y)<\operatorname{diam}\left\{U_{x} \cup U_{y}\right\},
$$

for each $x, y \in X(x \neq y)$, where $U_{x}=\left\{T^{n} x: n \in \mathbb{N}\right\}, U_{y}=\left\{T^{n} y: n \in \mathbb{N}\right\}$, $\operatorname{diam}\left\{U_{x}\right\}<\infty$ and $\operatorname{diam}\left\{U_{y}\right\}<\infty$.

[^4]Although the existence of fixed points of functions has been studied on various metric spaces, there is no study on the existence of fixed circles. Therefore, the fixed-circle problem arises naturally. There are some examples of functions with a fixed circle on some special metric spaces. For example, let $\mathbb{C}$ be an $S$-metric space with the $S$-metric

$$
\mathcal{S}(z, w, t)=\frac{|z-t|+|w-t|}{2}
$$

for all $z, w, t \in \mathbb{C}$. Let the mapping $T$ be defined as

$$
T z=\frac{1}{\bar{z}}
$$

for all $z \in \mathbb{C} \backslash\{0\}$. The mapping $T$ fixes the unit circle $C_{0,1}^{S}=\{x \in X: \mathcal{S}(x, x, 0)=1\}$.
Recently, Özdemir, İskender and Özgür used new types of activation functions having a fixed circle for a complex valued neural network [5]. The usage of these types activation functions leads us to guarantee the existence of fixed points of the complex valued Hopfield neural network (see [5] for more details).

Hence it is important to investigate some fixed-circle theorems on various metric spaces. In [9], we obtained some fixed-circle theorems on metric spaces. We studied some existence theorems for fixed circles with a geometric interpretation and gave necessary conditions for the uniqueness of fixed circles. Also, we provided some examples of self-mappings with fixed circles. On the other hand, we proved new fixed-circle results and applied the obtained results to the discontinuity problem and discontinuous activation functions [10].

Motivated by the above studies, our aim in this paper is to obtain some fixedcircle theorems for self-mappings on $S$-metric spaces. In Section 2., we recall some necessary definitions, lemmas and basic facts. In Section 3., we introduce the notion of a fixed circle on an $S$-metric space and then obtain some existence and uniqueness theorems for self-mappings having fixed circles via different techniques. We investigate the case in which the number of fixed circles is infinitely many. Some examples of self-mappings with fixed circles are given with a geometric viewpoint. Using Mathematica (Wolfram Research, Inc., Mathematica, Trial Version, Champaign, IL (2016)), we draw some figures related to the given examples.

## 2. Preliminaries

Definition 2.1. [12] Let $X$ be a nonempty set and $\mathcal{S}: X^{3} \rightarrow[0, \infty)$ be a function satisfying the following conditions for all $x, y, z, a \in X$.

1. $\mathcal{S}(x, y, z)=0$ if and only if $x=y=z$,
2. $\mathcal{S}(x, y, z) \leq \mathcal{S}(x, x, a)+\mathcal{S}(y, y, a)+\mathcal{S}(z, z, a)$.

Then $S$ is called an $S$-metric on $X$ and the pair $(X, \mathcal{S})$ is called an $S$-metric space.

The following lemma can be considered as the symmetry condition and it will be used in the proofs of some theorems.

Lemma 2.1. [12] Let $(X, \mathcal{S})$ be an $S$-metric space. Then we have

$$
\mathcal{S}(x, x, y)=\mathcal{S}(y, y, x)
$$

The relationships between a metric and an $S$-metric was given in what follows.
Lemma 2.2. [4] Let $(X, d)$ be a metric space. Then the following properties are satisfied:

1. $\mathcal{S}_{d}(x, y, z)=d(x, z)+d(y, z)$ for all $x, y, z \in X$ is an $S$-metric on $X$.
2. $x_{n} \rightarrow x$ in $(X, d)$ if and only if $x_{n} \rightarrow x$ in $\left(X, \mathcal{S}_{d}\right)$.
3. $\left\{x_{n}\right\}$ is Cauchy in $(X, d)$ if and only if $\left\{x_{n}\right\}$ is Cauchy in $\left(X, \mathcal{S}_{d}\right)$.
4. $(X, d)$ is complete if and only if $\left(X, \mathcal{S}_{d}\right)$ is complete.

The metric $\mathcal{S}_{d}$ was called an $S$-metric generated by $d[7]$. We know some examples of an $S$-metric which are not generated by any metric (see [4, 7, 14] for more details).

On the other hand, Gupta claimed that every $S$-metric on $X$ defines a metric $d_{S}$ on $X$ as follows:

$$
\begin{equation*}
d_{S}(x, y)=S(x, x, y)+S(y, y, x) \tag{2.1}
\end{equation*}
$$

for all $x, y \in X[3]$. However, the function $d_{S}(x, y)$ defined in (2.1) does not always define a metric because the triangle inequality is not satisfied for all elements of $X$ everywhere (see [7] for more details).

The notions of an open ball, a closed ball and diameter were introduced on $S$-metric spaces as the following definitions.

Definition 2.2. [12] Let $(X, \mathcal{S})$ be an $S$-metric space. The open ball $B_{S}\left(x_{0}, r\right)$ and closed ball $B_{S}\left[x_{0}, r\right]$ with a center $x_{0}$ and a radius $r$ are defined by

$$
B_{S}\left(x_{0}, r\right)=\left\{x \in X: \mathcal{S}\left(x, x, x_{0}\right)<r\right\}
$$

and

$$
B_{S}\left[x_{0}, r\right]=\left\{x \in X: \mathcal{S}\left(x, x, x_{0}\right) \leq r\right\}
$$

for $r>0$ and $x_{0} \in X$.

Definition 2.3. [6] Let $(X, \mathcal{S})$ be an $S$-metric space and $A$ be a nonempty subset of $X$. The diameter of $A$ is defined by

$$
\operatorname{diam}\{A\}=\sup \{\mathcal{S}(x, x, y): x, y \in A\}
$$

If $A$ is $S$-bounded, then we will write $\operatorname{diam}\{A\}<\infty$.

Now we define the notion of a circle on an $S$-metric space.

Definition 2.4. Let $(X, \mathcal{S})$ be an $S$-metric space and $x_{0} \in X, r \in(0, \infty)$. We define the circle centered at $x_{0}$ with the radius $r$ as

$$
C_{x_{0}, r}^{S}=\left\{x \in X: \mathcal{S}\left(x, x, x_{0}\right)=r\right\}
$$

## 3. Some Fixed-Circle Theorems on $S$-Metric Spaces

In this section, we introduce the notion of a fixed circle on an $S$-metric space. Then we investigate some existence and uniqueness theorems for self-mappings having fixed circles.

Definition 3.1. Let $(X, \mathcal{S})$ be an $S$-metric space, $C_{x_{0}, r}^{S}$ be a circle on $X$ and $T: X \rightarrow X$ be a self-mapping. If $T x=x$ for all $x \in C_{x_{0}, r}^{S}$ then the circle $C_{x_{0}, r}^{S}$ is said to be a fixed circle of $T$.

### 3.1. The existence of fixed circles

We obtain some existence theorems for fixed circles of self-mappings.

Theorem 3.1. Let $(X, \mathcal{S})$ be an $S$-metric space and $C_{x_{0}, r}^{S}$ be any circle on $X$. Let us define the mapping

$$
\begin{equation*}
\varphi: X \rightarrow[0, \infty), \varphi(x)=\mathcal{S}\left(x, x, x_{0}\right) \tag{3.1}
\end{equation*}
$$

for all $x \in X$. If there exists a self-mapping $T: X \rightarrow X$ satisfying

$$
\begin{equation*}
\mathcal{S}(x, x, T x) \leq \varphi(x)+\varphi(T x)-2 r \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}(x, x, T x)+\mathcal{S}\left(T x, T x, x_{0}\right) \leq r \tag{3.3}
\end{equation*}
$$

for all $x \in C_{x_{0}, r}^{S}$, then $C_{x_{0}, r}^{S}$ is a fixed circle of $T$.

Proof. Let $x \in C_{x_{0}, r}^{S}$. Then using the conditions (3.2), (3.3), Lemma 2.1 and the triangle inequality, we get

$$
\begin{aligned}
\mathcal{S}(x, x, T x) & \leq \varphi(x)+\varphi(T x)-2 r \\
& =\mathcal{S}\left(x, x, x_{0}\right)+\mathcal{S}\left(T x, T x, x_{0}\right)-2 r \\
& \leq \mathcal{S}(x, x, T x)+\mathcal{S}(x, x, T x)+\mathcal{S}\left(T x, T x, x_{0}\right)+\mathcal{S}\left(T x, T x, x_{0}\right)-2 r \\
& =2 \mathcal{S}(x, x, T x)+2 \mathcal{S}\left(T x, T x, x_{0}\right)-2 r \\
& \leq 2 r-2 r=0
\end{aligned}
$$

and so

$$
\mathcal{S}(x, x, T x)=0,
$$

which implies $T x=x$. Consequently, $C_{x_{0}, r}^{S}$ is a fixed circle of $T$.
Remark 3.1. 1) Notice that the condition (3.2) guarantees that $T x$ is not in the interior of the circle $C_{x_{0}, r}^{S}$ for $x \in C_{x_{0}, r}^{S}$. Similarly, the condition (3.3) guarantees that $T x$ is not the exterior of the circle $C_{x_{0}, r}^{S}$ for $x \in C_{x_{0}, r}^{S}$. Hence $T x \in C_{x_{0}, r}^{S}$ for each $x \in C_{x_{0}, r}^{S}$ and so we get $T\left(C_{x_{0}, r}^{S}\right) \subset C_{x_{0}, r}^{S}$.
2) If an $S$-metric is generated by any metric $d$, then Theorem 3.1 can be used on the corresponding metric space.
3) The converse statement of Theorem 3.1 is also true.

Now we give an example of a self-mapping with a fixed circle.
Example 3.1. Let $X=\mathbb{R}$ and the function $\mathcal{S}: X^{3} \rightarrow[0, \infty)$ be defined by

$$
\mathcal{S}(x, y, z)=|x-z|+|y-z|,
$$

for all $x, y, z \in \mathbb{R}[13]$. Then $(X, \mathcal{S})$ is called the usual $S$-metric space. This $S$-metric is generated by the usual metric on $\mathbb{R}$. Let us consider the circle $C_{0,2}^{S}$ and define the self-mapping $T_{1}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{1} x=\left\{\begin{array}{ccc}
x & \text { if } & x \in\{-1,1\} \\
10 & & \text { otherwise }
\end{array}\right.
$$

for all $x \in \mathbb{R}$. Then the self-mapping $T_{1}$ satisfies the conditions (3.2) and (3.3). Hence $C_{0,2}^{S}=\{-1,1\}$ is a fixed circle of $T_{1}$.

Notice that $C_{\frac{9}{2}, 11}^{S}=\{-1,10\}$ is another fixed circle of $T_{1}$ and so the fixed circle is not unique for a giving self-mapping.

On the other hand, if we consider the usual metric $d$ on $\mathbb{R}$ then we obtain $C_{0,2}=$ $\{-2,2\}$. The circle $C_{0,2}$ is not a fixed circle of $T_{1}$.

Example 3.2. Let $X=\mathbb{R}^{2}$ and let the function $\mathcal{S}: X^{3} \rightarrow[0, \infty)$ be defined by

$$
\mathcal{S}(x, y, z)=\sum_{i=1}^{2}\left(\left|x_{i}-z_{i}\right|+\left|x_{i}+z_{i}-2 y_{i}\right|\right),
$$

for all $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)$ and $z=\left(z_{1}, z_{2}\right)$. Then it can be easily seen that $\mathcal{S}$ is an $S$-metric on $\mathbb{R}^{2}$, which is not generated by any metric, and the pair $\left(\mathbb{R}^{2}, \mathcal{S}\right)$ is an $S$-metric space.

Let us consider the unit circle $C_{0,1}^{S}$ and define the self-mapping $T_{2}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{2} x=\left\{\begin{array}{ccc}
x & \text { if } & x \in C_{0,1}^{S} \\
(1,0) & & \text { otherwise }
\end{array}\right.
$$

for all $x \in \mathbb{R}^{2}$. Then the self-mapping $T_{2}$ satisfies the conditions (3.2) and (3.3). Therefore $C_{0,1}^{S}$ is a fixed circle of $T_{2}$ as shown in Figure 3.1.


Fig. 3.1: The fixed circle of $T_{2}$.
In the following example, we give an example of a self-mapping which satisfies the condition (3.2) and does not satisfy the condition (3.3).

Example 3.3. Let $X=\mathbb{R}$ and the function $\mathcal{S}: X^{3} \rightarrow[0, \infty)$ be defined by

$$
\mathcal{S}(x, y, z)=|x-z|+|x+z-2 y|,
$$

for all $x, y, z \in \mathbb{R}[7]$. Then $\mathcal{S}$ is an $S$-metric which is not generated by any metric and $(X, \mathcal{S})$ is an $S$-metric space. Let us consider the circle $C_{0,3}^{S}$ and define the self-mapping $T_{3}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{3} x=\left\{\begin{array}{ccc}
-\frac{7}{2} & \text { if } & x=-\frac{3}{2} \\
\frac{7}{2} & \text { if } & x=\frac{3}{2} \\
7 & & \text { otherwise }
\end{array},\right.
$$

for all $x \in \mathbb{R}$. Then the self-mapping $T_{3}$ satisfies the condition (3.2) but does not satisfy the condition (3.3). Clearly $T_{3}$ does not fix the circle $C_{0,3}^{S}$.

In the following example, we give an example of a self-mapping which satisfies the condition (3.3) and does not satisfy the condition (3.2).

Example 3.4. Let $(X, \mathcal{S})$ be an $S$-metric space, $C_{x_{0}, r}^{S}$ be a circle on $X$ and the selfmapping $T_{4}: X \rightarrow X$ be defined as

$$
T_{4} x=x_{0}
$$

for all $x \in X$. Then the self-mapping $T_{4}$ satisfies the condition (3.3) but does not satisfy the condition (3.2). Clearly $T_{4}$ does not fix the circle $C_{x_{0}, r}^{S}$.

Now we give another existence theorem for fixed circles.
Theorem 3.2. Let $(X, \mathcal{S})$ be an $S$-metric space and $C_{x_{0}, r}^{S}$ be any circle on $X$. Let the mapping $\varphi$ be defined as (3.1). If there exists a self-mapping $T: X \rightarrow X$ satisfying

$$
\begin{equation*}
\mathcal{S}(x, x, T x) \leq \varphi(x)-\varphi(T x) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
h \mathcal{S}(x, x, T x)+\mathcal{S}\left(T x, T x, x_{0}\right) \geq r \tag{3.5}
\end{equation*}
$$

for all $x \in C_{x_{0}, r}^{S}$ and some $h \in[0,1)$, then $C_{x_{0}, r}^{S}$ is a fixed circle of $T$.
Proof. Let $x \in C_{x_{0}, r}^{S}$. On the contrary, assume that $x \neq T x$. Then using the conditions (3.4) and (3.5), we obtain

$$
\begin{aligned}
\mathcal{S}(x, x, T x) & \leq \varphi(x)-\varphi(T x) \\
& =\mathcal{S}\left(x, x, x_{0}\right)-\mathcal{S}\left(T x, T x, x_{0}\right) \\
& =r-\mathcal{S}\left(T x, T x, x_{0}\right) \\
& \leq h \mathcal{S}(x, x, T x)+\mathcal{S}\left(T x, T x, x_{0}\right)-\mathcal{S}\left(T x, T x, x_{0}\right) \\
& =h \mathcal{S}(x, x, T x)
\end{aligned}
$$

which is a contradiction since $h \in[0,1)$. Hence we get $T x=x$ and $C_{x_{0}, r}^{S}$ is a fixed circle of $T$.

Remark 3.2. 1) Notice that the condition (3.4) guarantees that $T x$ is not in the exterior of the circle $C_{x_{0}, r}^{S}$ for $x \in C_{x_{0}, r}^{S}$. Similarly, the condition (3.5) shows that $T x$ can lie on either the exterior or the interior of the circle $C_{x_{0}, r}^{S}$ for $x \in C_{x_{0}, r}^{S}$. Hence $T x$ should lie on the interior of the circle $C_{x_{0}, r}^{S}$.
2) If an $S$-metric is generated by any metric $d$, then Theorem 3.2 can be used on the corresponding metric space.
3) The converse statement of Theorem 3.2 is also true.

Now we give some examples of self-mappings which have a fixed-circle.


FIG. 3.2: The fixed circle of $T_{6}$.

Example 3.5. Let $X=\mathbb{R}$ and $(X, \mathcal{S})$ be the usual $S$-metric space. Let us consider the circle $C_{1,2}^{S}=\{0,2\}$ and define the self-mapping $T_{5}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{5} x=\left\{\begin{array}{ccc}
e^{x}-1 & \text { if } & x=0 \\
2 x-2 & \text { if } & x=2 \\
3 & & \text { otherwise }
\end{array},\right.
$$

for all $x \in \mathbb{R}$. Then the self-mapping $T_{5}$ satisfies the conditions (3.4) and (3.5). Hence $C_{1,2}^{S}$ is a fixed circle of $T_{5}$.

On the other hand, if we consider the usual metric $d$ on $\mathbb{R}$ then we have $C_{1,2}=\{-1,3\}$. The circle $C_{1,2}$ is not a fixed circle of $T_{5}$. But $C_{1,1}=\{0,2\}$ is a fixed circle of $T_{5}$ on $(X, d)$.

Example 3.6. Let $X=\mathbb{R}^{2}$ and let the function $\mathcal{S}: X^{3} \rightarrow[0, \infty)$ be defined by

$$
\mathcal{S}(x, y, z)=\sum_{i=1}^{2}\left(\left|e^{x_{i}}-e^{z_{i}}\right|+\left|e^{x_{i}}+e^{z_{i}}-2 e^{y_{i}}\right|\right)
$$

for all $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)$ and $z=\left(z_{1}, z_{2}\right)$. Then it can be easily checked that $\mathcal{S}$ is an $S$-metric on $\mathbb{R}^{2}$, which is not generated by any metric, and the pair $\left(\mathbb{R}^{2}, \mathcal{S}\right)$ is an $S$-metric space.

Let us consider the circle $C_{x_{0}, r}^{S}$ centered at $x_{0}=(0,0)$ with the radius $r=2$ and define the self-mapping $T_{6}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{6} x=\left\{\begin{array}{ccc}
x & \text { if } & x \in C_{0,2}^{S} \\
(\ln 2,0) & & \text { otherwise }
\end{array},\right.
$$

for all $x \in \mathbb{R}^{2}$. Then the self-mapping $T_{6}$ satisfies the conditions (3.4) and (3.5). Therefore $C_{0,2}^{S}$ is the fixed circle of $T_{6}$ as shown in Figure 3.2.

In the following example, we give an example of a self-mapping which satisfies the condition (3.4) and does not satisfy the condition (3.5).

Example 3.7. Let $(X, \mathcal{S})$ be an $S$-metric space and $C_{x_{0}, r}^{S}$ be a circle on $X$. If we consider the self-mapping $T_{4} x=x_{0}$, then the self-mapping $T_{4}$ satisfies the condition (3.4) but does not satisfy the condition (3.5). It can be easily seen that $T_{4}$ does not fix a circle $C_{x_{0}, r}^{S}$.

In the following example, we give an example of a self-mapping which satisfies the condition (3.5) and does not satisfy the condition (3.4).

Example 3.8. Let $X=\mathbb{R}$ and $(X, \mathcal{S})$ be an $S$-metric space with an $S$-metric defined as in Example 3.3. Let us consider the unit circle $C_{0,1}^{S}$ and define the self-mapping $T_{7}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{7} x=1,
$$

for all $x \in \mathbb{R}$. Then the self-mapping $T_{7}$ satisfies the condition (3.5) but does not satisfy the condition (3.4). It can be easily shown that $T_{7}$ does not fix the unit circle $C_{0,1}^{S}$.

Let $I_{X}: X \rightarrow X$ be the identity map defined as $I_{X}(x)=x$ for all $x \in X$. Notice that the identity map satisfies the conditions (3.2) and (3.3) (resp. (3.4) and (3.5)) in Theorem 3.1 (resp. Theorem 3.2) for any circle. Now we determine a condition which excludes the $I_{X}$ from Theorem 3.1 and Theorem 3.2. For this purpose, we give the following theorem.

Theorem 3.3. Let $(X, \mathcal{S})$ be an $S$-metric space, $T: X \rightarrow X$ be a self mapping having a fixed circle $C_{x_{0}, r}^{S}$ and the mapping $\varphi$ be defined as (3.1). The self-mapping $T$ satisfies the condition

$$
\left(I_{S}\right) \quad \mathcal{S}(x, x, T x) \leq \frac{\varphi(x)-\varphi(T x)}{h}
$$

for all $x \in X$ and some $h>2$ if and only if $T=I_{X}$.
Proof. Let $x \in X$ be an arbitrary element. Then using the inequality $\left(I_{S}\right)$, Lemma 2.1 and triangle inequality, we obtain

$$
\begin{aligned}
h \mathcal{S}(x, x, T x) & \leq \varphi(x)-\varphi(T x) \\
& =\mathcal{S}\left(x, x, x_{0}\right)-\mathcal{S}\left(T x, T x, x_{0}\right) \\
& \leq 2 \mathcal{S}(x, x, T x)+\mathcal{S}\left(T x, T x, x_{0}\right)-\mathcal{S}\left(T x, T x, x_{0}\right) \\
& =2 \mathcal{S}(x, x, T x)
\end{aligned}
$$

and so

$$
(h-2) \mathcal{S}(x, x, T x) \leq 0 .
$$

Since $h>2$ it should be $\mathcal{S}(x, x, T x)=0$ and so $T x=x$. Consequently, we obtain $T=I_{X}$.

Conversely, it is clear that the identity map $I_{X}$ satisfies the condition $\left(I_{S}\right)$.
Remark 3.3. 1) If a self-mapping $T$, which has a fixed circle, satisfies the conditions (3.2) and (3.3) (resp. (3.4) and (3.5)) in Theorem 3.1 (resp. Theorem 3.2) but does not satisfy the condition ( $I_{S}$ ) in Theorem 3.3 then the self-mapping $T$ cannot be an identity map.
2) If an $S$-metric is generated by any metric $d$, then Theorem 3.3 can be used on the corresponding metric space.

### 3.2. The uniqueness of fixed circles

We investigate the uniqueness conditions of fixed circles given in the existence theorems. For any given circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$ on $X$, we notice that there exists at least one self-mapping $T$ of $X$ such that $T$ fixes the circles $C_{x_{0}, r}^{S}, C_{x_{1}, \rho}^{S}$. Indeed let us define the mappings $\varphi_{1}, \varphi_{2}: X \rightarrow[0, \infty)$ as

$$
\varphi_{1}(x)=\mathcal{S}\left(x, x, x_{0}\right)
$$

and

$$
\varphi_{2}(x)=\mathcal{S}\left(x, x, x_{1}\right)
$$

for all $x \in X$. If we define the self-mapping $T_{8}: X \rightarrow X$ as

$$
T_{8} x=\left\{\begin{array}{ccc}
x & \text { if } & x \in C_{x_{0}, r}^{S} \cup C_{x_{1}, \rho}^{S} \\
\alpha & & \text { otherwise }
\end{array}\right.
$$

for all $x \in X$, where $\alpha$ is a constant satisfying $S\left(\alpha, \alpha, x_{0}\right) \neq r$ and $S\left(\alpha, \alpha, x_{1}\right) \neq \rho$, it can be easily seen that the self-mapping $T_{8}: X \rightarrow X$ satisfies the conditions (3.2) and (3.3) in Theorem 3.1 (resp. (3.4) and (3.5) in Theorem 3.2) for the circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$ using the mappings $\varphi_{1}$ and $\varphi_{2}$, respectively. Hence $T_{8}$ fixes both of the circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$. In this way, the number of fixed circles can be extended to any positive integer $n$ using the same arguments.

In the following example, the self-mapping $T_{9}$ has two fixed circle.
Example 3.9. Let $X=\mathbb{R}$ and $(X, \mathcal{S})$ be an $S$-metric space with the $S$-metric defined in Example 3.3. Let us consider the circles $C_{0,2}^{S}, C_{0,4}^{S}$ and define the self-mapping $T_{9}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{9} x=\left\{\begin{array}{ccc}
x & \text { if } & x \in\{-2,-1,1,2\} \\
\alpha & & \text { otherwise }
\end{array}\right.
$$

for all $x \in X$ where $\alpha \in X$. Then the conditions (3.2) and (3.3) are satisfied by $T_{9}$ for the circles $C_{0,2}^{S}$ and $C_{0,4}^{S}$, respectively. Consequently, $C_{0,2}^{S}$ and $C_{0,4}^{S}$ are the fixed circles of $T_{9}$.

Now we investigate the uniqueness conditions for the fixed circles in Theorem 3.1 using Rhoades' contractive condition on $S$-metric spaces.

Theorem 3.4. Let $(X, \mathcal{S})$ be an $S$-metric space and $C_{x_{0}, r}^{S}$ be any circle on $X$. Let $T: X \rightarrow X$ be a self-mapping satisfying the conditions (3.2) and (3.3) given in Theorem 3.1. If the contractive condition

$$
\begin{align*}
& \mathcal{S}(T x, T x, T y)<\max \{\mathcal{S}(x, x, y), \mathcal{S}(T x, T x, x), \mathcal{S}(T y, T y, y)  \tag{3.6}\\
&\mathcal{S}(T y, T y, x), \mathcal{S}(T x, T x, y)\}
\end{align*}
$$

is satisfied for all $x \in C_{x_{0}, r}^{S}, y \in X \backslash C_{x_{0}, r}^{S}$ by $T$, then $C_{x_{0}, r}^{S}$ is a unique fixed circle of $T$.

Proof. Suppose that there exist two fixed circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$ of the self-mapping $T$, that is, $T$ satisfies the conditions (3.2) and (3.3) for each circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$. Let $x \in C_{x_{0}, r}^{S}$ and $y \in C_{x_{1}, \rho}^{S}$ be arbitrary points with $x \neq y$. Using the contractive condition (3.6), we obtain

$$
\begin{aligned}
\mathcal{S}(x, x, y)= & \mathcal{S}(T x, T x, T y)<\max \{\mathcal{S}(x, x, y), \mathcal{S}(T x, T x, x), \mathcal{S}(T y, T y, y) \\
& \mathcal{S}(T y, T y, x), \mathcal{S}(T x, T x, y)\} \\
= & \mathcal{S}(x, x, y)
\end{aligned}
$$

which is a contradiction. Hence it should be $x=y$. Consequently, $C_{x_{0}, r}^{S}$ is the unique fixed circle of $T$.

The following example shows that the circle $C_{x_{0}, r}^{S}$ is not necessarily unique in Theorem 3.2.

Example 3.10. Let $(X, \mathcal{S})$ be an $S$-metric space and $C_{x_{1}, r_{1}}, \cdots, C_{x_{n}, r_{n}}$ be any circles on $X$. Let us define the self-mapping $T_{10}: X \rightarrow X$ as

$$
T_{10} x=\left\{\begin{array}{cc}
x & \text { if } \\
x_{0} & x \in \bigcup_{i=1}^{n} C_{x_{i}, r_{i}} \\
\text { otherwise }
\end{array}\right.
$$

for all $x \in X$, where $x_{0}$ is a constant in $X$. Then it can be easily checked that the conditions (3.4) and (3.5) are satisfied by $T_{10}$ for the circles $C_{x_{1}, r_{1}}, \cdots, C_{x_{n}, r_{n}}$, respectively. Consequently, the circles $C_{x_{1}, r_{1}}, \cdots, C_{x_{n}, r_{n}}$ are fixed circles of $T_{10}$. Notice that these circles do not have to be disjoint.

Now we give the following uniqueness theorem for the fixed circles in Theorem 3.2 using the notion of diameter on $S$-metric spaces.

Theorem 3.5. Let $(X, \mathcal{S})$ be an $S$-metric space, $C_{x_{0}, r}^{S}$ be any circle on $X, U_{x}=$ $\left\{T^{n} x: n \in \mathbb{N}\right\}, U_{y}=\left\{T^{n} y: n \in \mathbb{N}\right\}$, $\operatorname{diam}\left\{U_{x}\right\}<\infty$ and $\operatorname{diam}\left\{U_{y}\right\}<\infty$. Let
$T: X \rightarrow X$ be a self-mapping satisfying the conditions (3.4) and (3.5) given in Theorem 3.2. If the contractive condition

$$
\begin{equation*}
\mathcal{S}(T x, T x, T y)<\operatorname{diam}\left\{U_{x} \cup U_{y}\right\} \tag{3.7}
\end{equation*}
$$

is satisfied for all $x \in C_{x_{0}, r}^{S}, y \in X \backslash C_{x_{0}, r}^{S}$ by $T$, then $C_{x_{0}, r}^{S}$ is the unique fixed circle of $T$.

Proof. Assume that there exist two fixed circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$ of the self-mapping $T$, that is, $T$ satisfies the conditions (3.4) and (3.5) for each circles $C_{x_{0}, r}^{S}$ and $C_{x_{1}, \rho}^{S}$. Let $x \in C_{x_{0}, r}^{S}$ and $y \in C_{x_{1}, \rho}^{S}$ be arbitrary points with $x \neq y$. Using the contractive condition (3.7), we obtain

$$
\mathcal{S}(x, x, y)=\mathcal{S}(T x, T x, T y)<\operatorname{diam}\left\{U_{x} \cup U_{y}\right\}=\mathcal{S}(x, x, y)
$$

which is a contradiction. Hence it should be $x=y$. Consequently, $C_{x_{0}, r}^{S}$ is the unique fixed circle of $T$.

### 3.3. Infinity of fixed circles

We give a new approach to obtain fixed-circle results. To do this, let us denote by $R_{S}(x, y)$ the right side of the inequality ( $S 25$ ). Using the number $R_{S}(x, y)$, we obtain the following theorem. This theorem generates many (finite or infinite) fixed circles for a given self-mapping.

Theorem 3.6. Let $(X, \mathcal{S})$ be an $S$-metric space, $T: X \rightarrow X$ be a self-mapping and $r=\inf \{\mathcal{S}(T x, T x, x): T x \neq x\}$. If there exists a point $x_{0} \in X$ satisfying

$$
\begin{equation*}
\mathcal{S}(x, x, T x)<R_{S}\left(x, x_{0}\right) \tag{3.8}
\end{equation*}
$$

for all $x \in X$ when $\mathcal{S}(T x, T x, x)>0$ and

$$
\begin{equation*}
\mathcal{S}\left(T x, T x, x_{0}\right)=r \tag{3.9}
\end{equation*}
$$

for all $x \in C_{x_{0}, r}^{S}$, then $C_{x_{0}, r}^{S}$ is a fixed circle of $T$. The self-mapping $T$ also fixes the closed ball $B_{S}\left[x_{0}, r\right]$.

Proof. Let $x \in C_{x_{0}, r}^{S}$ and $T x \neq x$. Then using the inequality (3.8) and Lemma 2.1, we get

$$
=\max \left\{\begin{array}{c}
\mathcal{S}(x, x, T x)<R_{S}\left(x, x_{0}\right) \\
\mathcal{S}\left(x, x, x_{0}\right), \mathcal{S}(T x, T x, x), \mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)  \tag{3.10}\\
\mathcal{S}\left(T x_{0}, T x_{0}, x\right), \mathcal{S}\left(T x, T x, x_{0}\right)
\end{array}\right\} .
$$

At first, using the inequality (3.10) and Lemma 2.1, we show $T x_{0}=x_{0}$. Suppose that $T x_{0} \neq x_{0}$. For $x=x_{0}$, we obtain

$$
\begin{aligned}
\mathcal{S}\left(x_{0}, x_{0}, T x_{0}\right) & <R_{S}\left(x_{0}, x_{0}\right) \\
& =\max \left\{\begin{array}{c}
\mathcal{S}\left(x_{0}, x_{0}, x_{0}\right), \mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right), \mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right) \\
\mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right), \mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)
\end{array}\right\} \\
& =\mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)=\mathcal{S}\left(x_{0}, x_{0}, T x_{0}\right)
\end{aligned}
$$

a contradiction. It should be $T x_{0}=x_{0}$. Then by the inequality (3.10), the condition (3.9), definition of $r$ and Lemma 2.1, we have

$$
\begin{aligned}
\mathcal{S}(x, x, T x) & <\max \left\{\begin{array}{c}
\mathcal{S}\left(x, x, x_{0}\right), \mathcal{S}(T x, T x, x), \mathcal{S}\left(x_{0}, x_{0}, x_{0}\right) \\
\mathcal{S}\left(x_{0}, x_{0}, x\right), \mathcal{S}\left(T x, T x, x_{0}\right)
\end{array}\right\} \\
& =\max \{r, \mathcal{S}(T x, T x, x)\}=\mathcal{S}(T x, T x, x)=\mathcal{S}(x, x, T x)
\end{aligned}
$$

a contradiction. Therefore we get $T x=x$, that is, $C_{x_{0}, r}^{S}$ is a fixed circle of $T$.
Finally we prove that $T$ fixes the closed ball $B_{S}\left[x_{0}, r\right]$. To do this, we show that $T$ fixes any circle $C_{x_{0}, \rho}^{S}$ with $\rho<r$. Let $x \in C_{x_{0}, \rho}^{S}$ and $T x \neq x$. From the similar arguments used in the above, we have $T x=x$.

We give the following example.
Example 3.11. Let $X=\mathbb{R}$ be the usual $S$-metric space. Let us define the self-mapping $T: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T x=\left\{\begin{array}{ccc}
x & \text { if } & |x|<3 \\
x+2 & \text { if } & |x| \geq 3
\end{array},\right.
$$

for all $x \in \mathbb{R}$. The self-mapping $T$ satisfies the conditions of Theorem 3.6 with $x_{0}=0$. Indeed, we get

$$
\mathcal{S}(x, x, T x)=2|x-T x|=4>0,
$$

for all $x \in \mathbb{R}$ such that $|x| \geq 3$. Then we have

$$
\begin{aligned}
R_{S}(x, 0) & =\max \{\mathcal{S}(x, x, 0), \mathcal{S}(T x, T x, x), \mathcal{S}(0,0,0), \mathcal{S}(0,0, x), \mathcal{S}(T x, T x, 0)\} \\
& =\max \{2|x|, 4,0,2|x|, 2|x+2|\} \\
& =\max \{2|x|, 2|x+2|\}
\end{aligned}
$$

and so

$$
\mathcal{S}(x, x, T x)<R_{S}(x, 0) .
$$

Therefore the condition (3.8) is satisfied. We also obtain

$$
r=\min \{\mathcal{S}(T x, T x, x): T x \neq x\}=4
$$

It can be easily seen that the condition (3.9) is satisfied by $T$. Consequently, $T$ fixes the circle $C_{0,4}^{S}=\{x \in \mathbb{R}:|x|=2\}$ and the closed ball $B_{S}[0,4]=\{x \in \mathbb{R}:|x| \leq 2\}$.

Remark 3.4. 1) Notice that the condition (3.9) guarantees that $T x \in C_{x_{0}, r}^{S}$ for each $x \in C_{x_{0}, r}^{S}$ and so $T\left(C_{x_{0}, r}^{S}\right) \subset C_{x_{0}, r}^{S}$.
2) The self-mapping $T$ defined in Example 3.11 has other fixed circles. Theorem 3.6 gives us some of these circles.
3) A self-mapping $T$ can fix infinitely many circles (see Example 3.11).

The converse statement is not always true as seen in the following example.
Example 3.12. Let $x_{0} \in X$ be any point. If we define the self-mapping $T: X \rightarrow X$ as

$$
T x=\left\{\begin{array}{ccc}
x & \text { if } & x \in B_{S}\left[x_{0}, \mu\right] \\
x_{0} & \text { if } & x \notin B_{S}\left[x_{0}, \mu\right]
\end{array}\right.
$$

for all $x \in X$ with $\mu>0$, then $T$ does not satisfies the condition (3.8), but $T$ fixes every circle $C_{x_{0}, \rho}^{S}$ with $\rho \leq \mu$.
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Abstract. In this study, we describe the classical Bernoulli-Euler elastic curve in a manifold by the property that the velocity vector field of the curve is harmonic. Then, a condition is obtained for the elastic curve in a manifold. Finally, we give an example which provides the condition mentioned in this paper and illustrate it with a figure.
Keywords: Energy; energy of a unit vector field; elastic curve.

## 1. Introduction

The history of the elastica or the elastic curve is very old and many researchers have worked on this issue, for example $[6,11]$. One can study a bent thin rod and consider the energy it stores. The classical Euler-Bernoulli model assigns a numerical value to this energy, which is proportional to $\int_{0}^{s} k^{2}(u) d u$. The elastica is the critical point for this total squared curvature functional on regular curves with given boundary conditions [8].
In [1] the author calculated the energy of the Frenet vector fields in $R^{n}$, showing that the energy of the velocity vector field was $\mathcal{E}\left(V_{1}(s)\right)=\frac{1}{2} \int_{a}^{s} k_{1}^{2}(u) d u$. By means of this result, we have seen that the speed vector field of the Bernoulli-Euler elastic curve is harmonic.

In this paper, using the above result, we give a condition for elastica on a manifold.
Definition 1.1. Let $(M, g)$ be a Riemann manifold and $\alpha: I \rightarrow M$, be a unit speed curve.
If $\left\{E_{i}\right\}_{i=1}^{r}$ is an orthonormal frame along $\alpha$ and

$$
E_{1}=\frac{d \alpha}{d s}
$$
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$$
\begin{gathered}
\nabla_{\frac{\partial}{\partial s}}^{\alpha} E_{1}=k_{1} E_{2} \\
\nabla_{\frac{\partial}{\partial s}}^{\alpha} E_{i}=-k_{i-1} E_{i-1}+k_{i} E_{i+1}, \quad \forall i=2, \ldots, r-1 \\
\nabla_{\frac{\partial}{\partial s}}^{\alpha} E_{r}=-k_{r-1} E_{r-1}
\end{gathered}
$$

where $k_{1}, \ldots, k_{r-1}$ are positive functions with a real value on $I$, then $\alpha$ is said to be an r-th order Frenet curve. These functions are called the curvature functions of the curve $\alpha$.

Proposition 1.1. The connection map $K: T\left(T^{1} M\right) \rightarrow T^{1} M$ verifies the following conditions.

1) $\pi \circ K=\pi \circ d \pi$ and $\pi \circ K=\pi \circ \widetilde{\pi}$, where $\widetilde{\pi}: T\left(T^{1} M\right) \rightarrow T^{1} M$ is the tangent bundle projection.
2) For $\omega \in T_{x} M$ and a section $\xi: M \rightarrow T^{1} M$, we have

$$
K(d \xi(\omega))=\nabla_{\omega} \xi
$$

where $T^{1} M$ is the unit tangent bundle and $\nabla$ is the Levi-Civita covariant derivative [3].

Definition 1.2. For $\eta_{1}, \eta_{2} \in T_{\xi}\left(T^{1} M\right)$, we define

$$
\begin{equation*}
g_{\mathcal{S}}\left(\eta_{1}, \eta_{2}\right)=<d \pi\left(\eta_{1}\right), d \pi\left(\eta_{2}\right)>+<K\left(\eta_{1}\right), K\left(\eta_{2}\right)> \tag{1.1}
\end{equation*}
$$

This gives a Riemannian metric on tangent bundle $T M$. As mentioned, $g_{\mathcal{S}}$ is called the Sasaki metric. The metric $g_{s}$ makes the projection $\pi: T^{1} M \rightarrow M$ a Riemannian submersion $[3,10]$.

Definition 1.3. Let $f:(M,<,>) \rightarrow(N, h)$ be a differentiable map between Riemannian manifolds. The energy of $f$ is given by

$$
\begin{equation*}
\mathcal{E}(f)=\frac{1}{2} \int_{M}\left(\sum_{a=1}^{n} h\left(d f\left(e_{a}\right), d f\left(e_{a}\right)\right) v\right. \tag{1.2}
\end{equation*}
$$

where $v$ is the canonical volume form in $M$ and $\left\{e_{a}\right\}$ is a local basis of the tangent space (see [12, 4], for example).

By a (smooth) variation of $f$ we mean a smooth map $f: M \times(-\epsilon, \epsilon) \rightarrow N, \quad(x, t) \rightarrow$ $f_{t}(x)(\epsilon>0)$ such that $f_{0}=f$. We can think of $\left\{f_{t}\right\}$ as a family of smooth mappings which depend 'smoothly' on a parameter $t \in(-\epsilon, \epsilon)$.

Definition 1.4. A smooth map $f:(M, g) \rightarrow(N, h)$ is said to be harmonic if

$$
\left.\frac{d}{d t} \mathcal{E}\left(f_{t} ; D\right)\right|_{t=0}=o
$$

where $\mathcal{E}(f ; D)=\frac{1}{2} \int_{D}\left(\sum_{a=1}^{n} h\left(d f\left(e_{a}\right), d f\left(e_{a}\right)\right) v_{g}\right.$, for all compact domains $D$ and all smooth variations $f_{t}$ of $f$ supported in $D$, [2].

Definition 1.5. Let $\alpha:[a, b] \rightarrow R^{n}$ be a regular curve. Elastica is defined for the curve $\alpha$ over the each point on a fixed interval $[a, b]$ as a minimizer of the bending energy:

$$
\begin{equation*}
\mathcal{E}_{B}=\frac{1}{2} \int_{a}^{b} k_{1}^{2}(s) d s \tag{1.3}
\end{equation*}
$$

with some boundary conditions $[5,7]$.
The right side of Equation (1.3) is the energy of the velocity vector field according to [1]. By combining this resultant with the definition 1.4 we can give the following definition

## 2. Elastica in a Manifold

Definition 2.1. A curve on a manifold is called a classical Bernoulli-Euler elastic curve if the velocity vector field of the curve is harmonic.

Theorem 2.1. Let $M$ be a Riemann manifold, $\alpha$ be r-th order Frenet curve in $M$ and $\alpha(a)=p, \quad \alpha(b)=q$. If $\alpha$ is classical elastic curve, then the following equation is satisfied,

$$
\begin{equation*}
\int_{a}^{b} \lambda(s) k_{1}(s) k_{1}^{\prime}(s) d s=0 \tag{2.1}
\end{equation*}
$$

where $k_{1}$ is the $1^{\text {th }}$ curvature function and $\lambda$ is the real-valued function on $[a, b]$.
Proof . Let $\alpha: I \rightarrow M$ be the r-th order Frenet curve $C$ on $\varphi(U) \subset M$ and $\alpha=\varphi \circ \gamma, \gamma=\left(\gamma_{1}, \ldots, \gamma_{m}\right), \gamma: I \rightarrow U \subset R^{m} ; \varphi: U \rightarrow M$. Let $\left(\left\{E_{i}\right\}_{i=1}^{r}\right)$ be the Frenet frame field on $\alpha$.
We define the $\lambda$ and $v_{i}$ functions to create a curve family between two fixed points on the manifold. The functions are: $\lambda:[a, b] \subset I \rightarrow R, \lambda(s)=(s-a)(b-s)$, $\lambda(a)=0, \lambda(b)=0$ and $\lambda(s) \neq 0$ for all $s \in(a, b)$, of class $C^{2}$ and

$$
\lambda(s) E_{1}(s)=\left(v_{1}(s), v_{2}(s), \ldots, v_{n}(s)\right) . v_{i}:[a, b] \rightarrow R
$$

Since $\left\{\varphi_{1}(\gamma(s)), \ldots, \varphi_{m}(\gamma(s))\right\}$ is a local basis of the tangent space, where $\varphi_{1}, \ldots, \varphi_{m}$ are first-order partial derivatives, we have

$$
\begin{equation*}
\lambda(s) E_{1}(s)=\Sigma_{i=1}^{m} v_{i}(s) \varphi_{i}(\gamma(s)) ; \text { where } v_{i}:[a, b] \rightarrow R \tag{2.2}
\end{equation*}
$$

Let the collection of the curve be

$$
\begin{equation*}
\alpha^{t}(s)=\varphi\left(\gamma_{1}(s)+t v_{1}(s), \ldots, \gamma_{m}(s)+t v_{m}(s)\right) \tag{2.3}
\end{equation*}
$$

for $t=0, \quad \alpha^{0}(s)=\alpha(s) \quad$ and

$$
\left(\varphi^{-1} \circ \alpha^{t}\right)(s)=\gamma^{t}(s)=\left(\gamma_{1}(s)+t v_{1}(s), \ldots, \gamma_{m}(s)+t v_{m}(s)\right)
$$

From (2.2) we get $\lambda(a) E_{1}(a)=\sum_{i=1}^{m} v_{i}(a) \varphi_{i}(\gamma(a))$. Since $\lambda(a)=0$ we have $v_{i}(a)=0$ and

$$
\gamma^{t}(a)=\left(\gamma_{1}(a)+t v_{1}(a), \ldots, \gamma_{m}(a)+t v_{m}(a)=\left(\gamma_{1}(a), \ldots, \gamma_{m}(a)\right)=\gamma(a)\right.
$$

Similarly, we get $\gamma^{t}(b)=\gamma(b)$. Using these results in (2.3) we obtain $\alpha^{t}(a)=\left(\varphi \circ \gamma^{t}\right)(a)=\alpha(a)=p$ and $\alpha^{t}(b)=\left(\varphi \circ \gamma^{t}\right)(b)=\alpha(b)=q$.
These results show that $\alpha^{t}$ is a curve segment from $p$ to $q$ on $M$. Take this collection $\alpha^{t}(s)=\alpha(s, t)$ for all curves. The expression for the energy of the velocity vector field $E_{1 t}$ of $\alpha^{t}$ from $p$ to $q$ on $M$ becomes $\mathcal{E}\left(E_{1 t}\right)$.
Let $T C_{t}$ be the tangent bundle. So we have $E_{1_{t}}: C_{t} \rightarrow T C_{t}$, where $T C_{t}=$ $\cup_{j \in I} T_{\alpha^{t}(j)} C_{t}, C_{t}=\alpha^{t}(I)$ and $T_{\alpha^{t}(j)} C_{t}$ is the straight line through the point $\alpha^{t}(j)$ in the $E_{1_{t}}$ direction. Let $\pi: T C_{t} \rightarrow C_{t}$ be the bundle projection. By using Equation (1.2) we calculate the energy of $E_{1_{t}}$ as

$$
\begin{equation*}
\mathcal{E}\left(E_{1_{t}}\right)=\frac{1}{2} \int_{a}^{b} g_{\mathcal{S}}\left(d E _ { 1 _ { t } } \left(E_{1_{t}}(\alpha(s, t)), d E_{1_{t}}\left(E_{1_{t}}(\alpha(s, t))\right) d s\right.\right. \tag{2.4}
\end{equation*}
$$

where $d s$ is the element arc length. From (1.1) we have

$$
\begin{aligned}
g_{\mathcal{S}}\left(d E_{1_{t}}\left(E_{1_{t}}\right), d E_{1_{t}}\left(E_{1_{t}}\right)\right) & =<d \pi\left(d E_{1_{t}}\left(E_{1_{t}}\right)\right), d \pi\left(d E_{1_{t}}\left(E_{1_{t}}\right)\right)> \\
& +<K\left(d E_{1_{t}}\left(E_{1_{t}}\right)\right), K\left(d E_{1_{t}}\left(E_{1_{t}}\right)\right)>
\end{aligned}
$$

Since $E_{1_{t}}$ is a section, we have $d(\pi) \circ d\left(E_{1_{t}}\right)=d\left(\pi \circ E_{1_{t}}\right)=d\left(i d_{C_{t}}\right)=i d_{T C_{t}}$. By Proposition 1.1, we also have that

$$
K\left(d E_{1_{t}}\left(E_{1_{t}}\right)\right)=\nabla_{E_{1_{t}}}^{\alpha} E_{1_{t}}=E_{1_{t}}^{\prime}=\frac{\partial E_{1_{t}}}{\partial s}
$$

giving

$$
g_{\mathcal{S}}\left(d E_{1_{t}}\left(E_{1_{t}}\right), d E_{1_{t}}\left(E_{1_{t}}\right)\right)=<E_{1_{t}}, E_{1_{t}}>+<E_{1_{t}}^{\prime}, E_{1_{t}}^{\prime}>
$$

Using these results in (2.4) we get

$$
\begin{equation*}
\mathcal{E}\left(E_{1_{t}}\right)=\frac{1}{2} \int_{a}^{b}\left(<E_{1_{t}}, E_{1_{t}}>+<E_{1_{t}}^{\prime}, E_{1_{t}}^{\prime}>\right) d s \tag{2.5}
\end{equation*}
$$

By Definition 1.4, if $E_{1_{t}}$ is a harmonic, then $t=0$ should be the critical point of $\mathcal{E}\left(E_{1_{t}}\right)$. Supposing that $\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}{ }_{\mid t=0}=0$, from (2.5) we obtain:

$$
\begin{gathered}
\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}=\frac{\partial}{\partial t}\left[\frac{1}{2} \int_{a}^{b}\left(<E_{1_{t}}, E_{1_{t}}>+<E_{1_{t}}^{\prime}, E_{1_{t}}^{\prime}>\right) d s\right] \\
\quad=\frac{1}{2}\left[\int _ { a } ^ { b } \frac { \partial } { \partial t } \left[\left(<E_{1_{t}}, E_{1_{t}}>+<\frac{\partial E_{1_{t}}}{\partial s}, \frac{\partial E_{1_{t}}}{\partial s}>\right] d s\right.\right.
\end{gathered}
$$

Since $<E_{1_{t}}, E_{1_{t}}>=1$ we have $\frac{\partial}{\partial t}<E_{1_{t}}, E_{1_{t}}>=0$ and we get
(2.6) $\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}=\frac{1}{2} \int_{a}^{b} \frac{\partial}{\partial t}<\frac{\partial E_{1_{t}}}{\partial s}, \frac{\partial E_{1_{t}}}{\partial s}>d s=\int_{a}^{b}<\frac{\partial^{2} E_{1_{t}}}{\partial s \partial t}, \frac{\partial E_{1_{t}}}{\partial s}>d s$.

We can write

$$
\frac{\partial}{\partial s}<\frac{\partial E_{1_{t}}}{\partial t}, \frac{\partial E_{1_{t}}}{\partial s}>=<\frac{\partial^{2} E_{1_{t}}}{\partial s \partial t}, \frac{\partial E_{1_{t}}}{\partial s}>+<\frac{\partial E_{1_{t}}}{\partial t}, \frac{\partial^{2} E_{1_{t}}}{\partial s^{2}}>
$$

Thus, we can deduce,

$$
\begin{equation*}
<\frac{\partial^{2} E_{1_{t}}}{\partial s \partial t}, \frac{\partial E_{1_{t}}}{\partial s}>=\frac{\partial}{\partial s}<\frac{\partial E_{1_{t}}}{\partial t}, \frac{\partial E_{1_{t}}}{\partial s}>-<\frac{\partial E_{1_{t}}}{\partial t}, \frac{\partial^{2} E_{1_{t}}}{\partial s^{2}}> \tag{2.7}
\end{equation*}
$$

Substituting (2.7) in (2.6), for, $t=0$, we have

$$
{\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}}_{\mid t=0}=\int_{a}^{b}\left[\frac{\partial}{\partial s}<\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial E_{1_{k}}}{\partial s}(s, 0)>-<\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial^{2} E_{1_{t}}}{\partial s^{2}}(s, 0)>\right] d s
$$

and

$$
\begin{align*}
{\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}}_{\mid t=0}= & <\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial E_{1_{t}}}{\partial s}(s, 0)>\left.\right|_{a} ^{b}  \tag{2.8}\\
& -\int_{a}^{b}<\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial^{2} E_{1_{t}}}{\partial s^{2}}(s, 0)>d s
\end{align*}
$$

From (2.2) and (2.3), we obtain,

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}(s, t)=\lambda(s) E_{1_{t}}(s) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \alpha}{\partial s}(s, t)_{\mid t=0}=\alpha^{\prime}(s)=E_{1}(s) \tag{2.10}
\end{equation*}
$$

Now we calculate the partial derivatives of (2.10) with respect to $s$ and $t$; using Frenet formulas, we get

$$
\begin{equation*}
\frac{\partial E_{1_{t}}}{\partial s}(s)=\frac{\partial^{2} \alpha}{\partial s^{2}}(s, t)_{\left.\right|_{t=0}}=\alpha^{\prime \prime}(s)=E_{1}^{\prime}(s)=k_{1}(s) E_{2}(s) \tag{2.11}
\end{equation*}
$$

and

$$
\frac{\partial E_{1_{t}}}{\partial t}(s, t)=\frac{\partial^{2} \alpha}{\partial s \partial t}(s, t)=\frac{\partial^{2} \alpha}{\partial t \partial s}(s, t)
$$

From (2.9), we have

$$
\begin{equation*}
\frac{\partial E_{1_{t}}}{\partial t}(s, t)_{\left.\right|_{t=0}}=\frac{\partial E_{1_{t}}}{\partial t}(s, 0)=\lambda^{\prime}(s) E_{1}(s)+\lambda(s) k_{1}(s) E_{2}(s) \tag{2.12}
\end{equation*}
$$

It follows from (2.11) and (2.12) that

$$
<\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial E_{1_{t}}}{\partial s}(s, 0)>=\lambda(s) k_{1}^{2}(s)
$$

Considering the candidate function $\lambda(a)=\lambda(b)=0$, we get:

$$
\begin{equation*}
<\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial E_{1_{t}}}{\partial s}(s, 0)>\left.\right|_{a} ^{b}=\lambda(b) k_{1}^{2}(b)-\lambda(a) k_{1}^{2}(a)=0 \tag{2.13}
\end{equation*}
$$

From (2.11), we get

$$
\begin{equation*}
\frac{\partial^{2} E_{1_{t}}}{\partial s^{2}}(s, 0)=-k_{1}^{2}(s) E_{1}(s)+k_{1}^{\prime}(s) E_{2}(s)+k_{1}(s) k_{2}(s) E_{3}(s) \tag{2.14}
\end{equation*}
$$

Therefore, (2.12) and (2.14) gives

$$
\begin{equation*}
<\frac{\partial E_{1_{t}}}{\partial t}(s, 0), \frac{\partial^{2} E_{1_{t}}}{\partial s^{2}}(s, 0)>=\left[-\lambda(s) k_{1}^{2}(s)\right]^{\prime}+3 \lambda(s) k_{1}(s) k_{1}^{\prime}(s) \tag{2.15}
\end{equation*}
$$

Substituting (2.13) and (2.15) in (2.8) yields

$$
{\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}}_{\mid t=0}=-\int_{a}^{b}\left(\left[-\lambda(s) k_{1}^{2}(s)\right]^{\prime}+3 \lambda(s) k_{1}(s) k_{1}^{\prime}(s)\right) d s=0
$$

and

We are looking the candidate function $\lambda(a)=\lambda(b)=0$,
which given $\left.\left[\lambda(s) k_{1}^{2}(s)\right]\right|_{a} ^{b}=0$ and

$$
{\frac{\partial \mathcal{E}\left(E_{1_{t}}\right)}{\partial t}}_{\mid t=0}=-3 \int_{a}^{b} \lambda(s) k_{1}(s) k_{1}^{\prime}(s) d s=0
$$

This completes the proof of the theorem.
Example 1. Let $\varphi: R^{2} \rightarrow R^{3}, \varphi=\left(x, y, \frac{1}{3} x y\right), \varphi\left(R^{2}\right)=M$ and $\alpha(s)=\left(3 s, s^{2}, s^{3}\right)$. If we can choose $\lambda:[-10,10] \rightarrow R, \lambda(s)=10^{2}-s^{2}$ then $\lambda(-10)=0 \lambda(10)=0$ and $\lambda(s) \neq 0$ for all $s \in(-10,10)$. We calculate

$$
\begin{gathered}
k_{1}(s)=\frac{6 \sqrt{s^{4}+9 s^{2}+1}}{\left(\sqrt{9 s^{4}+4 s^{2}+9}\right)^{3}}, \\
k_{1}^{\prime}(s)=6 \frac{\frac{2 s^{3}+9 s}{\sqrt{s^{4}+9 s^{2}+1}}\left(\sqrt{9 s^{4}+4 s^{2}+9}\right)^{3}-3 \sqrt{s^{4}+9 s^{2}+1}\left(\sqrt{9 s^{4}+4 s^{2}+9}\right)^{2}\left(35 s^{3}+8 s\right)}{\left(9 s^{4}+4 s^{2}+9\right)^{3}},
\end{gathered}
$$



Fig. 2.1:
and

$$
{\frac{\partial \mathcal{E}\left(T_{k}\right)}{\partial k}}_{\mid k=0}=-\int_{-10}^{10}\left(10^{2}-s^{2}\right) k_{1}(s) k_{1}^{\prime}(s) d s=0
$$

Thus $\alpha$ is an elastica on $M$, Figure 2.1.
Conclusion. In this paper, we have determined the classical Bernoulli-Euler elastic curve that is the harmonic of the velocity vector field of the curve on a manifold. We have obtained the collection of curves passing through p and q points using $\lambda$ and $v_{i}$ functions on the manifold. We have also proposed a novel condition to be the classical Bernoulli-Euler elastic curve in the collection of curves. In the end, we have given an example of the elastic curve satisfying the novel condition on a twodimensional manifold and shown the graphs of both the manifold and the elastic curve.
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#### Abstract

Let $G$ be a group and $S$ be an inverse-closed subset of $G$ which does not contain the identity element of $G$. The Cayley graph of $G$ with respect to $S$, Cay $(G, S)$, is a graph with the vertex set $G$ and the edge set $\{\{g, s g\} \mid g \in G, s \in S\}$. In this paper, we compute the number of walks of any length between two arbitrary vertices of $\operatorname{Cay}(G, S)$ in terms of complex irreducible representations of $G$. Using our main result, we give exact formulas for the number of walks of any length between two vertices in complete graphs, cycles, complete bipartite graphs, Hamming graphs and complete transposition graphs.


Keywords: Cayley graph; Hamming graphs; complete transposition graphs.

## 1. Introduction

Let $G$ be a finite group and $S$ be an inverse-closed subset of $G$ not containing the identity element of $G$. The Cayley graph on $G$ with respect to $S, \operatorname{Cay}(G, S)$, is a graph with the vertex set $G$ and the edge set $\{\{g, s g\} \mid g \in G, s \in S\}$. Cay $(G, S)$ is an undirected loop-free regular graph of valency $|S|$. Many famous regular graphs can be represented as Cayley graphs. For example, cycles, complete graphs, Hamming graphs and complete transposition graphs are Cayley graphs. Some chemical graphs are Cayley graphs as well. For instance, the Buckyball, a soccer ball like molecule which consists of 60 carbon atoms, is a Cayley graph on the alternating group $A_{5}$ on 5 symbols with the connection set $\{(12345),(54321),(12)(23)\}[5, \mathrm{p}$. 209]. Also, the honeycomb toroidal graph is a Cayley graph on a generalized dihedral group [1, Theorem 3.4]. Since Cayley graphs possess many properties such as low degree, low diameter, symmetry, low congestion, high connectivity, high fault tolerance, and efficient routing algorithms, in the past several years there has been a spurt of research on using Cayley graphs in constructions of interconnection networks. For more details see [7].

A walk of length $r$ from vertex $x$ to vertex $y$ in a graph $\Gamma$ is a sequence of vertices $\left(v_{0}, v_{1}, \ldots, v_{r}\right)$ such that $v_{0}=x, v_{r}=y$ and $v_{i-1}$ is adjacent to $v_{i}$ for all

[^5]$1 \leq i \leq r$. If $x=y$ then the walk is called a closed walk of length $r$ at vertex $x$. The number of walks in a graph is often necessary in, for instance, network analysis, epidemiology (requiring slow diffusion of viruses) and network design (aiming for fast data propagation) [3]. Also walks in molecular graphs and their counts for a long time have found applications in theoretical chemistry [6]. Furthermore, using counting closed walks, many non-Cayley vertex-transitive graphs are constructed $[10,11,12,13]$. So it seems that computing the number of walks in Cayley graphs is important in graph theory. In this paper, we give an exact formula for the number of walks of any length between two vertices of a Cayley graph on a group $G$ in terms of irreducible representations of $G$. For the representation group's theoretic and graph theoretic terminology not defined here, we refer the reader to [9] and [5], respectively.

## 2. Main Results

Let $G$ be a finite group and $\mathbb{C}[G]$ be the complex vector space of dimension $|G|$ with basis $\left\{e_{g} \mid g \in G\right\}$. We identify $\mathbb{C}[G]$ with the vector space of all complexvalued functions on $G$. Thus a function $\varphi: G \rightarrow \mathbb{C}$ corresponds to the vector $\varphi=\sum_{g \in G} \varphi(g) e_{g}$ and vice versa. In particular, the vector $e_{g}$, where $g \in G$, of the standard basis corresponds to the function $e_{g}$, where

$$
e_{g}(h)= \begin{cases}1 & h=g \\ 0 & h \neq g\end{cases}
$$

Let $A=\left[a_{x, y}\right]_{x, y \in G}$ be the adjacency matrix of $\Gamma=\operatorname{Cay}(G, S), S=S^{-1} \subseteq$ $G \backslash\{1\}$, where

$$
a_{x, y}=\left\{\begin{array}{ll}
1 & x y^{-1} \in S \\
0 & x y^{-1} \notin S
\end{array} .\right.
$$

Then viewing $A$ as a linear map on $\mathbb{C}[G]$, we have

$$
\begin{equation*}
A e_{x}=\sum_{y \in G} a_{y, x} e_{y}=\sum_{y \in G, y x^{-1} \in S} e_{y}=\sum_{s \in S} e_{s x} \tag{2.1}
\end{equation*}
$$

Let $\omega_{r}(\Gamma ; x, y)$ be the number of walks of length $k$ from the vertex $x$ to the vertex $y$ in a graph $\Gamma$. We denote this by $\omega_{r}(x, y)$ when there is no ambiguity. Recall that for a graph $\Gamma$ with adjacency matrix $A, \omega_{r}(\Gamma ; x, y)$ is the $x y$-entry of $A^{r}$ [5, Lemma 8.1.2]. In particular, $\omega_{r}(\Gamma):=\sum_{x \in V(\Gamma)} \omega_{r}(\Gamma ; x, x)$, the total number of closed walks of length $r$, is the trace of $A$ which is equal to the sum of $r$ th powers of the adjacency eigenvalues of $\Gamma[5$, p. 165]. Let us start with an important lemma:

Lemma 2.1. Let $A$ be the adjacency matrix of $\Gamma=\operatorname{Cay}(G, S)$. Then

$$
A^{r} e_{x}=\sum_{y \in G} \omega_{r}(x, y) e_{y}
$$

Proof. We use induction on $r$. Since by (2.1), $A e_{x}=\sum_{s \in S} e_{s x}$, and

$$
\omega_{1}(x, y)= \begin{cases}1 & y x^{-1} \in S \\ 0 & y x^{-1} \notin S\end{cases}
$$

the induction holds for $r=1$. Now let $r \geq 2$ and the result hold for $r-1$. Since there exists a walk of length $r$ from $x$ to $y$ if and only if there exists a walk of length $r-1$ of $x$ to $z$ where $y z^{-1} \in S$, we have

$$
\begin{equation*}
\omega_{r}(x, y)=\sum_{s \in S} \omega_{r-1}\left(x, s^{-1} y\right) \tag{2.2}
\end{equation*}
$$

Now we have

$$
\begin{aligned}
A^{r} e_{x} & =A\left(A^{r-1} e_{x}\right) \\
& =A\left(\sum_{y \in G} \omega_{r-1}(x, y) e_{y}\right) \quad \text { (by induction hypothesis) } \\
& =\sum_{y \in G} \omega_{r-1}(x, y) A e_{y} \\
& =\sum_{y \in G} \omega_{r-1}(x, y)\left(\sum_{s \in S} e_{s y}\right) \quad(\text { by }(2.1)) \\
& =\sum_{z \in G} \sum_{s \in S} \omega_{r-1}\left(x, s^{-1} z\right) e_{z} \\
& =\sum_{z \in G} \omega_{r}(x, z) e_{z}, \quad(\text { by }(2.2))
\end{aligned}
$$

which completes the proof.
Lemma 2.2. Let $A$ be the adjacency matrix of $\Gamma=\operatorname{Cay}(G, S)$. Then

$$
A^{r} e_{x}=\sum_{s_{1}, \ldots, s_{r} \in S} e_{s_{r} s_{r-1} \ldots s_{1} x}
$$

Proof. We prove the result by induction. By 2.1, we have $A e_{x}=\sum_{s \in S} e_{s x}$ which proves the result for $r=1$. Let $r \geq 2$ and the result holds for $r-1$. Then

$$
\begin{aligned}
A^{r} e_{x} & =A\left(A^{r-1} e_{x}\right) \\
& =A\left(\sum_{s_{1}, \ldots, s_{r-1} \in S} e_{s_{r-1} s_{r-2} \ldots s_{1} x}\right) \quad \text { (by induction hypothesis) } \\
& =\sum_{s_{1}, \ldots, s_{r-1} \in S} A e_{s_{r-1} s_{r-2} \ldots s_{1} x} \\
& =\sum_{s_{1}, \ldots, s_{r-1} \in S} \sum_{s_{r} \in S} e_{s_{r}\left(s_{r-1} \ldots s_{1} x\right)} \quad(\text { by }(2.1)) \\
& =\sum_{s_{1}, \ldots, s_{r} \in S} e_{s_{r} s_{r-1} \ldots s_{1} x}
\end{aligned}
$$

which completes the proof.

Let $\operatorname{Irr}(G)=\left\{\rho_{1}, \ldots, \rho_{m}\right\}$ be the set of all irreducible inequivalent $\mathbb{C}$-representations of $G$. Let $d_{k}$ and $\varrho^{(k)}$ be the degree and a unitary matrix representation of $\rho_{k}$, $k=1, \ldots, m$, respectively. We keep these notations throughout the paper. In the following lemma, which seems to be well-known, the authors constructed an orthogonal basis for $\mathbb{C}[G]$ using the matrix representations $\varrho^{(k)}, 1 \leq k \leq m$.

Lemma 2.3. ([2, Lemma 1]) Let $\varrho_{i j}^{(k)}(g)$ be the $i j$ th entry of $\varrho^{(k)}(g), 1 \leq i, j \leq d_{k}$, and $\bar{\varrho}_{i j}^{(k)}=\sum_{g \in G} \overline{\varrho_{i j}^{(k)}(g)} e_{g}$. Then
(i) $\left\{\bar{\varrho}_{i j}^{(k)} \mid 1 \leq k \leq m, 1 \leq i, j \leq d_{k}\right\}$ form an orthogonal basis for $\mathbb{C}[G]$,
(ii) $\rho_{\mathrm{reg}}(g) \bar{\varrho}_{i j}^{(k)}=\sum_{l=1}^{d_{k}} \varrho_{l i}^{(k)}(g) \bar{\varrho}_{l j}^{(k)}$, for all $g \in G$ and $1 \leq i, j \leq d_{k}, 1 \leq k \leq m$, where $\rho_{\mathrm{reg}}$ is the left regular representation of $G$,
(iii) $\mathbb{C}[G]=\bigoplus_{k=1}^{m} \bigoplus_{j=1}^{d_{k}} W_{j}^{(k)}$, where $W_{j}^{(k)}=\left\langle\bar{\varrho}_{i j}^{(k)} \mid 1 \leq i \leq d_{k}\right\rangle$ which is a $\rho_{\mathrm{reg}}$-invariant subspace of $\mathbb{C}[G]$ of dimension $d_{k}$.

Now we are ready to prove our main result. Let us denote the $i j$ entry of a matrix $X$ by $[X]_{i j}$. Then we have the following theorem.

Theorem 2.1. Let $\Gamma=\operatorname{Cay}(G, S), 1 \notin S=S^{-1}$ and $\operatorname{Irr}(G)=\left\{\rho_{1}, \ldots, \rho_{m}\right\}$. Then

$$
\omega_{r}(x, y)=\frac{1}{|G|} \sum_{k=1}^{m} \sum_{i, j=1}^{d_{k}} d_{k}\left[\left(\sum_{s \in S} \varrho^{(k)}(s)\right)^{r}\right]_{i j}\left[\varrho^{(k)}\left(x y^{-1}\right)\right]_{j i} .
$$

Proof. First, recall that the adjacency matrix $A$ of $\Gamma$ can be viewed as a linear map on $\mathbb{C}[G]$ and by Lemma $\mathbb{C}[G]=\bigoplus_{k=1}^{m} \bigoplus_{j=1}^{d_{k}} W_{j}^{(k)}$, where $W_{j}^{(k)}=\left\langle\bar{\varrho}_{i j}^{(k)}\right|$ $\left.1 \leq i \leq d_{k}\right\rangle$ which is a $\rho_{\text {reg }}$-invariant subspace of $\mathbb{C}[G]$ of dimension $d_{k}$. Since $A^{r} e_{x} \in \mathbb{C}[G]$, there exist complex numbers $\alpha_{i j}^{(k)}, 1 \leq i, j \leq d_{k}$ such that

$$
\begin{equation*}
A^{r} e_{x}=\sum_{k=1}^{m} \sum_{i, j=1}^{d_{k}} \alpha_{i j}^{(k)} \bar{\varrho}_{i j}^{(k)} . \tag{2.3}
\end{equation*}
$$

On the other hand, $\alpha_{i j}^{(k)}=\frac{\left\langle A^{r} e_{x}, \overline{\underline{Q}}_{i j}^{(k)}\right\rangle}{\left\langle\bar{Q}_{i j}^{(k)}, \overline{Q_{i j}^{i j}}\right\rangle}$, where $\langle u, v\rangle$ denotes the usual inner product
of $u$ and $v$ in complex field vector spaces. Furthermore,

$$
\begin{aligned}
\left\langle A^{r} e_{x}, \bar{\varrho}_{i j}^{(k)}\right\rangle & =\left\langle\sum_{s_{1}, \ldots, s_{r} \in S} e_{s_{r} s_{r-1} \ldots s_{1} x}, \sum_{g \in G} \overline{\varrho_{i j}^{(k)}(g)} e_{g}\right\rangle \quad(\text { by Lemma 2.2) } \\
& =\sum_{s_{1}, \ldots, s_{r} \in S}\left\langle e_{s_{r} s_{r-1} \ldots s_{1} x}, \sum_{g \in G} \overline{\varrho_{i j}^{(k)}(g)} e_{g}\right\rangle \\
& =\sum_{s_{1}, \ldots, s_{r} \in S} \sum_{g \in G} \varrho_{i j}^{(k)}(g)\left\langle e_{s_{r} s_{r-1} \ldots s_{1} x}, e_{g}\right\rangle \\
& =\sum_{s_{1}, \ldots, s_{r} \in S} \varrho_{i j}^{(k)}\left(s_{r} s_{r-1} \ldots s_{1} x\right) \\
& =\sum_{s_{1}, \ldots, s_{r} \in S}\left[\varrho^{(k)}\left(s_{r}\right) \ldots \varrho^{(k)}\left(s_{1}\right) \varrho^{(k)}(x)\right]_{i j} \quad\left(\text { since } \varrho^{(k)} \text { is a homomorphism) }\right) \\
& =\left[\sum_{s_{1}, \ldots, s_{r} \in S} \varrho^{(k)}\left(s_{r}\right) \ldots \varrho^{(k)}\left(s_{1}\right) \varrho^{(k)}(x)\right]_{i j} \\
& =\left[\left(\sum_{s_{r} \in S} \varrho^{(k)}\left(s_{r}\right)\right) \ldots\left(\sum_{s_{1} \in S} \varrho^{(k)}\left(s_{1}\right)\right) \varrho^{(k)}(x)\right]_{i j} \\
& =\left[\left(\sum_{s \in S} \varrho^{(k)}(s)\right)^{r} \varrho^{(k)}(x)\right]_{i j}
\end{aligned}
$$

Also

$$
\begin{aligned}
\left\langle\varrho_{i j}^{(k)}, \bar{\varrho}_{i j}^{(k)}\right\rangle & =\left\langle\sum_{g \in G} \overline{\varrho_{i j}^{(k)}(g)} e_{g}, \sum_{h \in G} \overline{\varrho_{i j}^{(k)}(h)} e_{h}\right\rangle \\
& =\sum_{g \in G} \overline{\varrho_{i j}^{(k)}(g)} \sum_{h \in G} \varrho_{i j}^{(k)}(h)\left\langle e_{g}, e_{h}\right\rangle \\
& =\sum_{g \in G} \overline{\varrho_{i j}^{(k)}(g)} \varrho_{i j}^{(k)}(g) \\
& =\sum_{g \in G} \varrho_{j i}^{(k)}\left(g^{-1}\right) \varrho_{i j}^{(k)}(g) \quad \text { (since } \varrho^{(k)} \text { is unitary) } \\
& =\frac{|G|}{d_{k}} \quad \text { (by Schur's relations). }
\end{aligned}
$$

Hence $\alpha_{i j}^{(k)}=\frac{d_{k}}{|G|}\left[\left(\sum_{s \in S} \varrho^{(k)}(s)\right)^{r} \varrho^{(k)}(x)\right]_{i j}$. Now from the equality (2.3), Lemma 2.1 and this fact that $\bar{\varrho}_{i j}^{(k)}=\sum_{g \in G} \varrho_{j i}^{(k)}\left(g^{-1}\right) e_{g}$, we have

$$
\omega_{r}(x, y)=\frac{1}{|G|} \sum_{k=1}^{m} \sum_{i, j=1}^{d_{k}} d_{k}\left[\left(\sum_{s \in S} \varrho^{(k)}(s)\right)^{r}\right]_{i j}\left[\varrho^{(k)}\left(x y^{-1}\right)\right]_{j i},
$$

which completes the proof.
Keeping the notations of Theorem 2.1, since $\varrho^{(k)}(1)=I_{d_{k}}$, we have the following direct consequence.

## Corollary 2.1.

$$
\omega_{r}(\Gamma: x, x)=\frac{1}{|G|} \sum_{k=1}^{m} d_{k} \operatorname{Tr}\left[\left(\sum_{s \in S} \varrho^{(k)}(s)\right)^{r}\right]
$$

where $\operatorname{Tr}[X]$ denotes the trace of matrix $X$. In particular,

$$
\omega_{r}(\Gamma)=\sum_{k=1}^{m} d_{k} \operatorname{Tr}\left[\left(\sum_{s \in S} \varrho^{(k)}(s)\right)^{r}\right] .
$$

Corollary 2.2. ([15, Theorem 2]) Let $\Gamma=\operatorname{Cay}(G, S)$ and $1 \notin S=S^{-1}$ be a union of conjugacy classes of $G$. Then

$$
\omega_{r}(x, y)=\frac{1}{|G|} \sum_{k=1}^{m} \frac{\left(\sum_{s \in S} \chi_{k}(s)\right)^{r} \chi_{k}\left(x y^{-1}\right)}{d_{k}^{r-1}}
$$

In particular, if $G$ is abelian then

$$
\omega_{r}(x, y)=\frac{1}{|G|} \sum_{k=1}^{|G|}\left(\sum_{s \in S} \chi_{k}(s)\right)^{r} \chi_{k}\left(x y^{-1}\right)
$$

Proof. First, note that $S$ is a union of conjugacy classes if and only if for all $g \in G$ we have $g^{-1} S g=S$. Thus for all $g \in G$, we have

$$
\begin{aligned}
\varrho^{(k)}\left(g^{-1}\right)\left(\sum_{s \in S} \varrho^{(k)}(s)\right) \varrho^{(k)}(g) & =\sum_{s \in S} \varrho^{(k)}\left(g^{-1} s g\right) \\
& =\sum_{s \in S} \varrho^{(k)}(s) \quad\left(\text { since } g^{-1} S g=S\right) .
\end{aligned}
$$

Hence by Schur's Lemma, $\sum_{s \in S} \varrho^{(k)}(s)=\frac{1}{d_{k}} \operatorname{Tr}\left(\sum_{s \in S} \varrho^{(k)}(s)\right) I_{d_{k}}=\frac{\sum_{s \in S} \chi_{k}(s)}{d_{k}} I_{d_{k}}$. Now the result follows from Theorem 2.1.

Let $G=\langle a\rangle \cong \mathbb{Z}_{n}$ be a cyclic group of order $n$. Then $\operatorname{Irr}(G)=\left\{\chi_{i} \mid i=\right.$ $0, \ldots, n-1\}$, where $\chi_{k}\left(a^{r}\right)=\exp (2 \pi i k r / n)$.

Corollary 2.3. (See also [14]) Let $K_{n}$ be a complete graph with $n$ vertices. Then

$$
\omega_{r}\left(K_{n} ; x, y\right)= \begin{cases}\frac{1}{n}\left((n-1)^{r}-(-1)^{r}\right) & x \neq y \\ \frac{n-1}{n}\left((n-1)^{r-1}-(-1)^{r-1}\right) & x=y\end{cases}
$$

Proof. Let $G=\langle a\rangle$ be a cyclic group of order $n$ and $S=G \backslash\{1\}$. Then for all $g \in G, g^{-1} S g=S$ and $K_{n}=\operatorname{Cay}(G, S)$. Hence, by Corollary 2.2,

$$
\omega_{r}\left(K_{n} ; x, y\right)=\frac{1}{n} \sum_{k=0}^{n-1}\left(\sum_{s \in S} \chi_{k}(s)\right)^{r} \chi_{k}\left(x y^{-1}\right) .
$$

On the other hand

$$
\sum_{s \in S} \chi_{k}(s)= \begin{cases}-1 & k \neq 0 \\ n-1 & k=0\end{cases}
$$

Let $x=a^{l}$ and $y=a^{l^{\prime}}$. Then $\chi_{k}\left(x y^{-1}\right)=\exp \left(2 k\left(l-l^{\prime}\right) \pi i / n\right), k=0, \ldots, n-1$. It is clear that if $x=y$ then $\sum_{k=0}^{n-1}\left(\sum_{s \in S} \chi_{k}(s)\right)^{r} \chi_{k}\left(x y^{-1}\right)=(n-1)^{r}+(n-1)(-1)^{r}$. Since $z+z^{2}+\ldots+z^{n-1}=-1$ whenever $z$ is a $n$th root of unity, we conclude that if $x \neq y$ then $\sum_{k=0}^{n-1}\left(\sum_{s \in S} \chi_{k}(s)\right)^{r} \chi_{k}\left(x y^{-1}\right)=(n-1)^{r}-(-1)^{r}$, which completes the proof.

Corollary 2.4. Let $C_{n}$ be an n-cycle. Then $C_{n}=\operatorname{Cay}(G, S)$ where $G=\langle a\rangle$ and $S=\left\{a, a^{-1}\right\}$. Furthermore,

$$
\omega_{r}\left(C_{n} ; a^{l}, a^{l^{\prime}}\right)=\frac{2^{r}}{n} \sum_{k=0}^{n-1} \cos ^{r}\left(\frac{2 \pi k}{n}\right) \cos \left(\frac{2 \pi k\left(l-l^{\prime}\right)}{n}\right)
$$

Proof. Let $\chi_{k} \in \operatorname{Irr}(G)$. Then $\chi_{k}(a)+\chi_{k}\left(a^{-1}\right)=2 \cos \left(\frac{2 \pi k}{n}\right)$. Also $\chi_{k}\left(x y^{-1}\right)=$ $\cos \left(\frac{2 \pi k\left(l-l^{\prime}\right)}{n}\right)+i \sin \left(\frac{2 \pi k\left(l-l^{\prime}\right)}{n}\right)$. Furthermore, $\sum_{k=0}^{n-1} \cos \left(\frac{2 \pi k}{n}\right)^{r} \sin \left(\frac{2 \pi k\left(l-l^{\prime}\right)}{n}\right)=0$. Now the result follows immediately from Corollary 2.2.

Corollary 2.5. Let $K_{n, n}$ be the complete bipartite graph with $2 n$ vertices, where $n \geq 3$. Then $K_{n, n}=\operatorname{Cay}(G, S)$, where $G=\langle a\rangle \cong \mathbb{Z}_{2 n}$ and $S=\left\{a, a^{3}, \ldots, a^{2 n-1}\right\}$.

$$
\omega_{r}\left(K_{n, n} ; a^{l}, a^{l^{\prime}}\right)=\frac{n^{r}+(-n)^{r}(-1)^{l-l^{\prime}}}{2 n}
$$

Proof. Let $w_{k}=\exp (\pi i k / n)$. Then irreducible characters of $G$ are $\chi_{k}, k=$ $0, \ldots, 2 n-1$, where $\chi_{k}\left(a^{l}\right)=w_{k}^{l}$. For $k \neq 0, n$ we have $w_{k}+w_{k}^{3}+\ldots+w_{k}^{2 n-1}=0$. Thus

$$
\sum_{s \in S} \chi_{k}(s)= \begin{cases}0 & k \neq 0, n \\ n & k=0 \\ -n & k=n\end{cases}
$$

Let $x=a^{l}$ and $y=a^{l^{\prime}}$. Then $\chi_{k}\left(x y^{-1}\right)=w_{k}^{l-l^{\prime}}$ which completes the proof.
Recall that the Hamming graph $H(n, m)$ is the graph whose vertex set is the Cartesian product of $n$ copies of a set with $m$ elements, where two vertices are adjacent if they differ in precisely one coordinate. $H(n, 2)=Q_{n}$ is the familiar $n$-dimensional hypercuble. It is well-known that $\Gamma=\operatorname{Cay}\left(G_{1} \times \ldots \times G_{n}, S\right)$ where $G_{i}=\langle a\rangle, i=1, \ldots, n$, is of order $m$ and $S$ is the set of all elements of $G_{1} \times \ldots \times G_{n}$ with exactly one non-identity coordinate. In the following example, we compute the number of walks between any two vertices in the Hamming graphs.

Corollary 2.6. Let $\Gamma=H(n, m)$. Then
$\omega_{r}(\Gamma ; x, y)=\frac{1}{m^{n}} \sum_{0 \leq j_{1}, \ldots, j_{n} \leq m-1}\left(n(m-1)-m c\left(j_{1}, \ldots, j_{n}\right)\right)^{r} \tau^{\left(r_{1}-s_{1}\right) j_{1}+\ldots+\left(r_{n}-s_{n}\right) j_{n}}$,
where $x=\left(a^{r_{1}}, \ldots, a^{r_{n}}\right), y=\left(a^{s_{1}}, \ldots, a^{s_{n}}\right)$ and $c\left(j_{1}, \ldots, j_{n}\right)$ is the number of nonzero coordinates of $\left(j_{1}, \ldots, j_{n}\right)$.. In particular,

$$
\omega_{r}\left(Q_{n} ; x, y\right)=\frac{1}{2^{n}} \sum_{0 \leq j_{1}, \ldots, j_{n} \leq 1}\left(n-2 c\left(j_{1}, \ldots, j_{n}\right)\right)^{r} \tau^{\left(r_{1}-s_{1}\right) j_{1}+\ldots+\left(r_{n}-s_{n}\right) j_{n}},
$$

where $x=\left(a^{r_{1}}, \ldots, a^{r_{n}}\right)$ and $y=\left(a^{s_{1}}, \ldots, a^{s_{n}}\right)$.
Proof. Let $\chi \in \operatorname{Irr}\left(G_{1} \times \ldots \times G_{n}\right)$ and $g=\left(a^{i_{1}}, \ldots, a^{i_{n}}\right) \in G_{1} \times \ldots \times G_{n}$. Then there exist $\left(j_{1}, \ldots, j_{n}\right)$, where $0 \leq j_{i} \leq m-1$, such that $\chi(g)=\tau^{i_{1} j_{1}+\ldots+i_{n} j_{n}}$, where $\tau=\exp (2 \pi i / m)$. Hence every irreducible character of $G_{1} \times \ldots \times G_{n}$ completely determined by an $n$-tuple $\left(j_{1}, \ldots, j_{n}\right)$, where $0 \leq j_{i} \leq m-1$. Let us denote the corresponding character of this tuple by $\chi_{\left(j_{1}, \ldots, j_{n}\right)}$.

Let $x=a^{i} \neq 1$ and $x^{(j)}$ be a $1 \times n$ vector that its only non-identity element is $x$ at the $j$ th position. Let $s \in S$. Then $s=\left(a^{i}\right)^{(k)}$ for some $1 \leq i \leq m-1$ and $1 \leq k \leq n$. Hence $\chi_{\left(j_{1}, \ldots, j_{n}\right)}(s)=\tau^{i j_{k}}$ which implies that $\sum_{s \in S} \chi_{\left(j_{1}, \ldots, j_{n}\right)}(s)=$ $\sum_{k=1}^{n} \sum_{i=1}^{m-1} \tau^{i j_{k}}$. On the other hand,

$$
\sum_{i=1}^{m-1}\left(\tau^{j_{k}}\right)^{i}= \begin{cases}m-1 & j_{k}=0 \\ -1 & j_{k} \neq 0\end{cases}
$$

Let $c\left(j_{1}, \ldots, j_{n}\right)$ be the number of non-zero coordinates of $\left(j_{1}, \ldots, j_{n}\right)$. Then $\sum_{s \in S} \chi_{\left(j_{1}, \ldots, j_{n}\right)}(s)=n(m-1)-m c\left(j_{1}, \ldots, j_{n}\right)$. Now, by Corollary 2.2, $\omega_{r}(x, y)=\frac{1}{m^{n}} \sum_{0 \leq j_{1}, \ldots, j_{n} \leq m-1}\left(n(m-1)-m c\left(j_{1}, \ldots, j_{n}\right)\right)^{r} \tau^{\left(r_{1}-s_{1}\right) j_{1}+\ldots+\left(r_{n}-s_{n}\right) j_{n}}$, where $x=\left(a^{r_{1}}, \ldots, a^{r_{n}}\right)$ and $y=\left(a^{s_{1}}, \ldots, a^{s_{n}}\right)$. This completes the proof.

Recall that a partition of a positive integer $n$ is a sequence $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ of positive integers such that $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{m}$ and $\sum_{i=1}^{m} \lambda_{i}=n$. We write $\lambda \vdash n$ to indicate that $\lambda$ is a partition of $n$. Since the inequivalent irreducible representations of the symmetric group $S_{n}$ on $n$ letters are conveniently by partitions of $n$, we write $\rho_{\lambda}, \chi_{\lambda}$ and $d_{\lambda}$ for the irreducible representation, the character and the degree of the representation associated with $\lambda \vdash n$.

For $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \vdash n$, put $l_{i}=\lambda_{i}+m-i, 1 \leq i \leq m$. If $m=1$ then $d_{\lambda}=1$ and whenever $m>1$, by [4, equality (4.11)] we have

$$
\begin{equation*}
d_{\lambda}=\frac{n!}{l_{1}!l_{2}!\ldots l_{m}!} \prod_{i<j}\left(l_{i}-l_{j}\right) \tag{2.4}
\end{equation*}
$$

Furthermore,
(1) if $\tau \in S_{n}$ is a transposition, then by [8, equality (5.1)],

$$
\begin{equation*}
\chi_{\lambda}(\tau)=\frac{M_{2}(\lambda)}{n(n-1)} d_{\lambda} \tag{2.5}
\end{equation*}
$$

(2) if $\tau \in S_{n}$ is a 3 -cycle, then by [8, equality (5.2)]

$$
\begin{equation*}
\chi_{\lambda}(\tau)=\frac{M_{3}(\lambda)-3 n(n-1)}{2 n(n-1)(n-2)} d_{\lambda} \tag{2.6}
\end{equation*}
$$

(3) if $\tau$ is a product of two disjoint transpositions, then by [8, equality (5.5)]

$$
\begin{equation*}
\chi_{\lambda}(\tau)=\frac{M_{2}(\lambda)^{2}-2 M_{3}(\lambda)+4 n(n-1)}{n(n-1)(n-2)(n-3)} d_{\lambda} \tag{2.7}
\end{equation*}
$$

where

$$
M_{2}(\lambda)=\sum_{j=1}^{m}\left(\left(\lambda_{j}-j\right)\left(\lambda_{j}-j+1\right)-j(j-1)\right)
$$

and

$$
M_{3}(\lambda)=\sum_{j=1}^{m}\left(\left(\lambda_{j}-j\right)\left(\lambda_{j}-j+1\right)\left(2 \lambda_{j}-2 j+1\right)+j(j-1)(2 j-1)\right)
$$

Corollary 2.7. Let $\Gamma=\operatorname{Cay}\left(S_{n}, S\right)$, be the complete transposition graph, where $S$ is the set of all transpositions of $\{1, \ldots, n\}$. Then for all $x \in S_{n}$, we have

$$
\omega_{r}(x, x)=\frac{1}{n!2^{r}} \sum_{\lambda \vdash n} d_{\lambda}^{2} M_{2}(\lambda)^{r}
$$

Furthermore, if $x \neq y$ be two non-disjoint transpositions then

$$
\omega_{r}(x, y)=\frac{1}{n!2^{r+1} n(n-1)(n-2)} \sum_{\lambda \vdash n} d_{\lambda}^{2} M_{2}(\lambda)^{r}\left(M_{3}(\lambda)-3 n(n-1)\right),
$$

and if they are disjoint, then
$\omega_{r}(x, y)=\frac{1}{n!2^{r} n(n-1)(n-2)(n-3)} \sum_{\lambda \vdash n} d_{\lambda}^{2} M_{2}(\lambda)^{r}\left(M_{2}(\lambda)^{2}-2 M_{3}(\lambda)+4 n(n-1)\right)$.
Proof. Since $S$ is the set of all transpositions of $S_{n}$, it is a conjugacy class of $S_{n}$ with $\frac{n(n-1)}{2}$ elements. On the other hand, by Equality (2.5), for any $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{m}\right) \vdash n$ we have

$$
\sum_{s \in S} \chi_{\lambda}(s)=|S| \chi_{\lambda}((1,2))=\frac{M_{2}(\lambda)}{2} d_{\lambda}
$$

Let $x, y \in S_{n}$. If $x=y$ then $x y^{-1}=1$ and $\chi_{\lambda}\left(x y^{-1}\right)=\chi_{\lambda}(1)=d_{\lambda}$. If $x \neq y$ and they are not disjoint transpositions then $x y^{-1}$ is a 3 -cycle. Now the result follows immediately from Corollary 2.2 and equalities (2.6) and (2.7).
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Abstract. In this note, we derive some approximation properties of the generalized Bernstein-Kantorovich-type operators based on two nonnegative parameters considered by A. Kajla [Appl. Math. Comput. 2018]. We establish a Voronovskaja-type asymptotic theorem for these operators. The rate of convergence for differential functions whose derivatives are of bounded variation is also derived. Finally, we show the convergence of the operators to certain functions by illustrative graphics using Mathematica software.
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## 1. Introduction

For $f \in C(I)$, with $I=[0,1]$, the classical Bernstein polynomials are defined as follows:

$$
\mathcal{B}_{n}(f ; x)=\sum_{k=0}^{n} p_{n, k}(x) f\left(\frac{k}{n}\right),
$$

where $p_{n, k}(x)=\binom{n}{k} x^{k}(1-x)^{n-k}$ is the Bernstein basis.
Also for $f: I \rightarrow \mathbb{R}$ an integrable function, the classical Bernstein-Kantorovich operators are defined by

$$
M_{n}(f ; x)=n \sum_{k=0}^{n} p_{n, k}(x) \int_{k / n}^{(k+1) / n} f(t) d t, x \in[0,1], n \in \mathbb{N} .
$$

The above operators $M_{n}$ can also be written as follows:

$$
\begin{equation*}
M_{n}(f ; x)=\sum_{k=0}^{n} p_{n, k}(x) \int_{0}^{1} f\left(\frac{k+t}{n}\right) d t \tag{1.1}
\end{equation*}
$$

Stancu [31] introduced the Bernstein-type operators involving two parameters $r, s \in$ $\mathbb{N} \cup\{0\}$, as follows:

$$
\begin{equation*}
\left(S_{n, r, s}\right) f(x)=\sum_{\mu=0}^{n-s r} p_{n-s r, \mu}(x) \sum_{k=0}^{s} p_{s, k}(x) f\left(\frac{\mu+k r}{n}\right) \tag{1.2}
\end{equation*}
$$

For $r=s=0$, these operators reduces to Bernstein operators $\mathcal{B}_{n}(f ; x)$.
Abel and Heilmann [1] investigated the complete asymptotic expansion of BernsteinDurrmeyer operators. Gonska and Paltanea [16] presented genuine Bernstein-Durrmeyer operators based on one parameter family of linear positive operators and study the simultaneous approximation for these operators. Cárdenas-Morales and Gupta [12] derived a two-parameter family of Bernstein-Durrmeyer-type operators based on the Polya distribution and gave a Voronovskaja-type asymptotic theorem. In [9], Agrawal et al. introduced the Kantorovich-type generalization of Luaps operators and obtained the local and global approximation properties of these operators. Abel et al. [2] considered the Durrmeyer-type modification of the operators (1.2) defined by

$$
\begin{equation*}
\mathcal{S}_{n, r, s}(f ; x)=\sum_{\mu=0}^{n-s r} p_{n-s r, \mu}(x) \sum_{k=0}^{s} p_{s, k}(x)(n+1) \int_{0}^{1} p_{n, \mu+k r}(t) f(t) d t \tag{1.3}
\end{equation*}
$$

The authors studied a complete asymptotic expansion and derived some basic approximation theorems for these operators. Gupta et al. [18] considered the Durrmeyer variant of Baskakov operators based on the inverse Pòlya-Eggenberger distribution and studied the local and global approximation properties. Many researchers have contributed to this area of approximation theory [cf. [3-8, 10, 11, 13-15, 17-20, $22,24-30]$ etc.] and the references therein.

For $f \in C(I)$, Kajla [23] defined the following Stancu-Kantorovich-type operators based on two nonnegative parameters:

$$
\begin{equation*}
\mathcal{K}_{n, r, s}(f ; x)=\sum_{\mu=0}^{n-s r} p_{n-s r, \mu}(x) \sum_{k=0}^{s} p_{s, k}(x) \int_{0}^{1} f\left(\frac{\mu+k r+t}{n}\right) d t \tag{1.4}
\end{equation*}
$$

The approximation behaviour of $\mathcal{K}_{n, r, s}$ was examined in the paper [23].
In this article, we prove the Voronovskaja-type asymptotic theorem for these operators. The rate of convergence for differential functions whose derivatives are of bounded variation is also obtained. Finally, we show the convergence of the operators by illustrative graphics in Mathematica software to certain functions.

Let $e_{i}(x)=x^{i}, i=0,1,2 \cdots$
Lemma 1.1. [23] For the operators $\mathcal{K}_{n, r, s}(f ; x)$, we have
(i) $\mathcal{K}_{n, r, s}\left(e_{0} ; x\right)=1$;
(ii) $\mathcal{K}_{n, r, s}\left(e_{1} ; x\right)=x+\frac{1}{2 n}$;
(iii) $\mathcal{K}_{n, r, s}\left(e_{2} ; x\right)=x^{2}+\frac{x(1-x)}{n}\left(1+\frac{s r(r-1)}{n}\right)+\frac{x}{n}+\frac{1}{3 n^{2}}$;
(iv) $\mathcal{K}_{n, r, s}\left(e_{3} ; x\right)=x^{3}+\frac{3 x(3-2 x)}{2 n}+\frac{x(7-9 x)+6 r s x^{2}(r-1)(1-x)+4 x^{3}}{2 n^{2}}$

$$
+\frac{1-2 r s x\left(\left(5+9 x-4 x^{2}\right)-3 r\left(1-x^{2}\right)-2 r^{2}\left(1-3 x+8 x^{2}\right)\right)}{4 n^{3}} ;
$$

(v) $\mathcal{K}_{n, r, s}\left(e_{4} ; x\right)=x^{4}+\frac{x^{4}}{5 n^{4}}\left[55 n^{2}-30 n^{3}+30 n^{2} r s-30(-1+r) r s-30 n^{2} r^{2} s+\right.$ $\left.15(r-1) r^{2}(s-2) s-15(r-1) r^{2} s(s+2)+10 n(-3+(r-1) r(7+4 r) s)\right]+$ $\frac{x^{3}}{5 n^{4}}\left[40 n^{3}-80 n-120 n^{2}-30 n^{2} r s+80(r-1) r s+30 n^{2} 2 r^{2} s+50(r-1) r^{2} s-\right.$ $\left.30 n(r-1) r s(2 r+5)-30 r^{3} s(r-1)(s-2)+15 r^{2} s^{2}(r-1)+15 r^{2} s^{2}(r-1)(s+2)\right]$ $+\frac{x^{2}}{5 n^{4}}\left[75 n^{2}-75 n-75 r s(r-1)-65 r^{2} s(r-1)-5 r^{3} s(r-1)+20 n r s(r-1)+\right.$ $\left.15 r^{3} s(s-2)-15 r^{2} s^{2}(r-1)\right]$ $+\frac{x}{5 n^{4}}\left[30 n+25 r s(r-1)+15 r^{2} s(r-1)+5 r^{3} s(r-1)\right]+\frac{1}{5 n^{4}}$.

Let $e_{i}^{x}(t)=(t-x)^{i}, i=1,2,4$.
Lemma 1.2. [23] For the operators $\mathcal{K}_{n, r, s}(f ; x)$, we get
(i) $\mathcal{K}_{n, r, s}\left(e_{1}^{x}(t) ; x\right)=\frac{1}{2 n}$;
(ii) $\mathcal{K}_{n, r, s}\left(e_{2}^{x}(t) ; x\right)=\frac{x(1-x)}{n}\left(1+\frac{s r(r-1)}{n}\right)+\frac{1}{3 n^{2}}$.

Lemma 1.3. [23] For $f \in C(I)$, we have

$$
\left\|\mathcal{K}_{n, r, s}(f ; x)\right\| \leq\|f\|
$$

Remark 1.1. For every $x \in I$, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} n \mathcal{K}_{n, r, s}\left(e_{1}^{x}(t) ; x\right) & =\frac{1}{2} \\
\lim _{n \rightarrow \infty} n \mathcal{K}_{n, r, s}\left(e_{2}^{x}(t) ; x\right) & =x(1-x) \\
\lim _{n \rightarrow \infty} n^{2} \mathcal{K}_{n, r, s}\left(e_{4}^{x}(t) ; x\right) & =3 x^{2}(1-x)^{2} .
\end{aligned}
$$

Lemma 1.4. For $n \in \mathbb{N}$, we obtain

$$
\mathcal{K}_{n, r, s}\left(e_{2}^{x}(t) ; x\right) \leq \frac{\mathcal{X}_{r, s} \quad x(1-x)}{n}
$$

where $\mathcal{X}_{r, s}$ is a positive constant depending only on $r$, $s$.
Theorem 1.1. [23] Let $f \in C(I)$. Then $\lim _{n \rightarrow \infty} \mathcal{K}_{n, r, s}(f ; x)=f(x)$, uniformly in $I$.

## 2. Voronovskaja type theorem

The aim of this section, we prove the Voronvoskaja-type theorem for the operators $\mathcal{K}_{n, r, s}$.

Theorem 2.1. Let $f \in C(I)$. If $f^{\prime \prime}$ exists at a point $x \in I$, then we have

$$
\lim _{n \rightarrow \infty} n\left[\mathcal{K}_{n, r, s}(f ; x)-f(x)\right]=\frac{1}{2} f^{\prime}(x)+\frac{x(1-x)}{2} f^{\prime \prime}(x)
$$

Proof. By Taylor's formula of $f$, we get

$$
\begin{equation*}
f(t)=f(x)+f^{\prime}(x)(t-x)+\frac{1}{2} f^{\prime \prime}(x)(t-x)^{2}+\varpi(t, x)(t-x)^{2}, \tag{2.1}
\end{equation*}
$$

where $\lim _{t \rightarrow x} \varpi(t, x)=0$. By applying the linearity of the operator $\mathcal{K}_{n, r, s}$, we obtain

$$
\begin{gathered}
\mathcal{K}_{n, r, s}(f ; x)-f(x)=\mathcal{K}_{n, r, s}((t-x) ; x) f^{\prime}(x)+\frac{1}{2} \mathcal{K}_{n, r, s}\left((t-x)^{2} ; x\right) f^{\prime \prime}(x) \\
+\mathcal{K}_{n, r, s}\left(\varpi(t, x)(t-x)^{2} ; x\right) .
\end{gathered}
$$

Now, applying the Cauchy-Schwarz property, we can get

$$
n \mathcal{K}_{n, r, s}\left(\varpi(t, x)(t-x)^{2} ; x\right) \leq \sqrt{\mathcal{K}_{n, r, s}\left(\varpi^{2}(t, x) ; x\right)} \sqrt{n^{2} \mathcal{K}_{n, r, s}\left((t-x)^{4} ; x\right)}
$$

From Theorem 1.1, we have $\lim _{n \rightarrow \infty} \mathcal{K}_{n, r, s}\left(\varpi^{2}(t, x) ; x\right)=\varpi^{2}(x, x)=0$, since $\varpi(t, x) \rightarrow$ 0 as $t \rightarrow x$, and Remark 1.1 for every $x \in I$, we may write

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{2} \mathcal{K}_{n, r, s}\left((t-x)^{4} ; x\right)=3 x^{2}(1-x)^{2} \tag{2.2}
\end{equation*}
$$

Hence,

$$
n \mathcal{K}_{n, r, s}\left(\varpi(t, x)(t-x)^{2} ; x\right)=0
$$

Applying Remark 1.1, we get

$$
\begin{gather*}
\lim _{n \rightarrow \infty} n \mathcal{K}_{n, r, s}(t-x ; x)=\frac{1}{2} \\
\lim _{n \rightarrow \infty} n \mathcal{K}_{n, r, s}\left((t-x)^{2} ; x\right)=x(1-x) \tag{2.3}
\end{gather*}
$$

Collecting the results from the above theorem is completed.

## 3. Rate of convergence

$D B V(I)$ denotes the class of all absolutely continuous functions $f$ defined on $I$, having on $I$ a derivative $f^{\prime}$ equivalent to a function of bounded variation on $I$. We notice that the functions $f \in D B V(I)$ possess a representation

$$
f(x)=\int_{0}^{x} g(t) d t+f(0)
$$

where $g \in B V(I)$, i.e., $g$ is a function of bounded variation on $I$.
The operators $\mathcal{K}_{n, r, s}(f ; x)$ also admit the integral representation

$$
\begin{equation*}
\mathcal{K}_{n, r, s}(f ; x)=\int_{0}^{1} \mathcal{W}_{n, r, s}(x, t) f(t) d t \tag{3.1}
\end{equation*}
$$

where the kernel $\mathcal{W}_{n, r, s}(x, t)$ is given by

$$
\mathcal{W}_{n, r, s}(x, t)=\sum_{\mu=0}^{n-s r} p_{n-s r, \mu}(x) \sum_{k=0}^{s} p_{s, k}(x) \chi_{n, k}(t)
$$

where $\chi_{n, k}(t)$ is the characteristic function of the interval $[k / n,(k+1) / n]$ with respect to $I$.

Lemma 3.1. For a fixed $x \in(0,1)$ and sufficiently large $n$, we have
(i) $\beta_{n, r, s}(x, y)=\int_{0}^{y} \mathcal{W}_{n, r, s}(x, t) d t \leq \frac{\mathcal{X}_{r, s} x(1-x)}{n(x-y)^{2}}, 0 \leq y<x$,
(ii) $1-\beta_{n, r, s}(x, z)=\int_{z}^{1} \mathcal{W}_{n, r, s}(x, t) d t \leq \frac{\mathcal{X}_{r, s} x(1-x)}{n(x-y)^{2}} n(z-x)^{2}, x<z<1$.

Proof. (i) Using Lemma 1.2 we get

$$
\begin{aligned}
\beta_{n, r, s}(x, y) & =\int_{0}^{y} \mathcal{W}_{n, r, s}(x, t) d t \leq \int_{0}^{y}\left(\frac{x-t}{x-y}\right)^{2} \mathcal{W}_{n, r, s}(x, t) d t \\
& =\mathcal{K}_{n, r, s}\left((t-x)^{2} ; x\right)(x-y)^{-2} \leq \frac{\mathcal{X}_{r, s} x(1-x)}{n(x-y)^{2}}
\end{aligned}
$$

As the proof of (ii) is similar, the details are omitted.

Theorem 3.1. Let $f \in D B V(I)$. Then for every $x \in(0,1)$ and sufficiently large
n, we have

$$
\begin{aligned}
\left|D_{n}^{*(1 / n)}(f ; x)-f(x)\right| \leq & \frac{\left|f^{\prime}(x+)+f^{\prime}(x-)\right|}{4 n}+\sqrt{\frac{\mathcal{X}_{r, s} x(1-x)}{n}} \frac{\left|f^{\prime}(x+)-f^{\prime}(x-)\right|}{2} \\
& +\frac{\mathcal{X}_{r, s}(1-x)}{n} \sum_{k=1}^{[\sqrt{n}]} \bigvee_{x-(x / k)}^{x}\left(f_{x}^{\prime}\right)+\frac{x}{\sqrt{n}} \bigvee_{x-(x / \sqrt{n})}^{x}\left(f_{x}^{\prime}\right) \\
& +\frac{\mathcal{X}_{r, s} x}{n} \sum_{k=1}^{[\sqrt{n}]} \bigvee_{x}^{x+((1-x) / k)}\left(f_{x}^{\prime}\right)+\frac{(1-x)}{\sqrt{n}} \bigvee_{x}^{x+((1-x) / \sqrt{n})}\left(f_{x}^{\prime}\right),
\end{aligned}
$$

where $\bigvee_{a}^{b}\left(f_{x}^{\prime}\right)$ denotes the total variation of $f_{x}^{\prime}$ on $[a, b]$ and $f_{x}^{\prime}$ is defined by

$$
f_{x}^{\prime}(t)=\left\{\begin{array}{cc}
f^{\prime}(t)-f^{\prime}(x-), & 0 \leq t<x  \tag{3.2}\\
0, & t=x \\
f^{\prime}(t)-f^{\prime}(x+) & x<t<1
\end{array}\right.
$$

Proof. Since $\mathcal{K}_{n, r, s}(1 ; x)=1$, by using Lemma 1.1, for every $x \in(0,1)$ we get

$$
\begin{align*}
\mathcal{K}_{n, r, s}(f ; x)-f(x) & =\int_{0}^{1} \mathcal{W}_{n, r, s}(x, t)(f(t)-f(x)) d t \\
& =\int_{0}^{1} \mathcal{W}_{n, r, s}(x, t) \int_{x}^{t} f^{\prime}(u) d u d t \tag{3.3}
\end{align*}
$$

For any $f \in D B V(I)$, by (3.2) we can write

$$
\begin{align*}
f^{\prime}(u)= & f_{x}^{\prime}(u)+\frac{1}{2}\left(f^{\prime}(x+)+f^{\prime}(x-)\right)+\frac{1}{2}\left(f^{\prime}(x+)-f^{\prime}(x-)\right) \operatorname{sgn}(u-x) \\
& +\delta_{x}(u)\left[f^{\prime}(u)-\frac{1}{2}\left(f^{\prime}(x+)+f^{\prime}(x-)\right)\right], \tag{3.4}
\end{align*}
$$

where

$$
\delta_{x}(u)=\left\{\begin{array}{cc}
1, u=x \\
0, u \neq x
\end{array}\right.
$$

Obviously,

$$
\int_{0}^{1}\left(\int_{x}^{t}\left(f^{\prime}(u)-\frac{1}{2}\left(f^{\prime}(x+)+f^{\prime}(x-)\right)\right) \delta_{x}(u) d u\right) \mathcal{W}_{n, r, s}(x, t) d t=0
$$

By (3.1) and a straightforward calculation we have

$$
\begin{aligned}
\int_{0}^{1}\left(\int_{x}^{t} \frac{1}{2}\left(f^{\prime}(x+)+f^{\prime}(x-)\right) d u\right) \mathcal{W}_{n, r, s}(x, t) d t & =\frac{1}{2}\left(f^{\prime}(x+)+f^{\prime}(x-)\right) \int_{0}^{1}(t-x) \mathcal{W}_{n, r, s}(x, t) d t \\
& =\frac{1}{2}\left(f^{\prime}(x+)+f^{\prime}(x-)\right) \mathcal{K}_{n, r, s}((t-x) ; x)
\end{aligned}
$$

$$
\begin{aligned}
\mid \int_{0}^{\text {and }} \mathcal{W}_{n, r, s}(x, t) & \left.\left(\int_{x}^{t} \frac{1}{2}\left(f^{\prime}(x+)-f^{\prime}(x-)\right) \operatorname{sgn}(u-x) d u\right) d t \right\rvert\, \\
& \leq \frac{1}{2}\left|f^{\prime}(x+)-f^{\prime}(x-)\right| \int_{0}^{1}|t-x| \mathcal{W}_{n, r, s}(x, t) d t \\
& \leq \frac{1}{2}\left|f^{\prime}(x+)-f^{\prime}(x-)\right| \mathcal{K}_{n, r, s}(|t-x| ; x) \\
& \leq \frac{1}{2}\left|f^{\prime}(x+)-f^{\prime}(x-)\right|\left(\mathcal{K}_{n, r, s}\left((t-x)^{2} ; x\right)\right)^{1 / 2}
\end{aligned}
$$

Applying the lemmas 1.2 and 1.4 and using (3.3),(3.4) we obtain the following estimate

$$
\begin{align*}
\left|\mathcal{K}_{n, r, s}(f ; x)-f(x)\right| \leq & \frac{1}{4 n}\left|f^{\prime}(x+)+f^{\prime}(x-)\right| \\
& +\frac{1}{2}\left|f^{\prime}(x+)-f^{\prime}(x-)\right| \sqrt{\frac{\mathcal{X}_{r, s} x(1-x)}{n}} \\
& +\mid \int_{0}^{x}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) \mathcal{W}_{n, r, s}(x, t) d t \\
& +\int_{x}^{1}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) \mathcal{W}_{n, r, s}(x, t) d t \mid \tag{3.5}
\end{align*}
$$

Let

$$
\begin{aligned}
& A_{n, r, s}\left(f_{x}^{\prime}, x\right)=\int_{0}^{x}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) \mathcal{W}_{n, r, s}(x, t) d t \\
& B_{n, r, s}\left(f_{x}^{\prime}, x\right)=\int_{x}^{1}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) \mathcal{W}_{n, r, s}(x, t) d t
\end{aligned}
$$

To complete the proof, it is sufficient to estimate the terms $A_{n, r, s}\left(f_{x}^{\prime}, x\right)$ and $B_{n, r, s}\left(f_{x}^{\prime}, x\right)$.
Since $\int_{a}^{b} d_{t} \beta_{n, r, s}(x, t) \leq 1$ for all $[a, b] \subseteq[0,1]$, using integration by parts and applying Lemma 3.1 with $y=x-(x / \sqrt{n})$, we have

$$
\begin{aligned}
\left|A_{n, r, s}\left(f_{x}^{\prime}, x\right)\right| & =\left|\int_{0}^{x}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) d_{t} \beta_{n, r, s}(x, t)\right| \\
& =\left|\int_{0}^{x} \beta_{n, r, s}(x, t) f_{x}^{\prime}(t) d t\right| \\
& \leq\left(\int_{0}^{y}+\int_{y}^{x}\right)\left|f_{x}^{\prime}(t)\right|\left|\beta_{n, r, s}(x, t)\right| d t \\
& \leq \frac{\mathcal{X}_{r, s} x(1-x)}{n} \int_{0}^{y} \bigvee_{t}^{x}\left(f_{x}^{\prime}\right)(x-t)^{-2} d t+\int_{y}^{x} \bigvee_{t}^{x}\left(f_{x}^{\prime}\right) d t \\
& \leq \frac{\mathcal{X}_{r, s} x(1-x)}{n} \int_{0}^{y} \bigvee_{t}^{x}\left(f_{x}^{\prime}\right)(x-t)^{-2} d t+\frac{x}{\sqrt{n}} \bigvee_{x-(x / \sqrt{n})}^{x}\left(f_{x}^{\prime}\right)
\end{aligned}
$$

By the substitution of $u=x /(x-t)$, we obtain

$$
\begin{aligned}
\frac{\mathcal{X}_{r, s} x(1-x)}{n} \int_{0}^{x-(x / \sqrt{n})}(x-t)^{-2} \bigvee_{t}^{x}\left(f_{x}^{\prime}\right) d t & =\frac{\mathcal{X}_{r, s}(1-x)}{n} \int_{1}^{\sqrt{n}} \bigvee_{x-(x / u)}^{x}\left(f_{x}^{\prime}\right) d u \\
& \leq \frac{\mathcal{X}_{r, s}(1-x)}{n} \sum_{k=1}^{[\sqrt{n}]} \int_{k}^{k+1} \bigvee_{x-(x / k)}^{x}\left(f_{x}^{\prime}\right) d u \\
& \leq \frac{\mathcal{X}_{r, s}(1-x)}{n} \sum_{k=1}^{[\sqrt{n}]} \bigvee_{x-(x / k)}^{x}\left(f_{x}^{\prime}\right)
\end{aligned}
$$

Thus,
(3.6) $\left|A_{n, r, s}\left(f_{x}^{\prime}, x\right)\right| \leq \frac{\mathcal{X}_{r, s}(1-x)}{n} \sum_{k=1}^{[\sqrt{n}]} \bigvee_{x-(x / k)}^{x}\left(f_{x}^{\prime}\right)+\frac{x}{\sqrt{n}} \bigvee_{x-(x / \sqrt{n})}^{x}\left(f_{x}^{\prime}\right)$.

Using integration by parts and applying Lemma 3.1 with $z=x+((1-x) / \sqrt{n})$, we have $\left|B_{n, r, s}\left(f_{x}^{\prime}, x\right)\right|$

$$
\begin{aligned}
= & \left|\int_{x}^{1}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) \mathcal{W}_{n, r, s}(x, t) d t\right| \\
= & \left|\int_{x}^{z}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) d_{t}\left(1-\beta_{n, r, s}(x, t)\right)+\int_{z}^{1}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) d_{t}\left(1-\beta_{n, r, s}(x, t)\right)\right| \\
= & \mid\left[\int_{x}^{t} f_{x}^{\prime}(u)\left(1-\beta_{n, r, s}(x, t)\right) d u\right]_{x}^{z}-\int_{x}^{z} f_{x}^{\prime}(t)\left(1-\beta_{n, r, s}(x, t)\right) d t \\
& +\int_{z}^{1}\left(\int_{x}^{t} f_{x}^{\prime}(u) d u\right) d_{t}\left(1-\beta_{n, r, s}(x, t)\right) \mid \\
= & \mid \int_{x}^{z} f_{x}^{\prime}(u) d u\left(1-\beta_{n, r, s}(x, z)\right)-\int_{x}^{z} f_{x}^{\prime}(t)\left(1-\beta_{n, r, s}(x, t)\right) d t \\
+ & {\left[\int_{x}^{t} f_{x}^{\prime}(u) d u\left(1-\beta_{n, r, s}(x, t)\right)\right]_{z}^{1}-\int_{z}^{1} f_{x}^{\prime}(t)\left(1-\beta_{n, r, s}(x, t)\right) d t \mid } \\
= & \left|\int_{x}^{z} f_{x}^{\prime}(t)\left(1-\beta_{n, r, s}(x, t)\right) d t+\int_{z}^{1} f_{x}^{\prime}(t)\left(1-\beta_{n, r, s}(x, t)\right) d t\right| \\
\leq & \frac{\mathcal{X}_{r, s} x(1-x)}{n} \int_{z}^{1} \bigvee_{x}^{t}\left(f_{x}^{\prime}\right)(t-x)^{-2} d t+\int_{x}^{z} \bigvee_{x}^{t}\left(f_{x}^{\prime}\right) d t \\
= & \frac{\mathcal{X}_{r, s} x(1-x)}{n} \int_{x+((1-x) / \sqrt{n})}^{1} \bigvee_{x}^{t}\left(f_{x}^{\prime}\right)(t-x)^{-2} d t+\frac{(1-x)}{\sqrt{n}} \bigvee_{x}^{x+((1-x) / \sqrt{n})}\left(f_{x}^{\prime}\right) .
\end{aligned}
$$

By the substitution of $v=(1-x) /(t-x)$, we get

$$
\begin{aligned}
\left|B_{n, r, s}\left(f_{x}^{\prime}, x\right)\right| & \leq \frac{\mathcal{X}_{r, s} x(1-x)}{n} \int_{1}^{\sqrt{n}} \bigvee_{x}^{x+((1-x) / v)}\left(f_{x}^{\prime}\right)(1-x)^{-1} d v+\frac{(1-x)}{\sqrt{n}} \bigvee_{x}^{x+((1-x) / \sqrt{n})} \bigvee_{x}\left(f_{x}^{\prime}\right) \\
& \leq \frac{\mathcal{X}_{r, s} x}{n} \sum_{k=1}^{[\sqrt{n}]} \int_{k}^{k+1} \bigvee_{x}^{x+((1-x) / v)}\left(f_{x}^{\prime}\right) d v+\frac{(1-x)}{\sqrt{n}} \bigvee_{x}^{x+((1-x) / \sqrt{n})}\left(f_{x}^{\prime}\right) \\
(3.7) & =\frac{\mathcal{X}_{r, s} x}{n} \sum_{k=1}^{[\sqrt{n}]} \bigvee_{x}^{x+((1-x) / k)}\left(f_{x}^{\prime}\right)+\frac{(1-x)}{\sqrt{n}} \bigvee_{x}^{x+((1-x)) / \sqrt{n}}\left(f_{x}^{\prime}\right) .
\end{aligned}
$$

Collecting the estimates (3.5)-(3.7), we get the required result. This completes the proof of the theorem.

## 4. Numerical Examples.

Example 4.1. In Figure 1, for $n=10, r=1, s=1$, the comparison of convergence of $\mathcal{K}_{n, r, s}(f ; x)$ (yellow) and Bernstein-Kantorovich $M_{n}(f ; x)$ (blue) operators to $f(x)=e^{x^{3}}$ (red) is illustrated. It is observed that the $\mathcal{K}_{n, r, s}(f ; x)$ gives a better approximation to $f(x)$ than Bernstein-Kantorovich $M_{n}(f ; x)$ operators for $n=10, r=1, s=1$.


Figure 1.The convergence of $M_{10}(f ; x)$ and $\mathcal{K}_{10,1,1}(f ; x)$ to $f(x)$
Example 4.2. In Figure 2, for $n=50, r=1, s=1$, the comparison of convergence of $\mathcal{K}_{n, r, s}(f ; x)$ (yellow) and Bernstein-Kantorovich $M_{n}(f ; x)$ (blue) operators to $f(x)=$ $x^{2} \sin \left(\frac{2 x}{\pi}\right)($ red $)$ is illustrated. It is observed that the $\mathcal{K}_{n, r, s}(f ; x)$ gives a better approximation to $f(x)$ than Bernstein-Kantorovich $M_{n}(f ; x)$ operators for $n=50, r=1, s=1$.


Figure 2.The convergence of $M_{50}(f ; x)$ and $\mathcal{K}_{50,1,1}(f ; x)$ to $f(x)$
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#### Abstract

In this paper, we study nearly Kenmotsu manifolds with a Ricci soliton and we obtain certain conditions about curvature tensors.
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## 1. Introduction and Preliminaries

Ricci solitons $\frac{\partial}{\partial t} g=-2 S$ reflected on the modulo diffeomorphisms and scales from the space of the metrics are fixed points of the Ricci flow and mostly explosive limits for the Ricci flow in compact manifolds. Generally, physicists have studied Ricci solitons in relation with string theory. In particular, in differential geometry we use a Ricci soliton as a special type of the Riemannian metric. Such metrics builds from the Ricci flow only by symmetries of the flow so they can be viewed as generalizations of Einstein metrics. A Ricci soliton $(g, V, \lambda)$ on a Riemannian manifold $(M, g)$ is a generalization of the Einstein metric such that [12]

$$
\begin{equation*}
£ V g+2 S+2 \lambda g=0 \tag{1.1}
\end{equation*}
$$

where $S$ is a Ricci tensor and $£ V$ is the Lie derivative along the vector field $V$ on $M$ and $\lambda$ is a real number.

Depending on whether $\lambda$ is negative, zero or positive, a Ricci soliton is named shrinking, steady or expanding, respectively. In addition, if the vector field $V$ is the gradient of a potential function $-f$, then the metric $g$ is called a gradient Ricci soliton. We can regulate the (1.1) as

$$
\begin{equation*}
\nabla \nabla f=S+\lambda g \tag{1.2}
\end{equation*}
$$

[^6]Ricci solitons firstly become more important after Perelman applied Ricci solitons to solve the long standing Poincare conjecture posed in 1904. [19] In particular, after Sharma had studied the Ricci solitons in contact geometry, Ricci flows in contact geometry gained a significant attention. They have been studied extensively ever since. The geometry of Ricci solitons in contact metric manifolds have been studied by authors such as Bagewadi, Bejan and Crasmareanu, Blaga, Hui et al., Chen, Deshmukh et al., Nagaraja and Premalatta, Tripathi and many others. In [11], Ricci solitons in $K$-contact manifolds were studied by Sharma. Ghosh, Sharma and Cho [11] studied gradient Ricci solitons in non-Sasakian $(k, \mu)$-contact manifolds. In addition, in [21], Tripathi showed gradient Ricci solitons, compact Ricci solitons in $N(k)$-contact metric manifolds and $(k, \mu)$-manifolds. Recently in [1], B. Barua and U. C. De focused on some properties of Ricci solitons in Riemannian manifolds.

Einstein solitons are open examples of Ricci solitons, where $g$ is an Einstein metric and $X$ is a Killing vector field. On a compact manifold, a Ricci soliton has a constant curvature, especially in dimension 2 and in dimension 3 [12, 13]. For details about these studies, we refer the reader to Chow and Knopf [8] and Derdzinski [10]. An important result by Perelman shows that on a compact manifold, the Ricci soliton is a gradient Ricci soliton.

Based on these studies, in this paper we review Ricci solitons (R.S) and gradient Ricci solitons (G.R.S) in a nearly Kenmotsu manifold. The paper progresses as follows. After some preliminary information and definitions in Section 2, we consider the case that in a nearly Kenmotsu manifold, if $g$ admits a (R.S) in the form of $(g, V, \lambda)$ and $V$ is point-wise collinear with $\xi$, then the manifold is an $\eta$-Einstein manifold. Furthermore, we show that if a nearly Kenmotsu manifold admits a compact ( $R . S$ ), then the manifold is Einstein. Finally, in the last section, we prove that when an $\eta$-Einstein nearly Kenmotsu manifold admits a (G.R.S), the manifold transforms into an Einstein manifold under certain conditions.

Let $M$ be an $n$-dimensional nearly Kenmotsu manifold with the $(\phi, \xi, \eta, g)$ structure that $\phi$ is a $(1,1)$ type tensor field, $\xi$ is a contravariant vector field, $\eta$ is a 1 -form and $g$ is a Riemannian metric. Then by definition, it satisfies the following relation [15]

$$
\begin{array}{cc}
(1.3) & \eta(\xi)=1, \quad \phi^{2}=-I+\eta \otimes \xi \\
(1.4) & \phi \xi=0, \quad \eta \phi=0, \quad \nabla_{X} \xi=X-\eta(X) \xi \\
(1.5) & \eta(X)=g(\xi, X), \quad g(\phi X, \phi Y)=g(X, Y)-\eta(X) \eta(Y), \\
(1.6) & \left(\nabla_{X} \eta\right)(Y)=\Omega(Y, X), \quad \Omega(X, Y)=\Omega(Y, X) \quad(\Omega(Y, X)=g(\phi Y, X)),  \tag{1.6}\\
(1.7) & \left(\nabla_{Z} \Omega\right)(X, Y)=\{g(X, Z)+\eta(X) \eta(Z)\} \eta(Y)+\{g(Y, Z)+\eta(Y) \eta(Z)\} \eta(X)
\end{array}
$$

for any vector fields $X, Y$ and $Z$ on $M$, where the $\otimes$ is the tensor product and $I$ shows the identity map on $T_{p} M$.

In an $n$-dimensional nearly Kenmotsu manifold with $(\phi, \xi, \eta, g)$ structure, the following relations hold.

$$
\begin{equation*}
\eta(R(X, Y) Z)=g(X, Z) \eta(Y)-g(Y, Z) \eta(X), \quad S(X, \xi)=-(n-1) \eta(X) \tag{1.8}
\end{equation*}
$$

$$
\begin{align*}
& R(\xi, Y) X=-g(Y, X) \xi+\eta(X) Y, \quad R(Y, X) \xi=\eta(Y) X-\eta(X) Y  \tag{1.9}\\
& \phi(R(X, \phi Y) Z)=R(X, Y) Z+2\{\eta(Y) X-\eta(X) Y\} \eta(Z)+2\{g(X, Z) \eta(Y)  \tag{1.10}\\
& -g(Y, Z) \eta(X)\}+\Omega(X, Z) \phi(Y)-\Omega(Y, Z) \phi X+g(Y, Z) X-g(X, Z) Y
\end{align*}
$$

where $R$ is the curvature tensor and $S$ is the Ricci tensor with respect to $g$. If the Ricci tensor $S$ satisfies the condition

$$
\begin{equation*}
S=a g+b \eta \otimes \eta, \tag{1.11}
\end{equation*}
$$

then an $n$-dimensional nearly Kenmotsu manifold is said to be $\eta$-Einstein. In the Ricci tensor equation, $a$ and $b$ are smooth functions on $M$.

In an $\eta$-Einstein nearly Kenmotsu manifold, the Ricci tensor $S$ and Ricci operator $Q$ are shown in the form below.

$$
\begin{gather*}
S(X, Y)=\left[\frac{r}{n-1}-1\right] g(X, Y)+\left[\frac{r}{n-1}-n\right] \eta(X) \eta(Y)  \tag{1.12}\\
Q X=\left[\frac{r}{n-1}-1\right] X+\left[\frac{r}{n-1}-n\right] \eta(X) \xi . \tag{1.13}
\end{gather*}
$$

## 2. (R.S) on Nearly Kenmotsu Manifolds

Suppose that a nearly Kenmotsu manifold admits a (R.S). Considering the properties of nearly Kenmotsu manifolds with $(R . S)$, we know that $\nabla g=0$. Since $\lambda$ in the (R.S) equation is a constant, we can specify that $\nabla \lambda g=0$. Because of this, it is easy to say that $£_{V} g+2 S$ is parallel.

It was proved in [16] that if a nearly Kenmotsu manifold with a symmetric parallel $(0,2)$ type tensor, then the tensor is a constant multiple of the metric tensor. As a result of this theorem, we can say that $£_{V} g+2 S$ is a constant multiple of metric tensors $g$, i.e., and $£_{V} g+2 S=a g$, such that a is constant.

From the above equations, we can write $£_{V} g+2 S+2 \lambda g$ as $(a+2 \lambda) g$. Then using (R.S), we get $\lambda=-a / 2$.

Based on these results we can write the following proposition.
Proposition 2.1. In a nearly Kenmotsu manifold, depending on whwther $a$ is positive or negative, (R.S) with the form of $(g, \lambda, V)$ is shrinking or expanding. Particularly, let $V$ be point-wise collinear with $\xi$ i.e. $V=b \xi$, where $b$ is a function on a nearly Kenmotsu manifold. Then

$$
\begin{equation*}
\left(£_{V} g+2 S+2 \lambda g\right)(X, Y)=0 \tag{2.1}
\end{equation*}
$$

which adds up to

$$
g\left(\nabla_{X} b \xi, Y\right)+g\left(\nabla_{Y} b \xi, X\right)+2 S(X, Y)+2 \lambda g(X, Y)=0
$$

or,

$$
b g\left(\left(\nabla_{X} \xi, Y\right)+(X b) \eta(Y)+b g\left(\nabla_{Y} \xi, X\right)+(Y b) \eta(X)+2 S(X, Y)+2 \lambda g(X, Y)=0\right.
$$

Using (1.4), we get
(2.2) $2 b g(X, Y)-2 b \eta(X) \eta(Y)+(X b) \eta(Y)+(Y b) \eta(X)+2 S(X, Y)+2 \lambda g(X, Y)=0$.

Then putting $Y=\xi$ in (2.2) we obtain

$$
(X b)+\eta(X) \xi b+2(1-n) \eta(X)+2 \lambda \eta(X)
$$

or,

$$
\begin{equation*}
(X b)=(1-n-\lambda) \eta(X) \tag{2.3}
\end{equation*}
$$

We know that in a nearly Kenmotsu manifold $d \eta=0$ and from (2.3) we get

$$
X b=0
$$

if

$$
\lambda=1-n .
$$

Theorem 2.1. If in a nearly Kenmotsu manifold, the metric $g$ is a (R.S) and $V$ is point-wise collinear with $\xi$, then $V$ is a constant multiple of $\xi$ on condition that $\lambda=1-n$. Especially, if we take $V=\xi$. Then

$$
\left(£_{V} g+2 S+2 \lambda g\right)(X, Y)=0
$$

implies that

$$
\begin{equation*}
g\left(\nabla_{X} \xi, Y\right)+g\left(\nabla_{Y} \xi, X\right)+2 S(X, Y)+2 \lambda g(X, Y)=0 \tag{2.4}
\end{equation*}
$$

Substituting $X=\xi$, we get $\lambda=-(n-1)<0$. Because it is negative, we can say that the (R.S) is shrinking.

Particularly, if the manifold is a nearly Kenmotsu manifold, then we have

$$
\begin{equation*}
\left(\nabla_{X} \eta\right)(Y)=g(\phi X, \phi Y)=g(X, Y)-\eta(X) \eta(Y) \tag{2.5}
\end{equation*}
$$

Hence using (2.3), (2.5) Equation (2.2) becomes

$$
\begin{equation*}
S(X, Y)=(n-2) g(X, Y)+\eta(X) \eta(Y) \tag{2.6}
\end{equation*}
$$

that is, it is an $\eta$-Einstein manifold. In addition, we have the following theorem.

Theorem 2.2. If in a nearly Kenmotsu manifold the metric $g$ is a (R.S) and $V$ is point-wise collinear with $\xi$, then the manifold is an $\eta$-Einstein manifold.

Conversely, if we have a nearly Kenmotsu $\eta$-Einstein manifold $M$ with the following form in which $\gamma$ and $\delta$ constants

$$
\begin{equation*}
S(X, Y)=\delta g(X, Y)+\gamma \eta(X) \eta(Y) \tag{2.7}
\end{equation*}
$$

then taking $V=\xi$ in (2.1) and using the above equation, we obtain

$$
\begin{align*}
& (£ \xi g)(X, Y)+2 S(X, Y)+2 \lambda g(X, Y)  \tag{2.8}\\
= & 2(1+\lambda+\delta) g(X, Y)+2(\gamma-1) \eta(X) \eta(Y)
\end{align*}
$$

From Equation (2.8) it follows that $M$ with a (R.S) with the form of $(g, \xi, \lambda)$ such that $\lambda=\gamma-\delta$.

So we have the following theorem.
Theorem 2.3. If a nearly Kenmotsu Manifold is $\eta$-Einstein, then the manifold admits a (R.S) of type $(g, \xi,(\gamma-\delta))$.

Again, as a result of some adjustments, we get from (2.6)

$$
r=(n-1)^{2}=\text { constant } .
$$

By the last equation, the scalar curvature is constant.
In [11] Sharma proved that a compact Ricci soliton with a constant scalar curvature is Einstein. Therefore, from this theorem, we give the following result.

Corollary 2.1. Let $M$ be a nearly Kenmotsu manifold with a compact (R.S), then the manifold is Einstein.

## 3. (G.R.S) on Nearly Kenmotsu Manifolds

If the vector field $V$ is the gradient of a potential function $-f$, then $g$ is called a gradient Ricci Soliton and we can regulate (1.1) as

$$
\begin{equation*}
\nabla \nabla f=S+\lambda g \tag{3.1}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
\nabla_{Y} D f=Q Y+\lambda Y \tag{3.2}
\end{equation*}
$$

where $D$ shows the gradient operator of $g$. From (3.2) it is clear that

$$
\begin{equation*}
R(X, Y) D f=\left(\nabla_{X} Q\right) Y-\left(\nabla_{Y} Q\right) X \tag{3.3}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
g(R(\xi, Y) D f, \xi)=g((\nabla \xi Q) Y, \xi)-g\left(\left(\nabla_{Y} Q\right) \xi, \xi\right) \tag{3.4}
\end{equation*}
$$

Now using (1.13) and (1.4) we have

$$
\begin{equation*}
\left(\nabla_{Y} Q\right)(X)=\left[\frac{r}{1-n}-n\right](-2 \eta(X) \eta(Y) \xi+g(X, Y) \xi+\eta(X) Y) \tag{3.5}
\end{equation*}
$$

Then clearly

$$
\begin{equation*}
g\left(\left(\nabla_{X} Q\right) \xi-(\nabla \xi Q) X, \xi\right)=0 \tag{3.6}
\end{equation*}
$$

Then we have from (3.4)

$$
\begin{equation*}
g(R(\xi, X) D f, \xi)=0 \tag{3.7}
\end{equation*}
$$

From (1.9) and (3.7) we get

$$
g(R(\xi, Y) D f, \xi)=-g(Y, D f)+\eta(D f) \eta(Y)=0
$$

Hence

$$
\begin{equation*}
D f=\eta(D f) \xi=g(D f, \xi) \xi=(\xi f) \xi \tag{3.8}
\end{equation*}
$$

Using (3.8) in (3.2) we get

$$
\begin{equation*}
S(X, Y)+\lambda g(X, Y)=Y(\xi f) \eta(X)+\xi f g(\phi X, \phi Y) \tag{3.9}
\end{equation*}
$$

Putting $X=\xi$ in (3.9) and using (2.3) we get

$$
\begin{equation*}
Y(\xi f)=(1-n+\lambda) \eta(Y) \tag{3.10}
\end{equation*}
$$

With this equation, it is clear that if $\lambda=n-1$.
So from here, $\xi f=$ constant. Then using (3.8) we have

$$
D f=(\xi f) \xi=c \xi
$$

Particularly, taking a frame field $\xi f=0$, we get from (3.8), $f=$ constant. Therefore, Equation (3.1) can be shown as

$$
S(X, Y)=(1-n) g(X, Y)
$$

that is $M$ is an Einstein manifold.
Theorem 3.1. If an $\eta$-Einstein nearly Kenmotsu manifold admits a (G.R.S) then the manifold transforms to an Einstein manifold provided $\lambda=1-n$ and with the frame field $\xi f=0$.
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#### Abstract

In this study, a new weighted version of the inverse Rayleigh distribution based on two different weight functions is introduced. Some statistical and reliability properties of the introduced distribution including the moments, moment generating function, entropy measures (i.e., Shannon and Rényi) and survival and hazard rate functions are derived. The maximum likelihood estimators of the unknown parameters cannot be obtained in explicit forms. So, a numerical method has been required to compute maximum likelihood estimates. Finally, the daily mean wind speed data set has been analysed to show the usability of the new weighted inverse Rayleigh distribution.
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## 1. Introduction

The accuracy of procedures in the statistical analysis depends on the suitableness of a distribution used in modeling a data set. Therefore, many statistical distributions have been proposed in the literature because it is very important to determine the distribution which provides the best fit to a data set.

One of the widely-used statistical distributions in the context of reliability studies is the inverse Rayleigh (IR) distribution introduced by Trayer [24]. Sherina and Oluyede [25] stated that the distribution of lifetimes of several types of experimental units can be modeled by the $I R$ distribution. Various extensions of this distribution have been proposed in the literature: transmuted $I R$ distribution [1], modified $I R$ distribution [10], kumaraswamy $I R$ distribution [21] and beta $I R$ distribution [12].

On the other hand, the theory of weighted distributions introduced by Rao [17] and Fisher [3] provides a unifying approach to deal with the problems of model

[^7]specification and data interpretation (see [9]). There are more studies on weighted distributions and their applications in various fields including ecology and reliability (see [6], [7], [16], [14], [15], [19], [13] and [4] among the others). Fatima and Ahmad [8] also introduced a weighted $I R(W I R)$ distribution with a single weight function $w(x)=x^{k}$ where $k \geq 0$, and they studied several of its properties.

The objective of the paper is to introduce a new weighted version of $I R$ distribution obtained by using two different weight functions and to discuss its basic characteristics.

The rest of the paper is organized as follows. The new $W I R(N W I R)$ distribution is introduced in Section 2. Some of its statistical and reliability properties are given in Section 3. Equations of maximum likelihood estimates of parameters and a Fisher information matrix are obtained in Section 4. In Section 5, an application of the distribution to real data is presented. Finally, the paper ends with a conclusion.

## 2. The New Weighted Inverse Rayleigh Distribution

Suppose that $X$ is a non-negative random variable with its probability density function (pdf), and $w(x)$ is weight function where $E(w(x))<\infty$. The pdf of weighted distribution of $X$ can be defined as

$$
\begin{equation*}
f_{w}(x)=\frac{w(x) f(x)}{E(w(x))} \tag{2.1}
\end{equation*}
$$

It should be noted that a general class of weight functions $w(x)$ can be defined by

$$
w(x)=x^{i} e^{j x} F^{k}(x)(1-F(x))^{l}
$$

see [23]. Weight functions can be determined for a different combination of $i, j$, $k$ and $l$ values. If we take $w(x)=x^{i}$, then the obtained distribution is called size-biased distribution, and it is length-biased distribution for $i=1$.

Let $X$ be a random variable with the $I R$ distribution having the scale parameter $\lambda$. The $p d f$ and cumulative density function $(c d f)$ of the $I R$ distribution are given by

$$
\begin{aligned}
f(x) & =2 \lambda x^{-3} e^{-\lambda x^{-2}}, x>0, \lambda>0 \\
F(x) & =e^{-\lambda x^{-2}}, x>0, \lambda>0
\end{aligned}
$$

respectively. Now, substituting the multiplication of weighted functions, $w_{1}(x)=$ $x^{-\alpha}$ and $w_{2}(x)=e^{-\alpha x^{-2}}$, and pdf of $I R$ distribution in (2.1), the pdf of the NWIR distribution is defined by

$$
\begin{align*}
f_{w}(x) & =\frac{w_{1}(x) w_{2}(x) f(x)}{E\left(w_{1}(x) w_{2}(x)\right)}  \tag{2.2}\\
& =\frac{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}{\Gamma\left(\frac{\alpha}{2}+1\right)} x^{-(\alpha+3)} e^{-(\alpha+\lambda) x^{-2}}, x>0, \lambda>0, \alpha>0
\end{align*}
$$

where

$$
\begin{aligned}
E\left(w_{1}(x) w_{2}(x)\right) & =\int_{0}^{\infty} 2 \lambda x^{-(\alpha+3)} e^{-(\alpha+\lambda) x^{-2}} d x \\
& =\frac{\lambda \Gamma\left(\frac{\alpha}{2}+1\right)}{(\alpha+\lambda)^{\frac{\alpha}{2}+1}}<\infty
\end{aligned}
$$

It should be noted that the following transformation is applied in order to calculate $E\left(w_{1}(x) w_{2}(x)\right)$

$$
\begin{equation*}
u=(\alpha+\lambda) x^{-2} \Longrightarrow x=\sqrt{\frac{\alpha+\lambda}{u}} \Longrightarrow d u=-2(\alpha+\lambda) x^{-3} d x \tag{2.3}
\end{equation*}
$$

The corresponding $c d f$ of the $N W I R$ distribution is

$$
\begin{align*}
F_{w}(x) & =\frac{\Gamma\left(\frac{\alpha}{2}+1, \frac{\alpha+\lambda}{x^{2}}\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)}  \tag{2.4}\\
& =1-\frac{\gamma\left(\frac{\alpha}{2}+1, \frac{\alpha+\lambda}{x^{2}}\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)}
\end{align*}
$$

Here $\Gamma\left(\frac{\alpha}{2}+1, \frac{\alpha+\lambda}{x^{2}}\right)$ is an upper incomplete Gamma function defined by

$$
\begin{aligned}
\Gamma(a, x) & =\int_{x}^{\infty} t^{a-1} e^{-t} d t \\
\Gamma(a, x) & =\Gamma(a)-\gamma(a, x)
\end{aligned}
$$

where $\gamma(a, x)$ is a lower incomplete Gamma function as

$$
\gamma(a, x)=\int_{0}^{x} t^{a-1} e^{-t} d t
$$

In FIG. 2.1, different $p d f$ and $c d f$ plots of the $N W I R$ distribution are presented for the selected values of parameters $\alpha$ and $\lambda$. Now, let $Y=(\alpha+\lambda) X^{-2}$, where $X$ has the NWIR distribution with parameters $\alpha$ and $\lambda$. The $p d f$ of the random variable $Y$ becomes

$$
f(y)=\frac{1}{\Gamma\left(\frac{\alpha}{2}+1\right)} y^{\frac{\alpha}{2}} e^{-y}
$$

for $y>0$. Thus, the random variable $Y$ has a Gamma distribution shown as $Y \sim \operatorname{Gamma}\left(\frac{\alpha}{2}+1,1\right)$.


Fig. 2.1: Plots of the $p d f$ and $c d f$ of the $N W I R$ distribution where $\alpha=2, \lambda=1$ (green line); $\alpha=2, \lambda=2$ (blue line); $\alpha=5, \lambda=3$ (red line)

## 3. Statistical and Reliability Properties

In this section we consider some statistical and reliability properties of the NWIR distribution.

## 3.1. $r^{\text {th }}$ moments

If a random variable $X$ has the $N W I R$ distribution with a scale parameter $\lambda$ and shape parameter $\alpha$, then the $r^{t h}$ moment of the NWIR distributed random variable $X$ is obtained as

$$
E\left(X^{r}\right)=\int_{0}^{\infty} \frac{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}{\Gamma\left(\frac{\alpha}{2}+1\right)} x^{r-\alpha-3} e^{-(\alpha+\lambda) x^{-2}} d x
$$

In order to calculate $E\left(X^{r}\right)$, using the transformation in (2.3), we obtain

$$
E\left(X^{r}\right)=(\alpha+\lambda)^{\frac{r}{2}} \frac{\Gamma\left(\frac{\alpha-r}{2}+1\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)} .
$$

Hence, from the $r^{t h}$ moment of the NWIR distribution, the first four moments can be easily calculated to obtain the mean, variance, coefficient of skewness and the coefficient of kurtosis of the NWIR distribution as follows

$$
\begin{aligned}
E(X) & =(\alpha+\lambda)^{\frac{1}{2}} \frac{\Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)} \\
E\left(X^{2}\right) & =\frac{2(\alpha+\lambda)}{\alpha} \\
E\left(X^{3}\right) & =(\alpha+\lambda)^{\frac{3}{2}} \frac{\Gamma\left(\frac{\alpha-3}{2}+1\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)}
\end{aligned}
$$

and

$$
E\left(X^{4}\right)=(\alpha+\lambda)^{2} \frac{\Gamma\left(\frac{\alpha-4}{2}+1\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)}
$$

### 3.2. Moment generating function

The moment generating function of the NWIR distribution is given as follows. formula

$$
\begin{aligned}
M_{X}(t) & =E\left(e^{t x}\right) \\
& =\int_{0}^{\infty} e^{t x} \frac{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}{\Gamma\left(\frac{\alpha}{2}+1\right)} x^{-(\alpha+3)} e^{-(\alpha+\lambda) x^{-2}} d x
\end{aligned}
$$

By applying the Maclaurin series $e^{t x}=\sum_{n=0}^{\infty} \frac{(t x)^{n}}{n!}$ and setting the transformation in (2.3), we finally get

$$
M_{X}(t)=\frac{1}{\Gamma\left(\frac{\alpha}{2}+1\right)} \sum_{n=0}^{\infty} \frac{t^{n}}{n!}(\alpha+\lambda)^{\frac{n}{2}} \Gamma\left(\frac{\alpha-n}{2}+1\right) .
$$

### 3.3. Quantile function

The quantile function of the $N W I R$ distribution is obtained by

$$
\begin{equation*}
x_{q}=F_{w}^{-1}(q), 0<q<1, \tag{3.1}
\end{equation*}
$$

where $F_{w}^{-1}(q)$ is the inverse of $c d f$ in (2.4). The median of the NWIR distributed random variable $X$ can be found by putting $q=0.5$ in (3.1). $F_{w}^{-1}(q)$ can be computed numerically via some mathematical and statistical software packages since it does not have a closed-form expression. Moreover, the equation in (3.1) can be used in order to generate a random number from the proposed distribution.

### 3.4. Mode

Now, the natural logarithm of the $f_{w}(x)$ in (2.2) is given by

$$
\begin{equation*}
\ln f_{w}(x) \propto-(\alpha+3) \ln x-(\alpha+\lambda) x^{-2} \tag{3.2}
\end{equation*}
$$

Using the differentiating equation (3.2) with respect to $x$, we obtain as

$$
\begin{equation*}
\frac{d}{d x} \ln f_{w}(x)=-(\alpha+3) x^{-1}+2(\alpha+\lambda) x^{-3} \tag{3.3}
\end{equation*}
$$

If the equation (3.3) is equal to 0 and solve for $x$, then the mode of the NWIR distribution has the following expression

$$
X_{M}=\sqrt{\frac{2(\alpha+\lambda)}{\alpha+3}}
$$

for $\alpha>0$ and $\lambda>0$. Note that $f_{w}(x)$ is increasing when $x \in\left(0, X_{M}\right)$ and is decreasing when $x \in\left(X_{M}, \infty\right)$.

### 3.5. Shannon entropy

The statistical entropy introduced by Shannon [22] is defined as a measure of the information content associated with the outcome of a random variable (see [2]). The Shannon entropy of the NWIR distribution is expressed by

$$
\begin{align*}
I_{S}(\alpha, \lambda)= & -E\left(\ln f_{w}(x)\right)  \tag{3.4}\\
= & \ln \left(\frac{\Gamma\left(\frac{\alpha}{2}+1\right)}{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}\right)+(\alpha+3) E(\ln x) \\
& +(\alpha+\lambda) E\left(x^{-2}\right) .
\end{align*}
$$

To calculate $E(\ln x)$, if we use the transformation in (2.3), then we have

$$
\begin{align*}
E(\ln x) & =\frac{1}{2 \Gamma\left(\frac{\alpha}{2}+1\right)} \int_{0}^{\infty} u^{\frac{\alpha}{2}}(\ln (\alpha+\lambda)-\ln u) e^{-u} d u  \tag{3.5}\\
& =\frac{1}{2}\left(\ln (\alpha+\lambda)-\Psi\left(\frac{\alpha}{2}+1\right)\right)
\end{align*}
$$

where $\Psi$ is a digamma function with

$$
\Psi(r)=\frac{d}{d r} \ln \Gamma(r)=\frac{\Gamma^{\prime}(r)}{\Gamma(r)}, r>0
$$

defined as the logarithmic derivative of the Gamma function. It is also well known that the derivative of $\Gamma(r)$ is

$$
\Gamma^{\prime}(r)=\int_{0}^{\infty} t^{r-1}(\ln t) e^{-t} d t
$$

Substituting $E\left(x^{-2}\right)=\frac{\frac{\alpha}{2}+1}{\alpha+\lambda}$ and (3.5) into (3.4), Shannon entropy of the NWIR distribution $I_{S}(\alpha, \lambda)$ becomes

$$
\begin{aligned}
I_{S}(\alpha, \lambda)= & \ln \left(\frac{\Gamma\left(\frac{\alpha}{2}+1\right)}{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}\right)+\left(\frac{\alpha}{2}+1\right) \\
& +\frac{(\alpha-3)}{2}\left(\ln (\alpha+\lambda)-\Psi\left(\frac{\alpha}{2}+1\right)\right)
\end{aligned}
$$

### 3.6. Rényi entropy

Rényi entropy considered by Rényi [18] is a generalization of the Shannon entropy. The Rényi entropy of the NWIR distribution is expressed by

$$
\begin{aligned}
I_{R}(\delta) & =\frac{1}{1-\delta} \ln \int_{0}^{\infty} f_{w}^{\delta}(x) d x \\
& =\frac{1}{1-\delta} \ln \int_{0}^{\infty}\left(\frac{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}{\Gamma\left(\frac{\alpha}{2}+1\right)} x^{-(\alpha+3)} e^{-(\alpha+\lambda) x^{-2}}\right)^{\delta} d x \\
& =\frac{1}{1-\delta}\left(\delta \ln \frac{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}{\Gamma\left(\frac{\alpha}{2}+1\right)}+\ln \int_{0}^{\infty} x^{-\delta(\alpha+3)} e^{-\delta(\alpha+\lambda) x^{-2}} d x\right)
\end{aligned}
$$

where $\delta \neq 1$ and $\delta>0$. By using the transformation in (2.3), we obtain that

$$
\begin{aligned}
I_{R}(\delta)= & \frac{1}{1-\delta}\left(\ln 2^{\delta-1}+\left(\frac{1-\delta}{2}\right) \ln (\alpha+\lambda)-\delta \ln \Gamma\left(\frac{\alpha}{2}+1\right)\right) \\
& +\frac{1}{1-\delta}\left(\ln \Gamma\left(\frac{\delta(\alpha+3)-1}{2}\right)-\frac{\delta(\alpha+3)-1}{2} \ln \delta\right)
\end{aligned}
$$

### 3.7. Survival and hazard rate functions

The survival and hazard rate functions of the NWIR distribution are defined by

$$
\begin{aligned}
S(x) & =1-F_{w}(x) \\
& =\frac{\gamma\left(\frac{\alpha}{2}+1, \frac{\alpha+\lambda}{x^{2}}\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
H(x) & =\frac{f_{w}(x)}{S(x)} \\
& =\frac{2(\alpha+\lambda)^{\frac{\alpha}{2}+1}}{\gamma\left(\frac{\alpha}{2}+1, \frac{\alpha+\lambda}{x^{2}}\right)} x^{-(\alpha+3)} e^{-(\alpha+\lambda) x^{-2}}
\end{aligned}
$$

for $x>0$, respectively. In FIG. 3.1, the graphs of the survival and hazard rate functions, which are plotted against different values of the parameters $\alpha$ and $\lambda$, are demonstrated.

Then, to determine the behavior of the hazard rate function of the NWIR distribution, the lemma established by Glaser [5] is used. Now, we define

$$
\begin{aligned}
\eta(x) & =-\frac{f_{w}^{\prime}(x)}{f_{w}(x)} \\
& =(\alpha+3) x^{-1}-2(\alpha+\lambda) x^{-3}
\end{aligned}
$$

and

$$
\eta^{\prime}(x)=-(\alpha+3) x^{-2}+6(\alpha+\lambda) x^{-4}
$$

where $f_{w}^{\prime}(x)$ is derivative of $p d f$ of the NWIR distribution with respect to $x$. Thus, $\eta^{\prime}(x)=0$ provides when $x_{0}=\sqrt{\frac{6(\alpha+\lambda)}{\alpha+3}}$ for $\lambda>0, \alpha>0$. Note that, $\eta^{\prime}(x)>0$ and $\eta^{\prime}\left(x_{0}\right)=0$ when $0<x<x_{0}$ and $\eta^{\prime}(x)<0$ when $x>x_{0}$. Therefore, the hazard rate function of the NWIR distribution is an upside down bathtub shape (see [19] and [23]).


Fig. 3.1: Plots of the survival and hazard rate functions of the NWIR distribution where $\alpha=2, \lambda=1$ (green line); $\alpha=2, \lambda=2$ (blue line); $\alpha=5, \lambda=3$ (red line)

### 3.8. Order statistics

Let $X_{(1)}, X_{(2)}, \ldots, X_{(n)}$ be order statistics of a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from the NWIR distribution. It is well known that the $p d f$ of $r^{t h}$ order statistic $X_{(r)}(r=1,2, \ldots, n)$ is given as:

$$
\begin{equation*}
f_{r: n}(x ; \alpha, \lambda)=r\binom{n}{r} f(x)(F(x))^{r-1}(1-F(x))^{n-r} \tag{3.6}
\end{equation*}
$$

Applying the binomial series expansion of $(1-F(x))^{n-r}$ in (3.6), we get

$$
\begin{equation*}
f_{r: n}(x ; \alpha, \lambda)=\sum_{k=0}^{n-r} r\binom{n}{r}\binom{n-r}{k}(-1)^{k} f(x)(F(x))^{r+k-1} \tag{3.7}
\end{equation*}
$$

After substituting (2.2) and (2.4) into (3.7), if we put the binomial series expansion of $(F(x))^{r+k-1}$ in (3.7), then we have

$$
\begin{align*}
f_{r: n}(x ; \alpha, \lambda)= & \sum_{k=0}^{n-r} \sum_{t=0}^{r+k-1} 2(-1)^{r+2 k-1}  \tag{3.8}\\
& \left.\times\left[\begin{array}{c}
n \\
r
\end{array}\right)\binom{n-r}{k}\binom{r+k-1}{t}\right] \\
& \times\left[\frac{(\alpha+\lambda)^{\frac{\alpha}{2}+1} \gamma^{r+k-1}\left(\frac{\alpha}{2}+1, \frac{\alpha+\lambda}{x^{2}}\right)}{\Gamma^{r+k}\left(\frac{\alpha}{2}+1\right)}\right] \\
& \times\left[x^{-(\alpha+3)} e^{-(\alpha+\lambda) x^{-2}}\right]
\end{align*}
$$

Thus, the $p d f \mathrm{~s}$ of the smallest order statistic $X_{(1)}$ and largest order statistic $X_{(n)}$ can be obtained by writing the $r=1$ and $r=n$ in (3.8), respectively.

## 4. Estimation

Let $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ be a random sample from the NWIR distribution. The log-likelihood function of the sample is

$$
\begin{align*}
\ln L(\alpha, \lambda \mid \underline{x})= & n \ln 2+n\left(\frac{\alpha}{2}+1\right) \ln (\alpha+\lambda)-n \ln \Gamma\left(\frac{\alpha}{2}+1\right)  \tag{4.1}\\
& -(\alpha+3) \sum_{i=1}^{n} \ln x_{i}-(\alpha+\lambda) \sum_{i=1}^{n} x_{i}^{-2} .
\end{align*}
$$

By differentiating (4.1) with respect to parameters $\alpha$ and $\lambda$, we have normal equations as

$$
\begin{align*}
\frac{\partial \ln L(\alpha, \lambda \mid \underline{x})}{\partial \alpha}= & \frac{n}{2} \ln (\alpha+\lambda)+n \frac{\left(\frac{\alpha}{2}+1\right)}{\alpha+\lambda}-\frac{n}{2} \Psi\left(\frac{\alpha}{2}+1\right)  \tag{4.2}\\
& -\sum_{i=1}^{n} \ln x_{i}-\sum_{i=1}^{n} x_{i}^{-2}=0 \\
\frac{\partial \ln L(\alpha, \lambda \mid \underline{x})}{\partial \lambda}= & n \frac{\left(\frac{\alpha}{2}+1\right)}{\alpha+\lambda}-\sum_{i=1}^{n} x_{i}^{-2}=0 \tag{4.3}
\end{align*}
$$

where $\Psi\left(\frac{\alpha}{2}+1\right)=\frac{d}{d \alpha} \ln \Gamma\left(\frac{\alpha}{2}+1\right)=\frac{\Gamma^{\prime}\left(\frac{\alpha}{2}+1\right)}{\Gamma\left(\frac{\alpha}{2}+1\right)}$. Note that the solution of the equations in (4.2)-(4.3) gives maximum likelihood estimators $\widehat{\alpha}$ and $\hat{\lambda}$ of parameters $\alpha$ and $\lambda$. However, they do not have a closed form solution, and we must use numerical methods to solve them. Now, to give asymptotically a lower bound for the covariance matrix of $\widehat{\alpha}$ and $\widehat{\lambda}$, the Fisher information matrix is provided as a minus expected value of the second-order partial derivatives of the log-likelihood function
under the regularity conditions, see [11]. It is defined by

$$
I_{n}(\alpha, \lambda)=\left[\begin{array}{ll}
-E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \alpha^{2}}\right) & -E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \alpha \partial \lambda}\right) \\
-E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \lambda \partial \alpha}\right) & -E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \lambda^{2}}\right)
\end{array}\right],
$$

and the elements of the matrix are obtained as follows

$$
\begin{aligned}
E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \alpha^{2}}\right) & =\frac{n}{(\alpha+\lambda)}-n \frac{\left(\frac{\lambda}{2}+1\right)}{(\alpha+\lambda)^{2}}-\frac{n}{4} \Psi^{\prime}\left(\frac{\alpha}{2}+1\right) \\
E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \lambda^{2}}\right) & =-n \frac{\left(\frac{\alpha}{2}+1\right)}{(\alpha+\lambda)^{2}} \\
E\left(\frac{\partial^{2} \ln L(\alpha, \lambda \mid \underline{x})}{\partial \alpha \partial \lambda}\right) & =n \frac{\left(\frac{\lambda}{2}-1\right)}{(\alpha+\lambda)^{2}}
\end{aligned}
$$

where $\Psi^{\prime}\left(\frac{\alpha}{2}+1\right)$ is first derivative of $\Psi\left(\frac{\alpha}{2}+1\right)$ with respect to $\alpha$. Therefore, maximum likelihood estimators of parameters $\alpha$ and $\lambda$ have asymptotically normal distribution with mean vector $\underline{0}$ and the covariance matrix $I_{n}^{-1}(\alpha, \lambda)$ as

$$
\sqrt{n}(\widehat{\alpha}-\alpha, \widehat{\lambda}-\lambda) \rightarrow N_{2}\left(\underline{0}, I_{n}^{-1}(\alpha, \lambda)\right)
$$

where $I_{n}^{-1}(\alpha, \lambda)$ is inverse of $I_{n}(\alpha, \lambda)$.

## 5. An Application

In this section, we consider a real data set, which is the daily mean wind speed data for March, taken in 2015 from the Turkish Meteorological Services for Sinop, Turkey, to demonstrate the practicability of the proposed distribution over the $I R$ and WIR (proposed by Fatima and Ahmad [8]) distributions, see Table 5.1.

Table 5.1: The daily mean wind speed data

| 2.8 | 1.8 | 3.2 | 5.0 | 2.4 | 4.8 | 2.9 | 2.9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2.3 | 3.2 | 2.3 | 2.0 | 1.9 | 3.3 | 4.4 | 6.7 |
| 4.3 | 1.9 | 2.2 | 3.3 | 2.1 | 4.0 | 2.0 | 3.1 |
| 3.8 | 3.1 | 3.2 | 3.4 | 2.8 | 2.1 | 3.1 |  |

The Kolmogorov-Smirnov ( $K-S$ ) test, which is the one of the widely used goodness of fit tests, has been applied to verify that distributions fit to the real data set. The results of the $K-S$ test indicate that the NWIR, WIR and $I R$ distributions are suitable for modeling the data set since the computed $K-S$ test values are less than theoretical $K-S$ test value $\left(K-S_{0.05 ; 31}=0.24\right)$, see Table 5.2.

Then, we determined which distribution better fits the real data set using model evaluating tests, i.e., the root mean square error ( $R M S E$ ), the coefficient of determination $\left(R^{2}\right)$, ln-likelihood $(\ln L)$ and the Akaike information criterion (AIC).

The tests results demonstrate that the NWIR distribution gives a better fit to the data set compared to the $W I R$ and $I R$ distributions because it has minimum $R M S E$ and AIC and maximum $R^{2}$ and $\ln L$ values among the other distributions (see Table 5.2 and FIG. 5.1). Additionally, it was observed that there is no difference between the fitting performances of the $W I R$ and $I R$ distributions for the wind speed data (see FIG. 5.1).

Table 5.2: The $M L$ estimates of parameters and results of the $K-S$ test, $R M S E, R^{2}$, $\ln L$ and AIC for the wind speed data

| Distribution | $\hat{\alpha}$ | $\hat{\lambda}$ | $K-S$ | $R M S E$ | $R^{2}$ | $\ln L$ | $A I C$ |
| :--- | :---: | ---: | :---: | :---: | :---: | :---: | :---: |
| NWIR | 3.7934 | 17.1586 | 0.0971 | 0.0532 | 0.9687 | -41.2814 | 86.5629 |
| WIR | 0.0100 | 7.1969 | 0.2398 | 0.1162 | 0.6691 | -48.7263 | 101.4525 |
| $I R$ | - | 7.2331 | 0.2393 | 0.1158 | 0.6729 | -48.6648 | 101.3290 |



Fig. 5.1: Fitted plots and histogram for the data

## 6. Conclusion

In this study, a new weighted $I R$ distribution based on two different weight functions has been introduced. Moments, the moment generating function, survival and hazard rate functions, order statistics and entropy measures of the new distribution have been derived. The estimating equations have been provided in order to obtain $M L$ estimates of the individual parameters, and the Fisher information matrix has been derived in order to obtain approximate confidence intervals of the parameters. The relationship between the NWIR distribution and the Gamma distribution has also been proved.

The applicability and superiority of the proposed distribution over the WIR and $I R$ distributions have been illustrated with real data. Therefore, the NWIR distribution can be considered as an alternative model for the statistical data analysis in wind speed studies and other fields.
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#### Abstract

Two different random environment INAR models of higher order, precisely $\operatorname{RrNGINARmax}(p)$ and $\operatorname{RrNGINAR}{ }_{1}(p)$, are presented as a new approach to modeling non-stationary nonnegative integer-valued autoregressive processes. The interpretation of these models is given in order to better understand the circumstances of their application to random environment counting processes. The estimation statistics, defined using the Conditional Least Squares (CLS) method, is introduced and the properties are tested on the replicated simulated data obtained by RrNGINAR models with different parameter values. The obtained CLS estimates are presented and discussed. Keywords: Random environment; $\operatorname{INAR}(p)$; RrNGINAR; negative binomial thinning; geometric marginals; conditional least squares.


## 1. Introduction

One of the latest and most significant approaches to the modeling of count processes was designed by introducing integer-valued autoregressive (INAR) models almost simultaneously by [7] and [2]. This breakthrough in the analysis of integer-valued time series was a consequence of using a new thinning operator. Namely, the deterministic part of a process random variable was calculated using the realization of a Bernoulli counting sequence limited by the process realization in the preceding moment. This way of modeling was simply more natural and intuitively justified, so it led to much better results in fitting the counting processes than other models known at that time. This was followed by many modifications and generalizations. Some authors considered the thinning operator ([3], [6], [17, 18] and [13]), while others focused on marginal distributions ([8], [1], [4] and [5]). Also, as an alternative to the NGINAR(1) process from [13], a zero-inflated NGINAR(1) process was considered, which is given in [14]. In order to obtain more suitable models for processes of higher correlation between distant elements, INAR models of higher

[^8]order were introduced. The most operative approach was developed in [16], where $X_{n}$ as a process value at time $n$ was defined using $p$ possible preceding random values $X_{n-i}$, for $i \in\{1,2, \ldots, p\}$, each with a certain probability. This inspired the construction of models presented in [10] and [9]. So, the evolution of INAR models continued.

All the models listed above corresponded only to stationary counting processes. In many applications, this was found as a frequent limitation. Recently, random environment INAR models, whose marginal distribution depends on random circumstances, have been introduced (more details about these models are given below). However, the conditional least squares (CLS) estimators of random environment INAR models parameters have not been considered so far. Therefore, in this paper, we obtain CLS estimators and test them on the simulated values from the corresponding random INAR model.

Using as a starting point some ideas from [15], [11] defined the $r$-states random environment integer-valued autoregressive process of order 1, denoted as ( $\operatorname{RrINAR(1))}$. It is given by

$$
X_{n}\left(Z_{n}\right)=\sum_{i=1}^{X_{n-1}\left(Z_{n-1}\right)} U_{i}+\varepsilon_{n}\left(Z_{n-1}, Z_{n}\right), n \in \mathbb{N}
$$

where

$$
\begin{gathered}
X_{n}\left(Z_{n}\right)=\sum_{z=1}^{r} X_{n}(z) I_{\left\{Z_{n}=z\right\}}, \\
\varepsilon_{n}\left(Z_{n-1}, Z_{n}\right)=\sum_{z_{1}=1}^{r} \sum_{z_{2}=1}^{r} \varepsilon_{n}\left(z_{1}, z_{2}\right) I_{\left\{Z_{n-1}=z_{1}, Z_{n}=z_{2}\right\}},
\end{gathered}
$$

$\left\{U_{i}\right\}, i \in \mathbb{N}$, is a counting sequence of independent and identically distributed (i.i.d.) random variables generating a thinning operator, $\left\{Z_{n}\right\}, n \in \mathbb{N}_{0}$ is an $r$ states random environment process defined as a Markov chain taking values in $E_{r}=\{1,2, \ldots, r\}$. Further, $\left\{\varepsilon_{n}(i, j)\right\}, n \in \mathbb{N}_{0}, i, j \in E_{r}$, are sequences of i.i.d. random variables, for which $\left\{Z_{n}\right\},\left\{\varepsilon_{n}(1,1)\right\},\left\{\varepsilon_{n}(1,2)\right\}, \ldots,\left\{\varepsilon_{n}(r, r)\right\}$, are mutually independent, for all $n \in \mathbb{N}_{0}$, and $Z_{m}$ and $\varepsilon_{m}(i, j)$ are independent of $X_{n}(l)$, for $n<m$ and any $i, j, l \in E_{r}$. In order to obtain more efficient INAR modeling, a new random environment $\operatorname{INAR}(1)$ process with one-step-ahead determined marginal distribution was introduced in [11]. As can be seen, this process is non-stationary, which makes it more applicable in practice. Adapting the process to more dynamical counting data, the authors specify geometric marginals and the negative binomial thinning operator $\alpha *$, which was utilized for construction of the $\operatorname{NGINAR(1)~model~}$ introduced in [13]. This resulted in the $r$-states random environment $\operatorname{IN} A R(1)$ process with determined ( $z_{n}$-guided) geometric marginal distribution based on the negative binomial thinning operator ( $\operatorname{Rr} N G I N A R(1)$ ) given by

$$
\begin{equation*}
X_{n}\left(z_{n}\right)=\alpha * X_{n-1}\left(z_{n-1}\right)+\varepsilon_{n}\left(z_{n-1}, z_{n}\right), n \in \mathbb{N} \tag{1.1}
\end{equation*}
$$

where $\alpha \in(0,1)$, the counting sequence $\left\{U_{i}\right\}, i \in \mathbb{N}$, incorporated in $\alpha *$, makes a sequence of i.i.d. random variables with the probability mass function (pmf) given by

$$
P\left(U_{i}=u\right)=\frac{\alpha^{u}}{(1+\alpha)^{u+1}}, u \in \mathbb{N}_{0}
$$

and finally the process pmf is defined as

$$
\begin{equation*}
P\left(X_{n}\left(z_{n}\right)=x\right)=\frac{\mu_{z_{n}}^{x}}{\left(1+\mu_{z_{n}}\right)^{x+1}}, x \in \mathbb{N}_{0} \tag{1.2}
\end{equation*}
$$

where $\mu_{z_{n}} \in\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{r}\right\}$ and $r \in \mathbb{N}$.

### 1.1. Interpretation of the random environment INAR processes of higher order

Continuing the efforts towards the optimal fitting of the counting processes, models of higher order were introduced in [12]. Two approaches were used, which we discuss in what follows.

Definition 1. Let $z_{n}$ be the realization of a random environment process $\left\{Z_{n}\right\}$ at the moment $n \geqslant 0$. We say that $\left\{X_{n}\left(z_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ is an INAR process with r-states random environment guided geometric marginals based on the negative binomial thinning operator of maximal order $p(\operatorname{RrNGINARmax}(p)), p \in \mathbb{N}$, if the random variable $X_{n}\left(z_{n}\right)$ is defined as

$$
X_{n}\left(z_{n}\right)=\left\{\begin{array}{cc}
\alpha * X_{n-1}\left(z_{n-1}\right)+\varepsilon_{n}\left(z_{n-1}, z_{n}\right), & \text { w.p. } \phi_{1}^{\left(p_{n}\right)},  \tag{1.3}\\
\alpha * X_{n-2}\left(z_{n-2}\right)+\varepsilon_{n}\left(z_{n-2}, z_{n}\right), & w \cdot p . \phi_{2}^{\left(p_{n}\right)}, \\
\vdots & \vdots \\
\alpha * X_{n-p_{n}}\left(z_{n-p_{n}}\right)+\varepsilon_{n}\left(z_{n-p_{n}}, z_{n}\right), & \text { w.p. } \phi_{p_{n}}^{\left(p_{n}\right)}
\end{array}\right.
$$

for $n \geqslant 1$, where

$$
p_{n}=\left\{\begin{array}{cl}
p, & p_{n}^{*} \geq p \\
p_{n}^{*}, & p_{n}^{*}<p
\end{array}\right.
$$

$p_{n}^{*}=\max \left\{i \in\{1,2, \ldots, n\}: z_{n-1}=z_{n-2}=\cdots=z_{n-i}\right\}$ and the following conditions are satisfied:

1. $\phi_{i}^{\left(p_{n}\right)} \geqslant 0, i \in\left\{1,2, \ldots, p_{n}\right\}, \sum_{i=1}^{p_{n}} \phi_{i}^{\left(p_{n}\right)}=1$,
2. $\alpha \in(0,1)$ and the counting sequence $\left\{U_{i}\right\}_{i \in \mathbb{N}}$ of the negative binomial thinning operator $\alpha *$ has pmf $P\left(U_{i}=u\right)=\frac{\alpha^{u}}{(1+\alpha)^{u+1}}, u \in\{0,1,2, \ldots\}$,
3. $P\left(X_{n}\left(z_{n}\right)=x\right)=\frac{\mu_{z_{n}}^{x}}{\left(1+\mu_{z_{n}}\right)^{x+1}}, x \in\{0,1,2, \ldots\}$, where $\mu_{z_{n}} \in\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{r}\right\}$, $\mu_{i}>0, i \in\{1,2, \ldots, r\}$ and $r \in \mathbb{N}$ is the number of states of the random environment process $\left\{Z_{n}\right\}$,
4. for fixed $i, j \in E_{r}=\{1,2, . ., r\},\left\{\varepsilon_{n}(i, j)\right\}_{n \in \mathbb{N}}$ is a sequence of i.i.d. random variables,
5. $\left\{Z_{n}\right\},\left\{\varepsilon_{n}(1,1)\right\},\left\{\varepsilon_{n}(1,2)\right\}, \ldots,\left\{\varepsilon_{n}(r, r)\right\}$ are mutually independent sequences of random variables,
6. $X_{n}(l)$ is independent of $Z_{m}$ and $\varepsilon_{m}(i, j)$, for $0 \leq n<m$ and any $i, j, l \in E_{r}$.

Definition 2. Let $z_{n}$ be the realization of a random environment process $\left\{Z_{n}\right\}$ at the moment $n \geqslant 0$. We say that $\left\{X_{n}\left(z_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ is an INAR process with $r$-states random environment guided geometric marginals based on the negative binomial thinning operator of order $p(\operatorname{RrNGINAR}(p))$ if the random variable $X_{n}\left(z_{n}\right)$ is defined as

$$
X_{n}\left(z_{n}\right)=\left\{\begin{array}{cc}
\alpha * X_{n-1}\left(z_{n-1}\right)+\varepsilon_{n}\left(z_{n-1}, z_{n}\right), & \text { w.p. } \phi_{1}^{\left(p_{n}\right)} \\
\alpha * X_{n-2}\left(z_{n-2}\right)+\varepsilon_{n}\left(z_{n-2}, z_{n}\right), & \text { w.p. } \phi_{2}^{\left(p_{n}\right)} \\
\vdots & \vdots \\
\alpha * X_{n-p_{n}}\left(z_{n-p_{n}}\right)+\varepsilon_{n}\left(z_{n-p_{n}}, z_{n}\right), & \text { w.p. } \phi_{p_{n}}^{\left(p_{n}\right)}
\end{array}\right.
$$

for $n \geqslant 1$, where

$$
p_{n}= \begin{cases}p, & p_{n}^{*} \geq p \\ 1, & p_{n}^{*}<p\end{cases}
$$

$p_{n}^{*}=\max \left\{i \in\{1,2, \ldots, n\}: z_{n-1}=z_{n-2}=\cdots=z_{n-i}\right\}$ and conditions $1-6$ from Definition 1 are satisfied.

Since the distribution parameter values of the processes may vary over time, it could happen that each of the equations (1.3) and (2), at a certain moment, contains differently distributed $X_{n}$ random variables, which would make the models pretty complicated to work with. In order to avoid this, each of these models is defined with the ability of changing the number of possibilities (possible expressions) on the right side of the equation. So, the process introduced by Definition 1 has a fully variable order, possibly taking all the values from 1 to $p$. When the process random state changes, then the order of the process becomes equal to 1 and then starts rising successively, until it reaches $p$ (when the process takes shape of the model of fixed order), or the state changes again. However, for the process given by Definition 2, the order takes one of two possible values. Namely, every time the state changes, the order becomes equal to 1 and it remains the same until there is a series of enough $(p)$ previous process elements corresponding to the same state, when the order becomes equal to $p$. By virtue of these qualities, these processes are the most suitable for counting, for example, some elements of the observed unstable system or some random events recorded in a variable environment. In each case, certain area conditions or random circumstances may affect the dynamics of the interactions in the observed populations, which further affects the values of counts. So, the finite number of possible combinations of circumstances in which the population is observed is represented by the finite number $(r)$ of random states and is modeled by the Markov process $\left\{Z_{n}\right\}$. Its realization $\left\{z_{n}\right\}$ directly determines the value of the selected marginal distribution. Hence, while being in the same state $z_{n}$, the process behaves as a stationary one with the marginal parameter value $\mu_{z_{n}}$.

Nevertheless, its non-stationarity comes from changing its mean parameter value $\mu_{z_{n}}$, which is directly guided by $\left\{z_{n}\right\}$. So, the counting process is basically piece-by-piece stationary, where each piece is as long as the random process $\left\{Z_{n}\right\}$ remains in the same state, i.e. the population circumstances do not change.

## 2. Conditional least squares estimators

Let $\left\{X_{n}\left(z_{n}\right)\right\}$ be the $\operatorname{RrNGINARmax}(p)$ or $\operatorname{RrNGINAR}_{1}(p)$ time series model. In order to apply Theorem 2 from [12] we have to suppose conditions from that theorem. Let $\mu_{1}>0, \mu_{2}>0, \ldots, \mu_{r}>0$ and let us suppose that $0 \leq \alpha \leq$ $\min \left\{\frac{\mu_{l}}{1+\mu_{k}}, k, l \in E_{r}\right\}, z_{n}=j$ and $z_{n-1}=i$, for $i, j \in E_{r}$. Now, recalling the mentioned theorem, the conditional expectation of the random variable $X_{n}$ for given $X_{n-1}, X_{n-2}, \ldots, X_{n-p_{n}}$ is

$$
E\left(X_{n} \mid H_{n-1}\right)=\mu_{j}-\alpha \mu_{i}+\alpha \sum_{l=1}^{p_{n}} \phi_{l}^{\left(p_{n}\right)} X_{n-l}
$$

where $H_{n-1}$ represents $\sigma$-algebra generated by $X_{n-1}, X_{n-2}, \ldots$. Now, if we define new parameters as $\theta_{l}^{\left(z_{n}\right)}=\alpha \phi_{l}^{\left(p_{n}\right)}$, for $l \in\left\{1,2, \ldots, p_{n}\right\}$, then $\alpha=\sum_{l=1}^{p_{n}} \theta_{l}^{\left(p_{n}\right)}$ and consequently

$$
\begin{aligned}
E\left(X_{n} \mid H_{n-1}\right) & =\mu_{j}-\alpha \mu_{i}+\theta_{1}^{\left(p_{n}\right)} X_{n-1}+\theta_{2}^{\left(p_{n}\right)} X_{n-2}+\ldots+\theta_{p_{n}}^{\left(p_{n}\right)} X_{n-p_{n}} \\
& =\mu_{j}-\sum_{l=1}^{p_{n}} \theta_{l}^{\left(p_{n}\right)} \mu_{i}+\theta_{1}^{\left(p_{n}\right)} X_{n-1}+\theta_{2}^{\left(p_{n}\right)} X_{n-2}+\ldots+\theta_{p_{n}}^{\left(p_{n}\right)} X_{n-p_{n}}
\end{aligned}
$$

Let $k \in E_{r}, p_{n}=p$ and $J_{k}=\left\{n \in \mathbb{N} \mid X_{n}, X_{n-1}, \ldots, X_{n-p_{k}} \in U^{(k)}\right\}$, where $U^{(k)}$ represents the process subsample which consists of all the elements corresponding to the same state $k$. In conducting the conditional least squares (CLS) estimation, the aim is to minimize the following sum of squares

$$
\begin{equation*}
Q_{N}^{(k)}(\mathbf{a})=\sum_{n \in J_{k}}\left(X_{n}-\mu_{j}-\sum_{l=1}^{p} \theta_{l}^{(p)} \mu_{i}-\theta_{1}^{(p)} X_{n-1}-\theta_{2}^{(p)} X_{n-2}-\ldots-\theta_{p}^{(p)} X_{n-p}\right)^{2} \tag{2.1}
\end{equation*}
$$

with respect to the vector $\mathbf{a}=\left(\theta_{1}^{(p)}, \theta_{2}^{(p)}, \ldots, \theta_{p}^{(p)}, \mu_{k}\right)^{\prime}$. This is achieved by solving the system $\frac{\partial Q_{N}}{\partial \theta_{1}^{(p)}}=0, \frac{\partial Q_{N}}{\partial \theta_{2}^{(p)}}=0, \ldots, \frac{\partial Q_{N}}{\partial \theta_{p}^{(p)}}=0, \frac{\partial Q_{N}}{\partial \mu_{k}}=0$. Since the summation in the previous expression is over the set $J_{k}$, it holds that $X_{n}, X_{n-1}, \ldots, X_{n-p} \in U^{(k)}$ and $z_{n}=z_{n-1}=\ldots=z_{n-p}=k$. So, considering the process on the subsample $U^{(k)}$, we deal with the $\operatorname{CGINAR}(p)$ model introduced in [10]. Therefore, the corresponding results and equations obtained for the $\operatorname{CGINAR}(p)$ model can be used here. Thus, we have

$$
\begin{equation*}
\mu_{k, p}=\frac{1}{1-\sum_{i=1}^{p} \theta_{i, p}^{(k)}}\left(\bar{X}^{(0)}-\sum_{i=1}^{p} \theta_{i, p}^{(k)} \bar{X}^{(i)}\right), \tag{2.2}
\end{equation*}
$$

where

$$
\bar{X}^{(i)}=\frac{1}{\left|J_{k}\right|} \sum_{n \in J_{k}} X_{n-j}, \quad j \in\{0,1, \ldots, p\}
$$

Replacing (2.2) in (2.1) the system becomes

$$
\begin{equation*}
\sum_{j=1}^{p} \theta_{j}^{(p)} \widehat{\gamma}^{*}(|l-j|)=\widehat{\gamma}^{*}(l), \quad l=1,2, \ldots, p \tag{2.3}
\end{equation*}
$$

where

$$
\widehat{\gamma}^{*}(|l-j|)=\frac{1}{\left|J_{k}\right|} \sum_{n \in J_{k}} X_{n-l} X_{n-j}-\bar{X}^{(l)} \bar{X}^{(j)}
$$

Solving it gives us $\widehat{\theta}_{j}^{(p)}=\frac{D_{j}^{*}}{D^{*}}, j=1,2, \ldots, p$, where $D_{j}^{*}$ and $D^{*}$ are the appropriate determinants from Kramer's method. Substituting the last equations in (2.2) we get

$$
\widehat{\mu}_{k}^{C L S}=\frac{1}{1-\sum_{i=1}^{p} \frac{D_{i}^{*}}{D^{*}}}\left(\frac{1}{\left|J_{k}\right|} \sum_{n \in J_{k}} X_{n}-\sum_{j=1}^{p} \frac{D_{i}^{*}}{D^{*}} \cdot \frac{1}{\left|J_{k}\right|} \sum_{n \in J_{k}} X_{n-j}\right)
$$

Therefore,

$$
\begin{align*}
\widehat{\alpha}^{(k), C L S} & =\frac{\sum_{j=1}^{p} D_{j}^{*}}{D^{*}}  \tag{2.4}\\
\widehat{\phi}_{i, p}^{(k), C L S} & =\frac{D_{i}^{*}}{\sum_{j=1}^{p} D_{j}}, \quad i \in\{1,2, \ldots, p\}
\end{align*}
$$

Finally, using the preceding results for each $k \in\{1,2, \ldots, r\}$, it is only left to calculate the weighted thinning parameter and the weighted probabilities, respectively, as

$$
\begin{equation*}
\widehat{\alpha}^{C L S}=\frac{\sum_{k=1}^{r}\left|J_{k}\right| \widehat{\alpha}^{(k), C L S}}{\sum_{k=1}^{r}\left|J_{k}\right|} \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\widehat{\phi}_{i, p}^{C L S}=\frac{\sum_{k=1}^{r}\left|J_{k}\right| \widehat{\phi}_{i, p}^{(k), C L S}}{\sum_{k=1}^{r}\left|J_{k}\right|}, \tag{2.6}
\end{equation*}
$$

which represent the required estimators.
Based on Lemma 6, from [10], the estimators $\widehat{\alpha}^{C L S}, \widehat{\mu}_{k}^{C L S}$ and $\widehat{\phi}_{i, p}^{C L S}$ are asymptotically almost surely equivalent to the corresponding Yule-Walker estimators. So, the strong consistence of the Yule-Walker estimators, proved in [12], implies the strong consistence of the here observed CLS estimators.

## 3. Simulation results

In this section we try to confirm the correctness of the introduced CLS estimators. With that in mind, we have simulated 100 replicates of realizations of the processes $\operatorname{RrNGINARmax}(p)$ and $\operatorname{RrNGINAR}_{1}(p)$, each of size 10000. Parameter values for $\alpha, p, r, \boldsymbol{\mu}, \mathbf{p}_{\text {mat }}$ and $\phi$ are chosen and then the corresponding models are simulated. The transition probability matrix of the random environment process is denoted by $\mathbf{p}_{\text {mat }}$, and $\boldsymbol{\mu}$ is a vector of means. In the case of $\operatorname{RrNGINARmax}(p)$ model, the $p_{n}$ th row, $p_{n} \in\{2, \ldots, p\}$, of the matrix $\phi$ contains probabilities $\phi_{i}^{\left(p_{n}\right)}, i \in\left\{1,2, \ldots, p_{n}\right\}$ and in the case of $\operatorname{RrNGINAR}_{1}(p)$ model, the last row represents probabilities $\phi_{i}^{(p)}, i \in\{1,2, \ldots, p\}$. The simulated realization of random environment process, $\left\{z_{n}\right\}$, is obtained using $\mathbf{p}_{\text {mat }}$ and then the sequence $\left\{p_{n}\right\}$ is specified based on the corresponding definition. We have considered six different cases of chosen parameter values and presented all the results in the appropriate tables. Also, we have decided for the same parameter values as in the case of Yule-Walker parameter estimation discussed in [12]. There are three tables. In the first one we have $p=2, r=2$, in the second $p=3, r=2$ and in the last $p=3, r=3$. In the first table, for $r=p=2$ we considered different choices of other parameters. The larger $\alpha$ gives better estimates for probabilities $\phi_{i}^{\left(p_{n}\right)}$. The higher diagonal values of $p_{\text {mat }}$ ensures longer subsamples and, consequently, better results. Also, the higher values of $p$ and $r$ implies more subsamples and, therefore, a larger number of them and smaller sizes, which gives us worse results for the same samples size. Finally, for the small sample sizes it is possible to have very small subsamples and to get bad results.

Table 3.1: $r=2, p=2$
True values $\boldsymbol{\mu}=(1,2), \alpha=0.3, \boldsymbol{\phi}=\left[\begin{array}{cc}1 & 0 \\ 0.6 & 0.4\end{array}\right], \mathbf{p}_{m a t}=\left[\begin{array}{ll}0.8 & 0.2 \\ 0.2 & 0.8\end{array}\right]$

| $n$ | $\widehat{\mu}_{1}^{C L S}$ | $\widehat{\mu}_{2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 1.0100 | 1.9964 | 0.3359 | 0.6900 | 0.3100 | 0.2963 | 0.6207 | 0.3793 |
| SE | 0.1195 | 0.2214 | 0.1751 | 0.2451 | 0.2451 | 0.1557 | 0.3836 | 0.3836 |
| 1000 | 1.0119 | 1.9976 | 0.3307 | 0.6248 | 0.3752 | 0.2896 | 0.6127 | 0.3873 |
| SE | 0.0797 | 0.1373 | 0.1176 | 0.1364 | 0.1364 | 0.1187 | 0.1229 | 0.1229 |
| 5000 | 1.0024 | 2.0047 | 0.3026 | 0.6048 | 0.3952 | 0.2978 | 0.5984 | 0.4016 |
| SE | 0.0354 | 0.0600 | 0.0478 | 0.0595 | 0.0595 | 0.0565 | 0.0579 | 0.0579 |
| 10000 | 1.0016 | 2.0072 | 0.3020 | 0.5990 | 0.4010 | 0.2956 | 0.6029 | 0.3971 |
| SE | 0.0249 | 0.0429 | 0.036 | 0.0386 | 0.0386 | 0.0406 | 0.0393 | 0.0393 |

Table 3.2: $r=2, p=2$
True values $\boldsymbol{\mu}=(1,2), \alpha=0.15, \boldsymbol{\phi}=\left[\begin{array}{cc}1 & 0 \\ 0.5 & 0.5\end{array}\right], \mathbf{p}_{\text {mat }}=\left[\begin{array}{ll}0.8 & 0.2 \\ 0.2 & 0.8\end{array}\right]$

| $n$ | $\widehat{\mu}_{1}^{C L S}$ | $\widehat{\mu}_{2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 0.99609 | 2.0089 | 0.1735 | -0.3945 | 1.3945 | 0.1679 | 0.2434 | 0.7566 |
| SE | 0.1014 | 0.1588 | 0.1451 | 15.064 | 15.064 | 0.1389 | 2.2148 | 2.2148 |
| 1000 | 0.9977 | 2.0143 | 0.1475 | 0.5418 | 0.4582 | 0.1547 | 0.3885 | 0.6115 |
| SE | 0.0666 | 0.1259 | 0.0966 | 0.4849 | 0.4849 | 0.0878 | 0.9751 | 0.9751 |
| 5000 | 1.0045 | 1.9993 | 0.1505 | 0.4970 | 0.5030 | 0.1508 | 0.4893 | 0.5107 |
| SE | 0.0360 | 0.0618 | 0.037 | 0.1008 | 0.1008 | 0.0384 | 0.1113 | 0.1113 |
| 10000 | 1.0024 | 1.9981 | 0.1494 | 0.5039 | 0.4961 | 0.1514 | 0.4964 | 0.5036 |
| SE | 0.0252 | 0.0425 | 0.027 | 0.0702 | 0.0702 | 0.0297 | 0.0682 | 0.0682 |

Table 3.3: $r=2, p=2$
True values $\boldsymbol{\mu}=(1,2), \alpha=0.3, \boldsymbol{\phi}=\left[\begin{array}{cc}1 & 0 \\ 0.6 & 0.4\end{array}\right], \mathbf{p}_{\text {mat }}=\left[\begin{array}{cc}0.5 & 0.5 \\ 0.5 & 0.5\end{array}\right]$

| $n$ | $\widehat{\mu}_{1}^{C L S}$ | $\widehat{\mu}_{2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 0.9957 | 2.0003 | 0.3322 | 0.7480 | 0.252 | 0.3075 | 0.6919 | 0.3081 |
| SE | 0.0996 | 0.1919 | 0.1192 | 2.8876 | 2.8876 | 0.0988 | 0.5416 | 0.5416 |
| 1000 | 0.9928 | 2.0004 | 0.3108 | 0.6208 | 0.3792 | 0.3036 | 0.6556 | 0.3444 |
| SE | 0.0732 | 0.1345 | 0.0892 | 0.5292 | 0.5292 | 0.0837 | 0.3017 | 0.3017 |
| 5000 | 1.0019 | 2.0008 | 0.3037 | 0.5973 | 0.4027 | 0.2976 | 0.5931 | 0.4069 |
| SE | 0.0414 | 0.06231 | 0.0380 | 0.0894 | 0.0894 | 0.0387 | 0.0818 | 0.0818 |
| 10000 | 0.9993 | 2.0030 | 0.3020 | 0.5904 | 0.4096 | 0.2985 | 0.5929 | 0.4071 |
| SE | 0.0245 | 0.0418 | 0.0264 | 0.0702 | 0.0702 | 0.0284 | 0.0633 | 0.0633 |

Table 3.4: $r=2, p=2$
True values $\boldsymbol{\mu}=(4,5), \alpha=0.5, \boldsymbol{\phi}=\left[\begin{array}{cc}1 & 0 \\ 0.6 & 0.4\end{array}\right], \mathbf{p}_{\text {mat }}=\left[\begin{array}{cc}0.7 & 0.3 \\ 0.3 & 0.7\end{array}\right]$

| $n$ | $\widehat{\mu}_{1}^{C L S}$ | $\widehat{\mu}_{2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 3.9973 | 5.0266 | 0.5277 | 0.6094 | 0.3906 | 0.5151 | 0.6108 | 0.3892 |
| SE | 0.4207 | 0.5014 | 0.1589 | 0.1595 | 0.1595 | 0.1364 | 0.1420 | 0.1420 |
| 1000 | 3.9776 | 5.0367 | 0.5166 | 0.5973 | 0.4027 | 0.5109 | 0.5927 | 0.4073 |
| SE | 10.3344 | 0.3312 | 0.1009 | 0.0975 | 0.0975 | 0.1100 | 0.0935 | 0.0935 |
| 5000 | 3.9923 | 5.0179 | 0.4960 | 0.5944 | 0.4056 | 0.5031 | 0.5867 | 0.4133 |
| SE | 0.1340 | 0.1635 | 0.0559 | 0.0417 | 0.0417 | 0.0638 | 0.0513 | 0.0513 |
| 10000 | 3.9947 | 5.0157 | 0.4997 | 0.5931 | 0.4069 | 0.5050 | 0.5935 | 0.4065 |
| SE | 0.0985 | 0.1157 | 0.0398 | 0.0285 | 0.0285 | 0.0428 | 0.0391 | 0.0391 |

Table 3.5: $r=2, p=3$
True values $\boldsymbol{\mu}=(1,2), \alpha=0.3, \boldsymbol{\phi}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0.6 & 0.4 & 0 \\ 0.5 & 0.3 & 0.2\end{array}\right], \mathbf{p}_{\text {mat }}=\left[\begin{array}{cc}0.8 & 0.2 \\ 0.2 & 0.8\end{array}\right]$

| $n$ | $\widehat{\mu}_{1}^{C L S}$ | $\widehat{\mu}_{2}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ | $\widehat{\phi}_{3,1}^{C L S}$ | $\widehat{\phi}_{3,2}^{C L S}$ | $\widehat{\phi}_{3,3}^{C L S}$ | $\widehat{\alpha}^{C L L S}$ | $\widehat{\phi}_{3,1}^{C L S}$ | $\widehat{\phi}_{3,2}^{C L S}$ | $\widehat{\phi}_{3,3}^{C L S}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 1.0025 | 1.9650 | 0.3139 | 0.5793 | 0.4207 | 0.6083 | 0.2945 | 0.0972 | 0.3022 | 0.0761 | 0.3122 | 0.6118 |
| SE | 0.1186 | 0.1981 | 0.171 | 1.5608 | 1.5608 | 0.7284 | 0.2673 | 0.7066 | 0.1032 | 3.5502 | 1.1115 | 3.6095 |
| 1000 | 1.0023 | 2.0057 | 0.3094 | 0.6659 | 0.3341 | 0.5140 | 0.3125 | 0.1735 | 0.2958 | 0.5485 | 0.2607 | 0.1908 |
| SE | 0.0808 | 0.1338 | 0.0988 | 0.5715 | 0.5715 | 0.1731 | 0.1701 | 0.1455 | 0.0735 | 0.2608 | 0.2818 | 0.1948 |
| 5000 | 0.9951 | 2.0011 | 0.3058 | 0.6155 | 0.3845 | 0.4902 | 0.3026 | 0.2072 | 0.2985 | 0.4941 | 0.3095 | 0.1964 |
| SE | 0.0335 | 0.0652 | 0.0477 | 0.1239 | 0.1239 | 0.0669 | 0.0610 | 0.0677 | 0.0347 | 0.0729 | 0.0751 | 0.0591 |
| 100000.9995 |  | 2.0019 | 0.3009 | 0.5924 | 0.4076 | 0.4970 | 0.2972 | 0.2058 | 0.2983 | 0.4943 | 0.3113 | 0.1944 |
| SE | 0.0257 | 0.0461 | 0.0329 | 0.0787 | 0.0787 | 0.0506 | 0.0460 | 0.0514 | 0.0248 | 0.0500 | 0.0503 | 0.0434 |

Table 3.6: $r=3, \quad p=3$
True values $\boldsymbol{\mu}=(1,1.5,2), \alpha=0.3, \boldsymbol{\phi}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0.6 & 0.4 & 0 \\ 0.5 & 0.3 & 0.2\end{array}\right], \mathbf{p}_{\text {mat }}=\left[\begin{array}{ccc}0.7 & 0.2 & 0.1 \\ 0.1 & 0.7 & 0.2 \\ 0.1 & 0.2 & 0.7\end{array}\right]$

| $n$ | $\widehat{\mu}_{1}^{C L S}$ | $\widehat{\mu}_{2}^{C L S}$ | $\widehat{\mu}_{3}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{2,1}^{C L S}$ | $\widehat{\phi}_{2,2}^{C L S}$ | $\widehat{\phi}_{3,1}^{C L S}$ | $\widehat{\phi}_{3,2}^{C L S}$ | $\widehat{\phi}_{3,3}^{C L S}$ | $\widehat{\alpha}^{C L S}$ | $\widehat{\phi}_{3,1}^{C L S}$ | $\widehat{\phi}_{3,2}^{C L S}$ | $\widehat{\phi}_{3,3}^{C L S}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 500 | 0.9749 | 1.5187 | 2.0151 | 0.3331 | 0.9811 | 0.0189 | 0.9537 | 0.3139 | -0.2675 | 0.3027 | 0.5286 | 0.2473 | 0.2241 |
| SE | 0.1527 | 0.1659 | 0.2519 | 0.1341 | 2.1042 | 2.1042 | 2.8729 | 1.6246 | 4.3460 | 0.0990 | 0.5116 | 0.8627 | 0.7784 |
| 1000 | 0.9886 | 1.5182 | 1.9855 | 0.3143 | 0.7626 | 0.2374 | 0.4260 | 0.6499 | -0.0759 | 0.3010 | 0.5560 | 0.2774 | 0.1666 |
| SE | 0.1051 | 0.1161 | 0.1819 | 0.1000 | 0.8830 | 0.8830 | 0.7415 | 2.3627 | 1.9789 | 0.0638 | 0.5080 | 0.4014 | 0.5072 |
| 5000 | 1.0025 | 1.5043 | 1.9918 | 0.3047 | 0.6003 | 0.3997 | 0.5133 | 0.2923 | 0.1944 | 0.3018 | 0.5003 | 0.3050 | 0.1947 |
| SE | 0.0516 | 0.0572 | 0.0785 | 0.0458 | 0.1328 | 0.1328 | 0.1031 | 0.0999 | 0.0982 | 0.0271 | 0.0970 | 0.1020 | 0.1070 |
| 10000 | 1.0038 | 1.4999 | 1.9961 | 0.2988 | 0.5984 | 0.4016 | 0.4998 | 0.2970 | 0.2032 | 0.3032 | 0.4955 | 0.3087 | 0.1958 |
| SE | 0.0335 | 0.0390 | 0.0562 | 0.0290 | 0.0874 | 0.0874 | 0.0572 | 0.0635 | 0.0561 | 0.0191 | 0.0714 | 0.0678 | 0.0629 |

## 4. Conclusion

Varying the sizes of the simulated samples, we have noticed quite a similar behavior of the here obtained estimates compared to those obtained by the Yule-Walker statistics, thus confirming the asymptotical equivalence mentioned at the end of Section 2. Also, the convergence of the obtained estimations to the real parameter values, which is easy to observe in all the following tables, confirms the strong consistency of the conditional least squares estimators.

Some negative values for $\widehat{\phi}_{3,3}^{C L S}$ are obtained when the sample size is small, which is induced by the model properties. Namely, $\phi_{3,3}$ represents the probability that $X_{n}\left(z_{n}\right)$ will depend on $X_{n-3}\left(z_{n-3}\right)$. In this case $\phi_{3,3}=0.2$, so the portion of the data from which we can obtain $\widehat{\phi}_{3,3}^{C L S}$ is approximately 0.2 . However, another "reduction" of the data occurs since all estimators are defined on the subsamples with the same state. So, in this case, the subsample is too small to get a good result. By enlarging the data size, $\widehat{\phi}_{3,3}^{C L S}$ converge to the true value. This effect of the small subsample also results in the large values of standard deviations for the small sample size.
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#### Abstract

We obtain a list of all simple classes of singularities of curves (irreducible and reducible) in real spaces of any dimension with respect to the quasi equivalence relation.


Keywords: Singularities; curve; quasi equivalence relation.

## 1. Introduction

Motivated by the importance of the locus of points on a hypersurface where a given vector field is not transversal to it, Vladimir Zakalyukin introduced a new equivalence relation on projections of hypersurfaces which he named quasi equivalence [9]. The relation is more rough than the standard group of diffeomorphisms preserving a given projection [8]. The difference between the $\mathcal{A}$-equivalence relation and the quasi relation is illustrated as follows: Let $\Lambda$ be the graph of a map $f$ from $\mathbb{R}^{m}$ to $\mathbb{R}^{n}$ and let $\pi$ be a trivial fibration structure. If $p_{1}$ and $p_{2}$ are two points on $\Lambda$ lying on the same fibre of the projection then they are mapped by $\pi$ to the same image. This property persists for the $\mathcal{A}$-equivalent maps $f_{i}, i=1,2$. However, this is not the case for the quasi equivalence as $p_{1}$ and $p_{2}$ might be mapped by a diffeomorphism to different fibres and hence they are mapped by $\pi$ to different images.

The locus of the points on the hypersurface where a given vector field is not transversal to it is of importance. One of the possible and interesting applications for the quasi-projection equivalence relation is used in partial differential equations (PDE) with boundary value problems. Consider the characteristic method solving the simplest Cauchy problem for first order linear PDE: $\sum a_{i}(x) \frac{\partial u}{\partial x_{i}}=0$, where $u(x)$ is an unknown function with $x \in \mathbb{R}^{m}$ and $a_{i}(x)$ are given functions. The problem includes the boundary hypersurface $S \subset \mathbb{R}^{m}$ and the boundary values

[^9]$\left.U\right|_{S}=U_{0}$. Generically, the characteristic vector field $v=a_{i} \frac{\partial}{\partial x_{i}}$ is tangent to $S$ at some points which are called characteristic. Outside the set $K$ of characteristic points, the problem has a unique local solution. So the geometry of the set $K$ is an essential feature of the problem. If we rectify the vector field getting, say $\frac{\partial}{\partial x_{1}}$, then the problem of classifying $K$ is exactly to find critical points of the projection of $S$ along parallel rays. Similarly, in many other complicated PDE boundary value problems, mainly in continuum mechanics, the generalisation of the Neumann boundary condition is used.

In [3], the first steps in the study of the quasi-equivalence of projections of graphs of maps were taken within the approach similar to the one introduced by Zakalyukin [9]. Two cases were investigated there: maps from $\mathbb{R}$ to $\mathbb{R}^{2}$ and maps from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ (see [6] and [8] for the corresponding results for the $\mathcal{A}$-equivalence). In the current paper, we consider irreducible and reducible curve singularities in a linear real space of any dimension and give the list of stably simple classes with respect to the quasi equivalence (see [2] and [5] for the corresponding results for the $\mathcal{A}$-equivalence).

The paper is organized as follows. In Section 2 we review the definition of the quasi-equivalence relation of the projections of hypersurfaces and recall the main results from [9] which are needed in the next sections. In Section 3 we introduce the main definition of the quasi-equivalence of maps from $\mathbb{R}^{m}$ to $\mathbb{R}^{n}$ and derive an algebraic expression for the respective tangent space to a quasi class of mapping. Then, we recall the classification of quasi-simple singularities of maps from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ from [3], giving detailed proofs. After that, we classify quasi-stably simple classes of irreducible curves in $\mathbb{R}^{n}$. Finally, in Section 4 we classify stably simple reducible curve singularities with respect to the quasi-equivalence relation.

## 2. Quasi projections of hypersurfaces

Consider germs of subvarieties $V$ in the space $\mathbb{R}^{p}=\left\{(x, y): x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}\right\}$, equipped with the trivial fibration structure, given by the projection $\pi: \mathbb{R}^{m} \times \mathbb{R}^{n} \longrightarrow$ $\mathbb{R}^{n},(x, y) \mapsto y$. When the distinction between $x$ and $y$ is not crucial, we will be using the notation $w=(x, y)$ for the whole set of coordinates on $\mathbb{R}^{p}$.

Consider germs of $\mathbf{C}^{\infty}$ functions $f:\left(\mathbb{R}^{p}, 0\right) \rightarrow \mathbb{R}$ and denote by $\mathbb{C}_{w}$ the ring of all such germs at the origin and by $\mathbb{M}_{w}$ the maximal ideal in $\mathbb{C}_{w}$.

Definition 2.1. [9] A point $b \in V$ is called critical if the fiber containing $b$ is not transversal to $V$ at $b$. In particular, $b$ can be a singular point of $V$.

Definition 2.2. [9] Two subvarieties $V_{0}$ and $V_{1}$ in $\mathbb{R}^{p}$ are called pseudo equivalent if there exists a diffeomorphism $\Phi: \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$, such that:

1. $\Phi\left(V_{1}\right)=V_{0}$.
2. The set of critical points of $V_{1}$ is mapped by $\Phi$ onto the set of critical points of $V_{0}$.
3. The derivative of $\Phi$ at any critical point of $V_{1}$ maps the direction of the projection to that at the image of the point.

In the current section we consider only the case of analytic hypersurfaces $V$ given by a single equation $f=0$. Also, we assume the fibers are one dimensional $x \in \mathbb{R}, m=1$.

Now, suppose that all germs of hypersurfaces in a smooth family $V_{t}=\left\{f_{t}=0\right\}$ are pseudo-equivalent to $V_{0}=\left\{f_{0}=0\right\}, h_{t}\left(f_{t} \circ \theta_{t}\right)=f_{0}, t \in[0,1]$, with respect to a smooth family $\Phi_{t}:\left(\mathbb{R}^{p}, 0\right) \rightarrow\left(\mathbb{R}^{p}, 0\right)$ of germs of diffeomorphisms such that $\Phi_{0}=i d_{\mathbb{R}^{p}}, h_{0}=1$ and $t \in[0,1]$. Therefore, the respective homological equation is

$$
-\frac{\partial f_{t}}{\partial t}=f_{t} A_{t}+\frac{\partial f_{t}}{\partial x} \dot{X}(t)+\sum_{i=1}^{n} \frac{\partial f_{t}}{\partial y_{i}} \dot{Y}_{i}(t)
$$

where the vector field

$$
v_{t}=\dot{X}(t) \frac{\partial}{\partial x}+\sum_{i=1}^{n} \dot{Y}_{i}(t) \frac{\partial}{\partial y_{i}}
$$

generates the phase flow $\Phi_{t}$ and $A_{t} \in \mathbb{C}_{w}$.
Let $J_{f_{t}}$ be the ideal in $\mathbb{C}_{w}$ generated by $\frac{\partial f_{t}}{\partial x}$ and $f_{t}$. Denote by $\operatorname{Rad}\left(J_{f_{t}}\right)$ the radical of $J_{f_{t}}$. Recall that the radical of an ideal is the set of all elements in $\mathbb{C}_{w}$, vanishing on the set of common zeros of germs from that ideal. Denote by $I J_{f_{t}}$ and $\operatorname{IRad}\left(J_{f_{t}}\right)$ the integral of $J_{f_{t}}$ and $\operatorname{Rad}\left(J_{f_{t}}\right)$, consisting of all function germs $\varphi$ such that the partial derivative of $\varphi$ with respect to $x$ belongs to $J_{f_{t}}$ and $\operatorname{Rad}\left(J_{f_{t}}\right)$, respectively.

Proposition 2.3. [9] The components of $v_{t}$ satisfy the following

$$
\dot{X}(t) \in \mathbb{C}_{w} \quad \text { and } \quad \dot{Y}_{i}(t) \in \operatorname{IRad}\left(J_{f_{t}}\right)
$$

In general, the radical of an ideal behaves badly when the ideal depends on a parameter (see [4]). Therefore, we modify the pseudo-equivalence relation since it does not satisfy the properties of a geometrical subgroup of equivalences in J. Damon sense and hence the versatility theorem can fail [7]. Namely, we replace $\operatorname{Rad}\left(J_{f_{t}}\right)$ by the ideal $J_{f_{t}}$ itself in the equivalence definition.

Definition 2.4. [9] Two subvarieties $V_{0}=\left\{f_{0}=0\right\}$ and $V_{1}=\left\{f_{1}=0\right\}$ in $\mathbb{R}^{p}$ are called quasi equivalent if there is a family of smooth functions $h_{t}$ which depends continuously on parameter $t \in[0,1]$ and a continuous piece-wise smooth family of diffeomorphisms $\Phi_{t}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$ also depending on $t \in[0,1]$ such that:

1. $h_{t}\left(f_{t} \circ \Phi_{t}\right)=f_{0}, \Phi_{0}=i d_{\mathbb{R}^{p}}, h_{0}=1$.
2. The set of critical points of $V_{t}$ is mapped by $\Phi_{t}$ onto the set of critical points of $V_{0}$.
3. The components of the vector field $v_{t}$ generating $\Phi_{t}$ on each segment of smoothness satisfy the following: $\quad \dot{X}(t) \in \mathbb{C}_{w} \quad$ and $\quad \dot{Y}_{i}(t) \in I J_{f_{t}}$.

## Remarks 2.5.

1. The module $I J_{f_{t}}$ is defined precisely as the set of elements of the form

$$
e_{i}+\int_{0}^{x}\left(f_{t} a_{i}+\frac{\partial f_{t}}{\partial x} b_{i}\right) d x
$$

where $a_{i}, b_{i} \in \mathbb{C}_{x, y}$ and $e_{i} \in \mathbb{C}_{y}$.
2. If two subvarieties are equivalent with respect to the standard projection equivalence then they are quasi-equivalent, since functions independent of $x$ are in $I J_{f}$ for any $f$.

The classification of simple classes of quasi-projections of hypersurfaces in low dimensions is given by the following theorems, the proof of which is based on the classification of V.V. Goryunov [8].

Theorem 2.6. [9] For $n=1$ the list of simple classes is the same as for the standard group of foliation-preserving diffeomorphisms of the plane acting on the germs of curves:

$$
\begin{array}{lll}
A_{k}: & f=x^{k+1}+y, & k \geqslant 0, \\
B_{k}: & f=x^{2} \pm y^{k}, & k \geqslant 2, \\
C_{k}: & f=x y+x^{k}, & k \geqslant 3, \\
F_{4}: & f=x^{3}+y^{2} . &
\end{array}
$$

Theorem 2.7. [9] For $n=2$ the list of simple quasi-projections of regular hypersurface singularities consists of

$$
\begin{array}{lll}
\widetilde{A}_{k}: & f=x^{k+1}+y_{1} x+y_{2}, & k \geq 0, \\
\widetilde{B}_{k}: & f=x^{3}+y_{1}^{k} x+y_{2}, & k \geq 2, \\
\widetilde{C}_{k}: & f=x^{k+1}+y_{1}^{2} x+y_{2}, & k \geq 3, \\
\widetilde{F}_{4}: & f=x^{4}+y_{1}^{2} x+y_{2} . &
\end{array}
$$

The list of simple quasi projections of singular hypersurfaces is

$$
A_{k}^{*}, k \geqslant 0, \quad D_{\ell}^{*}, \ell \geqslant 4, \quad E_{s}^{*}, s=6,7,8: \quad f=x^{2}+g\left(y_{1}, y_{2}\right)
$$

where $g$ is one of the standard simple $A D E$ function germs in $y$,

$$
\begin{array}{ll}
A_{2}^{* *}: & f=x^{3}+y_{1} x+y_{2}^{2} \\
A_{2}^{(k)}: & f=x^{3}+y_{1}^{k} x+y_{1}^{2}+y_{2}^{2}, k \geq 2
\end{array}
$$

## 3. Quasi equivalence relation of maps from $\mathbb{R}^{m}$ to $\mathbb{R}^{n}$

Consider a $\mathbf{C}^{\infty}$ map germ $F:\left(\mathbb{R}^{m}, 0\right) \rightarrow \mathbb{R}^{n}, x=\left(x_{1}, \ldots, x_{m}\right) \mapsto y=$ $\left(y_{1}, \ldots, y_{n}\right), y_{i}=f_{i}(x)$, where $f_{i}:\left(\mathbb{R}^{m}, 0\right) \rightarrow \mathbb{R}$ is a smooth function-germ. Denote by $\mathbb{C}_{n}^{m}$ the space of all such maps. Since $\mathbb{C}_{n}^{m}$ is a vector space, sometimes its elements will be written as column vectors:

$$
f=\left(f_{1}, f_{2}, \ldots, f_{n}\right)^{t}=\left(\begin{array}{c}
f_{1} \\
f_{2} \\
\vdots \\
f_{n}
\end{array}\right)
$$

Let $\Lambda_{F}$ be the graph of $F$, that is $\Lambda_{F}=\left\{(x, y): y_{i}=f_{i}(x), i=1,2, \ldots, n\right\} \subset \mathbb{R}^{p}$.
Definition 3.1. Two map germs $F_{0}$ and $F_{1}$ are called quasi equivalent if there exists a diffeomorphism germ $\Phi:\left(\mathbb{R}^{p}, 0\right) \rightarrow\left(\mathbb{R}^{p}, 0\right)$, such that $\Phi\left(\Lambda_{F_{1}}\right)=\Lambda_{F_{0}}$ and the derivative of $\Phi$ preserves the direction of the projection at the points which lie on $\Lambda_{F_{1}}$.

## Remarks 3.2.

1. The quasi-equivalence is an equivalence relation.
2. Clearly, if two map germs $F_{0}$ and $F_{1}$ are $\mathcal{A}$-equivalent then they are quasiequivalent.

Denote by $Q_{F}$ the quasi-equivalence class of a map germ $F$ and call it a quasi orbit. Then, the tangent space $T Q_{F}$ to $Q_{F}$ has the following description.

Lemma 3.3. $T Q_{F}$ is the set of all expressions of the form

$$
\left(\begin{array}{cccc}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} & \cdots & \frac{\partial f_{1}}{\partial x_{m}} \\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}} & \cdots & \frac{\partial f_{2}}{\partial x_{m}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial f_{n}}{\partial x_{1}} & \frac{\partial f_{n}}{\partial x_{2}} & \cdots & \frac{\partial f_{n}}{\partial x_{m}}
\end{array}\right)\left(\begin{array}{c}
\dot{X}_{1} \\
\dot{X}_{2} \\
\vdots \\
\dot{X}_{m}
\end{array}\right)+\left(\begin{array}{c}
\dot{Y}_{1} \\
\dot{Y}_{2} \\
\vdots \\
\dot{Y}_{n}
\end{array}\right)
$$

where

$$
\frac{\partial \dot{Y}_{i}}{\partial x_{j}}=\sum_{r=1}^{n} A_{i r} \frac{\partial f_{r}}{\partial x_{j}}, \quad \text { and } \quad \dot{X}_{1}, \dot{X}_{2}, \ldots, \dot{X}_{m} \in \mathbb{C}_{x}
$$

with $A_{i r} \in \mathbb{C}_{x}$ for all $i$ and $j$.

Proof. Introduce a family $\Phi_{t}$ of diffeomorphism germs depending on a parameter $t \in[0,1]$ of the form

$$
\Phi_{t}:\left(\mathbb{R}^{m} \times \mathbb{R}^{n}, 0\right) \rightarrow\left(\mathbb{R}^{m} \times \mathbb{R}^{n}, 0\right), w \mapsto\left(X_{1}(t), \ldots, X_{m}(t), Y_{1}(t), \ldots, Y_{n}(t)\right)
$$

such that $\Phi_{0}=i d_{\mathbb{R}^{m} \times \mathbb{R}^{n}}$. Let $V_{t}=\sum_{i=1}^{m} \dot{X}_{i} \frac{\partial}{\partial x_{i}}+\sum_{i=1}^{n} \dot{Y}_{i} \frac{\partial}{\partial y_{i}}$ be the vector field generating $\Phi_{t}$, where $\dot{X}_{i}=\frac{\partial X_{i}}{\partial t}$ and $\dot{Y}_{i}=\frac{\partial Y_{i}}{\partial t}$. Let $a_{1}=\frac{\partial}{\partial x_{1}}, a_{2}=\frac{\partial}{\partial x_{2}}, \ldots, a_{m}=\frac{\partial}{\partial x_{m}}$ be the basis of the vector space $\mathbb{R}^{m}$. Then, the family of the vector fields $\Phi_{t}^{*}$ preserves the direction of the projection if the following relation is satisfied

$$
\begin{equation*}
\Phi_{t}^{*}\left(a_{i}\right)=\sum_{j=1}^{m} \lambda_{j} a_{j} \tag{3.1}
\end{equation*}
$$

where $\lambda_{j} \in \mathbb{C}_{w}$ and also depending on $t \in[0,1]$. Let $V_{0}=\sum_{i=1}^{m} \dot{X}_{i}(0) \frac{\partial}{\partial x_{i}}+\sum_{i=1}^{n} \dot{Y}_{i}(0) \frac{\partial}{\partial y_{i}}$, where $\dot{X}_{i}(0)=\left.\frac{\partial X_{i}}{\partial t}\right|_{t=0}$ and $\dot{Y}_{i}(0)=\left.\frac{\partial Y_{i}}{\partial t}\right|_{t=0}$.

If we differentiate (3.1) with respect to $t$ and substitute $t=0$ then we obtain

$$
\begin{equation*}
\left[V_{0}, a_{i}\right]=\sum_{j=1}^{m} \lambda(0)_{j} a_{j} \tag{3.2}
\end{equation*}
$$

where [., .] is the Lie bracket and $\lambda_{i}(0)=\left.\frac{\partial \lambda_{i}}{\partial t}\right|_{t=0}$. In fact, (3.2) is equivalent to

$$
\begin{equation*}
-\left(\sum_{r=1}^{m} \frac{\partial \dot{X}_{r}(0)}{\partial x_{i}} \frac{\partial}{\partial x_{r}}+\sum_{s=1}^{n} \frac{\partial \dot{Y}_{s}(0)}{\partial x_{i}} \frac{\partial}{\partial y_{s}}\right)=\sum_{j=1}^{m} \lambda(0)_{j} a_{j} . \tag{3.3}
\end{equation*}
$$

Therefore, (3.3) implies that $\dot{X}_{r}(0) \in \mathbb{C}_{w} \quad$ and $\quad \frac{\partial \dot{Y}_{s}(0)}{\partial x_{i}}=0$, for all $r$ and $s$.
Now assume that all map germs in a smooth family $F_{t}$ depending on $t \in[0,1]$ are quasi equivalent to $F_{0}$, with respect to $\Phi_{t}$. Then, from Definition 3.1 we see that derivatives $\frac{\partial \dot{Y}_{s}(0)}{\partial x_{i}}$ belong to the radical of the ideal defining the graph $\Lambda_{0}$ of $F_{0}$. Therefore,

$$
\frac{\partial \dot{Y}_{s}(0)}{\partial x_{i}} \in \operatorname{Rad}(I)
$$

where $I$ is the ideal generated by $y_{j}-f_{j}, j=1,2, \ldots, n$. Note that $\operatorname{Rad}(I)=I$. Hence, we have

$$
\begin{equation*}
\frac{\partial \dot{Y}_{s}(0)}{\partial x_{i}}=\sum_{j=1}^{n}\left(y_{j}-f_{j}\right) B_{s j} \tag{3.4}
\end{equation*}
$$

where $B_{s j} \in \mathbb{C}_{w}$.
Denote by $I^{2}$ the square of the ideal $I$. Using the Hadamard Lemma, we can always write

$$
\begin{equation*}
\dot{Y}_{s}(0)=\widetilde{Y}_{s}+\sum_{j=1}^{n}\left(y_{j}-f_{j}\right) A_{s j}+\psi \tag{3.5}
\end{equation*}
$$

where $\widetilde{Y}_{s} \in \mathbb{C}_{x}, A_{s j} \in \mathbb{C}_{w}$ and $\psi \in I^{2}$. Differentiation of (3.5) with respect to $x_{i}$ and using (3.5) followed by the restriction of $\frac{\partial \dot{Y}_{s}(0)}{\partial x_{i}}$ to the surface by setting $y_{j}=f_{j}$ yield that

$$
\frac{\partial \widetilde{Y}_{s}}{\partial x_{i}}=\sum_{j=1}^{n} \frac{\partial f_{j}}{\partial x_{i}} \widetilde{A}_{s j}
$$

where $\widetilde{A}_{s j} \in \mathbb{C}_{x}$, as required.
Following [1], we call a map germ $F:\left(\mathbb{R}^{m}, 0\right) \rightarrow \mathbb{R}^{n}$ simple if its sufficiently small neighbourhood in the space of all map germs from $\left(\mathbb{R}^{m}, 0\right)$ to $\mathbb{R}^{n}$ contains only a finite number of quasi-equivalence classes.

### 3.1. Classification of simple mappings

We start this subsection with recalling the classification of simple singularities of quasi-mappings from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ from [3], giving details of proofs of main results. After that, we classify simple irreducible curve singularities in $\mathbb{R}^{m}$ with respect to the quasi-stably equivalence relation.

### 3.1.1. Simple quasi classes of mappings from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$

Classification of simple quasi-singularities of mappings from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ is as follows.

Theorem 3.4. [3] Let a map germ $F:\left(\mathbb{R}^{2}, 0\right) \rightarrow \mathbb{R}^{2},\left(x_{1}, x_{2}\right) \mapsto\left(y_{1}, y_{2}\right)$, be simple with respect to the quasi-equivalence relation. Then, $F$ is quasi-equivalent to one of the following:

| Notation | Normal form | Restrictions |
| :---: | :---: | :---: |
| $\widetilde{A}_{k}$ | $\left(x_{2}, x_{1}^{k+1}+x_{1} x_{2}\right)$ | $k \geq 0$, |
| $\widetilde{B}_{k}$ | $\left(x_{2}, x_{1}^{3}+x_{2}^{k} x_{1}\right)$ | $k \geq 2$ |
| $\widetilde{C}_{k}$ | $\left(x_{2}, x_{1}^{k+1}+x_{1}^{2} x_{2}\right)$ | $k \geq 2$ |
| $\widetilde{F}_{4}$ | $\left(x_{2}, x_{1}^{4}+x_{2}^{2} x_{1}\right)$ |  |
| $\mathcal{A}_{2}^{ \pm}$ | $\left(x_{1}^{2} \pm x_{2}^{2}, x_{1} x_{2}\right)$ |  |
| $\mathcal{A}_{3}$ | $\left(x_{1} x_{2}, x_{1}^{2}+x_{2}^{3}\right)$ |  |

To prove Theorem 3.4, we need the following auxiliary results.

We first treat the case when the co-rank of $F$ is one. In this case and up to the $\mathcal{A}$-equivalence relation, we will assume that $F$ has the form $\left(x_{2}, f\right)$, where $f \in \mathbb{M}_{x}^{2}$.

Let $F_{t}:\left(\mathbb{R}^{2}, 0\right) \rightarrow \mathbb{R}^{2},\left(x_{1}, x_{2}\right) \mapsto\left(x_{2}, f_{t}\right)$, be a family of quasi-equivalent map germs at the origin, preserving the first component, where $t \in[0,1]$ and $f_{t} \in$ $\mathbb{M}_{x}^{2}$. Consider the family of regular germs $V_{t}=\left\{\left(x_{1}, y_{1}, y_{2}\right): y_{1}=x_{2}, y_{2}=f_{t}\right\}$, equipped with trivial fibration structure $\pi: \mathbb{R}_{x_{1}} \times \mathbb{R}_{y}^{2} \rightarrow \mathbb{R}_{y}^{2}$.

Lemma 3.5. The quasi classifications of $\left(x_{2}, f_{t}\right)$ reduces to the classifications of $\left(V_{t}, \pi\right)$ with respect to the quasi-equivalence relation, introduced in Definition 2.4.

Proof. Note that the $\dot{Y}_{i}$ summands in $T Q_{F_{t}}$ satisfy the following

$$
\begin{equation*}
\frac{\partial \dot{Y}_{i}}{\partial x_{1}}=\frac{\partial f_{t}}{\partial x_{1}} B_{i} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \dot{Y}_{i}}{\partial x_{2}}=A_{i}+\frac{\partial f_{t}}{\partial x_{2}} B_{i} \tag{3.7}
\end{equation*}
$$

for some $A_{i}, B_{i} \in \mathbb{C}_{x}$ and $i \in\{1,2\}$. Since $A_{i}$ is an arbitrary smooth function, (3.6) and (3.7) imply

$$
\dot{Y}_{i}=D_{i}+\int_{0}^{x_{1}} \frac{\partial f_{t}}{\partial x_{1}} B_{i} d x_{1}
$$

where $D_{i} \in \mathbb{C}_{x_{2}}$. On the other hand, from the first row of the homological equation $-\frac{\partial F_{t}}{\partial t}=M, M \in T Q_{F_{t}}$, we have $\dot{Y}_{1}=-\dot{X}_{2}$, where $\dot{X}_{2} \in \mathbb{C}_{x}$. Hence, the second row takes the form

$$
\begin{equation*}
-\frac{\partial f_{t}}{\partial t}=\frac{\partial f_{t}}{\partial x_{1}} \dot{X}_{1}-\frac{\partial f_{t}}{\partial y_{1}} \dot{Y}_{1}+\dot{Y}_{2} \tag{3.8}
\end{equation*}
$$

where $\dot{X}_{1} \in \mathbb{C}_{x}$. Note that the elements on the right side of (3.8) are exactly those belonging to the tangent space $T \widetilde{Q}_{f_{t}}$ at the regular germs $\left(V_{t}, \pi\right)$ with respect to the quasi-equivalence relation, and the result follows.

Now assume that $F$ has co-rank 2 . Then, using the $\mathcal{A}$-equivalence relation, one can show the following.

Lemma 3.6. The adjacency of the 2-jets of map germs $F$ is
$I^{ \pm}:\left(x_{1}^{2} \pm x_{2}^{2}, x_{1} x_{2}\right) \leftarrow I I:\left(x_{1} x_{2}, x_{1}^{2}\right) \leftarrow(I I I)^{ \pm}:\left(x_{1}^{2} \pm x_{2}^{2}, 0\right) \leftarrow V:\left(x_{1}^{2}, 0\right) \leftarrow I V:(0,0)$.

Remark 3.1. Classes in Lemma 3.6 remain non-quasi-equivalent.

Lemma 3.7. 1. If the 2-jet of $F$ is equivalent to $\left(x_{1}^{2} \pm x_{2}^{2}, 0\right)$ then $F$ is nonsimple with respect to the quasi equivalence relation.
2. If the 4 -jet of $F$ is equivalent to $\left(x_{1} x_{2}, x_{1}^{2}+\alpha x_{1} x_{2}^{2}+\beta x_{2}^{4}\right), \alpha \neq 0, \beta \neq 0$, then $F$ is non-simple with respect to the quasi-equivalence relation.
Proof. For the first part of the Lemma, consider the homogenous mapping $F_{3}=\left(x_{1}^{2} \pm x_{2}^{2}, f_{3}\right)$ where $f_{3}=x_{1}^{3}+\alpha x_{1}^{2} x_{2}+\beta x_{1} x_{2}^{2}+\gamma x_{2}^{3}$. Then, $T Q_{F_{3}}$ is the set of all expressions of the form

$$
\begin{equation*}
\binom{2 x_{1} \dot{X}_{1} \pm 2 x_{2} \dot{X}_{2}+\dot{Y}_{1}}{\frac{\partial f_{3}}{\partial x_{1}} \dot{X}_{1}+\frac{\partial f_{3}}{\partial x_{2}} \dot{X}_{2}+\dot{Y}_{2}}, \tag{*}
\end{equation*}
$$

where $\dot{X}_{1}, \dot{X}_{2} \in \mathbb{C}_{x}$ and the $\dot{Y}_{i}$ summands satisfy the following constraints

$$
\frac{\partial \dot{Y}_{i}}{\partial x_{1}}=2 x_{1} A_{i}+\frac{\partial f_{3}}{\partial x_{1}} B_{i} \quad \text { and } \quad \frac{\partial \dot{Y}_{i}}{\partial x_{2}}= \pm 2 x_{2} A_{i}+\frac{\partial f_{3}}{\partial x_{2}} B_{i}
$$

for some $A_{i}, B_{i} \in \mathbb{C}_{x}$. Notice that the 3-jet of $\dot{Y}_{i}$ is $a_{i}\left(x_{1}^{2} \pm x_{2}^{2}\right)+b_{i} f_{3}$, where $a_{i}, b_{i} \in \mathbb{R}$. Therefore, the 3 -jet of $T Q_{F_{3}}$ is generated by the vectors:

$$
\begin{aligned}
v_{1} & =\left(2 x_{1}^{2}, x_{1} \frac{\partial f_{3}}{\partial x_{1}}\right), v_{2}=\left(2 x_{1} x_{2}, x_{2} \frac{\partial f_{3}}{\partial x_{1}}\right), v_{3}=\left( \pm 2 x_{2}^{2}, x_{2} \frac{\partial f_{3}}{\partial x_{2}}\right) \\
v_{4} & =\left( \pm 2 x_{1} x_{2}, x_{1} \frac{\partial f_{3}}{\partial x_{2}}\right), v_{5}=\left(0, f_{3}\right), v_{6}=\left(x_{1}^{3}, 0\right), v_{7}=\left(x_{1}^{2} x_{2}, 0\right) \\
v_{8} & =\left(x_{1} x_{2}^{2}, 0\right), v_{9}=\left(x_{2}^{3}, 0\right), v_{10}=\left(x_{1}^{2} \pm x_{2}^{2}, 0\right), v_{11}=\left(0, x_{1}^{2} \pm x_{2}^{2}\right) .
\end{aligned}
$$

These vectors form a subspace of dimension at most 11. The dimension of the space of the 3 -jets of co-rank 2 mappings is 14 which is greater than the subspace dimension. This means that the germ $F_{3}$ is non-simple with respect to the quasi equivalence relation.

Similarly, we can prove the second part of the Lemma.

Proof of Theorem 3.4. Firstly, suppose that the co-rank of $F$ is one. Then, Lemma 3.5 and Theorem 2.7 imply that if $F$ is simple then it is quasi equivalent to one of the following: $\left(x_{2}, x_{1}^{k+1}+x_{1} x_{2}\right), k \geq 0,\left(x_{2}, x_{1}^{3}+x_{2}^{k} x_{1}\right), k \geq 2,\left(x_{2}, x_{1}^{k+1}+\right.$ $\left.x_{1}^{2} x_{2}\right), k \geq 2$ and ( $x_{2}, x_{1}^{4}+x_{2}^{2} x_{1}$ ).

Next, let the co-rank of $F$ be two. Then, Lemma 3.6 and Lemma 3.7 yield that all simple quasi singularities are among map germs whose 2-jets are quasi equivalent to either $\left(x_{1}^{2} \pm x_{2}^{2}, x_{1} x_{2}\right)$ or ( $x_{1} x_{2}, x_{1}^{2}$ ). Using Arnold's spectral sequence method [1], one can easily prove the results below.

- If $F$ is a map germ with the 2 -jet $\left(x_{1}^{2} \pm x_{2}^{2}, x_{1} x_{2}\right)$, then $F$ is quasi equivalent to $\mathcal{A}_{2}^{ \pm}:\left(x_{1}^{2} \pm x_{2}^{2}, x_{1} x_{2}\right)$.
- Let $F=\left(x_{1} x_{2}+f, x_{1}^{2}+g\right)$, where $f, g \in \mathbb{M}_{x}^{3}$. If $g$ contains a term $a x_{2}$, then $F$ is quasi equivalent to $\mathcal{A}_{3}:\left(x_{1} x_{2}, x_{1}^{2}+x_{2}^{3}\right)$. Otherwise, in the most general case, $F$ is equivalent to a non-simple germ, by Lemma 3.7. This finishes the proof of Theorem.


### 3.1.2. Quasi-stably simple classes of irreducible curves in $\mathbb{R}^{n}$

Recall that an irreducible curve at the origin in $\mathbb{R}^{n}$ can be described by a germ of an analytic map $F:(\mathbb{R}, 0) \rightarrow\left(\mathbb{R}^{n}, 0\right), x \mapsto y=\left(y_{1}=f_{1}(x), y_{2}=f_{2}(x), \ldots, y_{n}=\right.$ $\left.f_{n}(x)\right)$. Following Arnold in [2], we introduce the following.

Definition 3.8. An irreducible curve is called quasi-stably simple if it is simple with respect to the quasi-equivalence relation and remains simple when the ambient space is embedded into a larger space. Two curves which are obtained one from the other by such embedding are called quasi-stably equivalent.

Remark 3.2. By the codimension here and below, we mean the codimension in the space of the Taylor series with zero constant terms.

The classification of quasi-stably simple classes is as follows.

Theorem 3.9. Assume that the curve $F$ is quasi-stably simple. Then, $F$ is quasistably equivalent to one of the lines $\mathbb{A}_{k}:\left(x^{k}, 0\right), k \geq 1$.

## Remarks 3.10.

1. Any irreducible curve is either quasi-stably simple (and hence is quasi-stably equivalent to one of lines, stated in the theorem) or belongs to the subset of infinite codimension in the space of all curves.
2. The codimension of the class $\mathbb{A}_{k}$ is $k n-1$.

Proof of Theorem 3.9. Up to the $\mathcal{A}$-equivalence relation, we may assume that any irreducible curve has the form $F=\left(x^{k}, f_{2}, \ldots, f_{n}\right)$, where $k \geq 1$ and $f_{i} \in \mathbb{M}_{x}^{k+1}$. Notice that the derivatives of the $\dot{Y}_{i}$ summands in $T Q_{F}$ with respect to $x$ belong to the ideal generated by $x^{k-1}$ and hence $\dot{Y}_{i}=x^{k} A_{i}$, for some $A_{i} \in \mathbb{C}_{x}$. By Arnold's spectral sequence method, one can easily show that $F$ is quasi-stably equivalent to the germ $\mathbb{A}_{k}:\left(x^{k}, 0\right), k \geq 1$.

## 4. The quasi classification of some multi-germs of curves in $\mathbb{R}^{n}$

We start with recalling the standard notions and basic definitions concerning multi-germs of curves from [5].

A reducible curve at the origin in $\mathbb{R}^{n}$ is determined by a collection of maps

$$
(\mathbb{R}, 0) \rightarrow\left(\mathbb{R}^{n}, 0\right), x \mapsto y=\left(y_{1}, \ldots, y_{n}\right)
$$

Definitions 4.1. A multi-germ of curves in $\mathbb{R}^{n}$ is a set $G=\left(F_{1}, \ldots, F_{r}\right)$ of germs of analytic maps $F_{i}:(\mathbb{R}, 0) \rightarrow\left(\mathbb{R}^{n}, 0\right)$, where $\operatorname{Im}\left(F_{i}\right) \cap \operatorname{Im}\left(F_{j}\right)=\{0\}$ for $i \neq j($ $F_{1}, F_{2}, \ldots$ and $F_{r}$ are called components of the multi-germ $G$ ).

The group of $\mathcal{A}$-equivalences $\mathcal{A}=\mathcal{L} \times \mathcal{R}_{1} \times \mathcal{R}_{2} \times \cdots \times \mathcal{R}_{r}$, where $\mathcal{R}_{i}$ is the $i$-th copy of the group of the standard right equivalences, acts on the space of multi-germs $G=\left(F_{1}, \ldots, F_{r}\right)$ by the formula

$$
\left(\phi, \varphi_{1}, \ldots, \varphi_{r}\right) \cdot\left(F_{1}, \ldots, F_{r}\right)=\left(\phi \circ F_{1} \circ \varphi_{1}^{-1}, \ldots, \phi \circ F_{r} \circ \varphi_{r}^{-1}\right),
$$

where $\phi \in \mathcal{L}$ and $\varphi_{i} \in \mathcal{R}_{i}$.

Definitions 4.2. A multi-germ $G$ is called simple if there exists a neighbourhood of $G$ in the space of multi-germs which intersects only the finite number of $\mathcal{A}$-orbits. It is stably simple, if it remains simple when the ambient space is immersed in a larger space.

Definitions 4.3. Two multi-germs $G$ and $\widetilde{G}$ in $\mathbb{R}^{n}$ are equivalent if they lie in one orbit of the $\mathcal{A}$-action.

The tangent space $T \mathcal{A} . G$ to the orbit $\mathcal{A} . G$ is equal to $T \mathcal{R} . G+T \mathcal{L} . G$. The first set is the direct sum $\bigoplus_{i=1}^{r} \mathbb{M}_{x}\left(\frac{\partial F_{i}}{\partial x}\right)$ and its elements denoted by matrices where the i-th column of which corresponds to an element of $T \mathcal{R} . F_{i}$. On the other hand, $T \mathcal{L} . G$ is the set of matrices of the form

$$
\left[\begin{array}{cccc}
\dot{Y}_{11} & \dot{Y}_{12} & \ldots & \dot{Y}_{1 r} \\
\dot{Y}_{21} & \dot{Y}_{22} & \ldots & \dot{Y}_{2 r} \\
\vdots & \vdots & \ldots & \vdots \\
\dot{Y}_{n 1} & \dot{Y}_{n 2} & \ldots & \dot{Y}_{n r}
\end{array}\right]
$$

where $\dot{Y}_{i j}=U_{i} \circ F_{j}$ and $U_{i} \in \mathbb{M}_{y}$.

The quasi-equivalence of multi-germs of curves is defined as follows.
Let $F_{j}:(\mathbb{R}, 0) \rightarrow\left(\mathbb{R}^{n}, 0\right), x \mapsto y=\left(y_{1}, \ldots, y_{n}\right), y_{i}=f_{i j}(x), i=1, \ldots, n$ and denote by $\Lambda_{j}$ its graph.

Definition 4.4. Two multi-germs $G=\left(F_{1}, \ldots, F_{r}\right)$ and $\widetilde{G}=\left(\widetilde{F}_{1}, \ldots, \widetilde{F}_{r}\right)$ in $\mathbb{R}^{n}$ are called quasi equivalent if there exists a diffeomorphism germ $\Phi:\left(\mathbb{R} \times \mathbb{R}^{n}, 0\right) \rightarrow\left(\mathbb{R} \times \mathbb{R}^{n}, 0\right)$, such that $\Phi\left(\Lambda_{j}\right)=\widetilde{\Lambda}_{j}$, for all $j$, and the derivative of $\Phi$ preserves the direction of the projection at the points which lie on $\Lambda_{j}$.

Obviously, the quasi-equivalence of multi-germs of curves is an equivalence relation. By similar consideration and technique which were used in the proof of Lemma 3.3, we obtain the following description of the tangent space $T Q . G$ to the quasi class $Q . G$ of a multi-germ $G$.

Lemma 4.5. $T Q . G=T \mathcal{R} . G+T \mathcal{Q} . G$, where $T \mathcal{R} . G=\bigoplus_{i=1}^{r} \mathbb{M}_{x}\left(\frac{\partial F_{i}}{\partial x}\right)$ and $T \mathcal{Q} . G$ is the set of matrices of the form

$$
\left[\begin{array}{cccc}
\dot{Y}_{11} & \dot{Y}_{12} & \ldots & \dot{Y}_{1 r} \\
\dot{Y}_{21} & Y_{22} & \ldots & \dot{Y}_{2 r} \\
\vdots & \vdots & \ldots & \vdots \\
\dot{Y}_{n 1} & \dot{Y}_{n 2} & \ldots & \dot{Y}_{n r}
\end{array}\right]
$$

which satisfy the following

$$
\left[\begin{array}{cccc}
\dot{Y}_{11}^{\prime} & \dot{Y}_{12}^{\prime} & \ldots & \dot{Y}_{1 r}^{\prime} \\
\dot{Y}_{21}^{\prime} & \dot{Y}_{22}^{\prime} & \ldots & \dot{Y}_{2 r}^{\prime} \\
\vdots & \vdots & \ldots & \vdots \\
\dot{Y}_{n 1}^{\prime} & \dot{Y}_{n 2}^{\prime} & \ldots & \dot{Y}_{n r}^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
A_{11} & A_{12} & \ldots & A_{1 n} \\
A_{21} & A_{22} & \ldots & A_{2 n} \\
\vdots & \vdots & \ldots & \vdots \\
A_{n 1} & A_{n 2} & \ldots & A_{n n}
\end{array}\right]\left[\begin{array}{cccc}
f_{11}^{\prime} & f_{12}^{\prime} & \ldots & f_{1 r}^{\prime} \\
f_{21}^{\prime} & f_{22}^{\prime} & \ldots & f_{2 r}^{\prime} \\
\vdots & \vdots & \ldots & \vdots \\
f_{n 1}^{\prime} & f_{n 2}^{\prime} & \cdots & f_{n r}^{\prime}
\end{array}\right]
$$

where $A_{i j} \in \mathbb{C}_{x}, f_{i j}^{\prime}=\frac{d f_{i j}}{d x}$ and $\dot{Y}_{i j}^{\prime}=\frac{d \dot{Y}_{i j}}{d x}$.

Proposition 4.6. $T \mathcal{A} . G \subset T Q . G$.
Proof. Let $V \in T \mathcal{A} . G$. Then, we can write $V=V_{1}+V_{2}$, where $V_{1} \in T \mathcal{R} . G$ and $V_{2} \in T \mathcal{L} . G$. Hence, $V_{2}=\left(\dot{Y}_{i j}\right)$, where $\dot{Y}_{i j}=U_{i} \circ F_{j}$ and $U_{i} \in \mathbb{M}_{y}$. Notice that $\frac{d \dot{Y}_{i j}}{d x}=\sum_{k=1}^{n} \frac{d f_{k j}}{d x} \frac{\partial U_{i}}{\partial y_{k}}$. Moreover, if we let $F_{j}^{\prime}=\left(f_{1 j}^{\prime}, f_{2 j}^{\prime}, \ldots, f_{2 n}^{\prime}\right)$, where $f_{i j}^{\prime}=\frac{d f_{i j}}{d x}$ and denote by $\left(F_{j}^{\prime}\right)^{T}$ the transpose of $F_{j}^{\prime}$, then we have

$$
\sum_{k=1}^{n} \frac{d f_{k j}}{d x} \frac{\partial U_{i}}{\partial y_{k}}=A_{i}\left(F_{j}^{\prime}\right)^{T}
$$

where $A_{i}=\left(A_{i 1}, A_{i 2}, \ldots, A_{i n}\right)$ with $A_{i k}=\frac{\partial U_{i}}{\partial y_{k}}, f_{k j}^{\prime}=\frac{d f_{k j}}{d x}$ and the result follows.

Remark 4.1. For the standard $\mathcal{A}$-equivalences of multi-germs, we are free to change the coordinates about each point independently of the associated branch in the source, whereas in the target the same coordinate change must be applied to each branch. On the other hand, for the quasi-equivalence, we are still free to change the coordinates in the source about each point independently of the associated branch, but in the target if a quasi-change of the coordinates $Y_{i j}$ occurs on a certain branch $F_{j}$ and the derivative of $\dot{Y}_{i j}$ is equal to $A_{i}\left(F_{j}^{\prime}\right)^{T}$, then the same factor $A_{i}$ must be applied to all quasi-changes of the coordinates on other branches.

Definition 4.7. A multi-germ $G$ is called simple with respect to the quasiequivalence relation if there exists a neighbourhood of $G$ in the space of multi-germs which intersects only finite number of quasi-classes. Moreover, it is called quasistably simple if it remains simple when the ambient space is immersed in a larger space.

We will only consider bi-germs (multi-germs with two components) of curves and give the beginning of the classifications with respect to the quasi-equivalence relation.

Theorem 4.8. Let $G$ be a quasi-stably simple bi-germ. Then, up to permutation of curves, $G$ is quasi-equivalent to one of the bi-germs $\left(F_{1}, F_{2}\right)$, described in the following table.

| Notation | $F_{1}$ | $F_{2}$ | Restrictions |
| :---: | :---: | :---: | :---: |
| $\mathcal{A}_{k}$ | $(x, 0)$ | $\left(0, x^{k}\right)$ | $k \geq 1$ |
| $\mathcal{B}_{k, l}$ | $(x, 0)$ | $\left(x^{k}, x^{l}\right)$ | $l>k \geq 1$ |
| $\mathcal{C}_{2}$ | $\left(x^{2}, 0\right)$ | $\left(0, x^{2}\right)$ |  |
| $\mathcal{C}_{3}$ | $\left(x^{2}, 0\right)$ | $\left(0,0, x^{3}\right)$ |  |
| $\mathcal{D}_{2,3}$ | $\left(x^{2}, 0\right)$ | $\left(x^{2}, 0, x^{3}\right)$ |  |

To prove Theorem 4.8, we use the spectral sequence method [1] together with the following auxiliary results.

Consider a pair $G$ of curves with a regular first component which will be written in the normal form $(x, 0, \ldots, 0)$ or equivalently as $(x, 0)$. Introduce a family of quasi-equivalent pairs $G_{t}=\left((x, 0), F_{2}(t)\right)$, preserving the first component, where $F_{2}(t)=\left(f_{1}(t), f_{2}(t), \ldots, f_{m}(t)\right), f_{i} \in \mathbb{C}_{x}$ and $t \in[0, t]$ such that $G_{0}=G$. Let $f_{i}^{\prime}=\frac{d f_{i}}{d x}$ and denote by $\Omega$ the ideal generated by $f_{1}^{\prime}, f_{2}^{\prime}, f_{3}^{\prime}, \ldots, f_{n}^{\prime}$, and by $\widetilde{\Omega}$ the ideal generated by $f_{2}^{\prime}, f_{3}^{\prime}, \ldots, f_{n}^{\prime}$.

Lemma 4.9. The homological equation of $G_{t}$ is

$$
\left[\begin{array}{cc}
0 & \dot{f}_{1} \\
0 & \dot{f}_{2} \\
\vdots & \vdots \\
0 & \dot{f}_{n}
\end{array}\right]=\left[\begin{array}{cc}
H_{1} & f_{1}^{\prime} H_{2} \\
0 & f_{2}^{\prime} H_{2} \\
\vdots & \vdots \\
0 & f_{n}^{\prime} H_{2}
\end{array}\right]+\left[\begin{array}{cc}
\dot{Y}_{11} & \dot{Y}_{12} \\
\dot{Y}_{21} & \dot{Y}_{22} \\
\vdots & \vdots \\
\dot{Y}_{n 1} & \dot{Y}_{n 2}
\end{array}\right]
$$

such that $\dot{Y}_{11} \in \mathbb{M}_{x}, \dot{Y}_{i 1}=0, \dot{Y}_{12}^{\prime} \in \Omega$, and $\dot{Y}_{i 2}^{\prime} \in \widetilde{\Omega}$ for all $i \in\{2,3, \ldots, n\}$. Here, $\dot{f}_{i}=\frac{d f_{i}}{d t}$ and $H_{1}, H_{2} \in \mathbb{M}_{x}$.

Proof. By differentiating $G_{t}$ with respect to $t$, we obtain the homological equation described in Lemma. Moreover, Lemma 4.5 implies that

$$
\left[\begin{array}{cc}
\dot{Y}_{11}^{\prime} & \dot{Y}_{12}^{\prime}  \tag{4.1}\\
\dot{Y}_{21}^{\prime} & \dot{Y}_{22}^{\prime} \\
\vdots & \vdots \\
\dot{Y}_{n 1}^{\prime} & \dot{Y}_{n 2}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
A_{11} & \sum_{k=1}^{n} A_{1 k} f_{k}^{\prime} \\
A_{21} & \sum_{k=1}^{n} A_{2 k} f_{k}^{\prime} \\
\vdots & \vdots \\
A_{n 1} & \sum_{k=1}^{n} A_{n k} f_{k}^{\prime}
\end{array}\right] .
$$

Comparing the columns of the homological equation and (4.1) yields that $\dot{Y}_{11}=-H_{1}$, $\dot{Y}_{i 1}=0$, and therefore $A_{11}=-\frac{d H_{1}}{d x}, A_{i 1}=0$ for all $i \in\{2,3, \ldots, m\}$. As $H_{1}$ is an arbitrary germ, we have that $\dot{Y}_{12}^{\prime} \in \Omega$ and $\dot{Y}_{i 2}^{\prime} \in \widetilde{\Omega}$ for all $i \in\{2,3, \ldots, n\}$, as required.

Now suppose that both components of $G$ are singular. Then,
Lemma 4.10. [5] The 2-jet of $G$ is $\mathcal{A}$-equivalent to either $\left(\left(x^{2}, 0\right),\left(0, x^{2}\right)\right)$ or $\left(\left(x^{2}, 0\right),\left(x^{2}, 0\right)\right)$.

Moreover,
Lemma 4.11. A pair of curves with the 3-jet $\left(\left(x^{2}, x^{3}\right),\left(x^{2}, \alpha x^{3}\right)\right)$, where $\alpha \neq 1$, is not simple with respect to quasi-equivalence.

Proof. Let $G_{\alpha}=\left(\left(x^{2}, x^{3}\right),\left(x^{2}, \alpha x^{3}\right)\right)$. Then, the 3 -jet in TQ. $G_{\alpha}$ is generated by the following 10 vectors: $v_{1}=\left(\left(2 x^{2}, 3 x^{3}\right),(0,0)\right), v_{2}=\left((0,0),\left(2 x^{2}, 3 \alpha x^{3}\right)\right), v_{3}=$ $\left(\left(2 x^{3}, 0\right),(0,0)\right), v_{4}=\left((0,0),\left(2 x^{3}, 0\right)\right), v_{5}=\left(\left(x^{2}, 0\right),\left(x^{2}, 0\right)\right), v_{6}=\left(\left(0, x^{2}\right),\left(0, x^{2}\right)\right)$, $v_{7}=\left(\left(2 x^{3}, 0\right),\left(2 x^{3}, 0\right)\right), v_{8}=\left(\left(0,2 x^{3}\right),\left(0,2 x^{3}\right)\right), v_{9}=\left(\left(x^{3}, 0\right),\left(\alpha x^{3}, 0\right)\right), v_{10}=$ $\left(\left(0, x^{3}\right),\left(0, \alpha x^{3}\right)\right)$. Notice that $v_{3}+v_{4}=v_{7}, 2 a v_{1}+2 v_{2}-4 \alpha v_{5}=3 \alpha v_{8}$ and $v_{1}+v_{2}-$ $2 v_{5}=3 v_{9}$. Therefore, the vectors $v_{7}, v_{8}$ and $v_{9}$ can be removed from the list above. The remaining vectors form a subspace of dimension at most 7 . The dimension of the space of all 3-jets of bi-germs with two singular components is 8 which is greater than the subspace dimension. This means that the germ $G_{\alpha}$ is non-simple.

### 4.1. Proof of the main Theorem 4.8

We distinguish the following cases.

1. Pairs of curves with a regular first component. In this case the pair takes the form $G=((x, 0), F)$. Therefore, we classify the second component using Lemma 4.9 as follows.

- Assume the 1-jet of $F$ is nontrivial and equal to $(\alpha x, \beta x)$, with $\alpha, \beta \in \mathbb{R}$, and hence is equivalent to either $(0, x)$ or $(x, 0)$. Consider the first case. Then, $G$ is quasi equivalent to $\mathcal{A}_{1}:((x, 0),(0, x))$. Next, if $k$ be the minimal number such that the $k$-jet of $F$ is not $(x, 0)$ then $G$ is quasiequivalent to $\mathcal{B}_{1, k}:\left((x, 0),\left(x, x^{k}\right)\right)$ where $k \geq 2$.
- Consider the case when $F$ is singular and its multiplicity is $k$. Then, the $k$-jet of $F$ is equivalent to either $\left(0, x^{k}\right)$ or $\left(x^{k}, 0\right)$. Suppose that $l$ is the minimal number such that the $l$-jet of $F$ is not $\left(x^{k}, 0\right)$ then $G$ is quasi equivalent to $\mathcal{B}_{k, l}:\left((x, 0),\left(x^{k}, x^{l}\right)\right)$ where $l>k \geq 2$. Next, if the $k$-jet of $F$ is $\left(0, x^{k}\right)$ then $G$ is quasi-equivalent to $\mathcal{A}_{k}:\left((x, 0),\left(0, x^{k}\right)\right)$, with $k \geq 2$.

2. Pairs of curves with singular components. In this case the nontrivial 2-jet of $G$ is equivalent to either $\left(\left(x^{2}, 0\right),\left(0, x^{2}\right)\right)$ or $\left(\left(x^{2}, 0\right),\left(x^{2}, 0\right)\right)$.

- Consider the case when the 2-jet is $\left(\left(x^{2}, 0\right),\left(0, x^{2}\right)\right)$. Then, $G$ is quasiequivalent $\mathcal{C}_{2}:\left(\left(x^{2}, 0\right),\left(0, x^{2}\right)\right)$.
- If the 2 -jet is $\left(\left(x^{2}, 0\right),\left(x^{2}, 0\right)\right)$ then Lemma 4.11 yields that all quasistably simple singularities are among pairs with the 3 -jet is either $\left(\left(x^{2}, x^{3}, 0\right),\left(x^{2}, 0, x^{3}\right)\right)$ or $\left(\left(x^{2}, x^{3}, 0\right),\left(0,0, x^{3}\right)\right)$. In such cases, we obtain $\mathcal{C}_{3}:\left(\left(x^{2}, 0\right),\left(0,0, x^{3}\right)\right)$ and $\mathcal{D}_{2,3}:\left(\left(x^{2}, 0\right),\left(x^{2}, 0, x^{3}\right)\right)$, respectively. Pairs from other cases are adjacent to the family $\left(\left(x^{2}, x^{3}\right),\left(x^{2}, \alpha x^{3}\right)\right)$, where $\alpha \neq 1$.
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#### Abstract

In this paper, we obtain some retarded integral inequalities in two independent variables which can be used as tools in the theory of partial differential and integral equations with time delays. The presented inequalities are of new forms compared with the existing ones so far in the literature. In order to illustrate the validity of the theorems we give one application for them for the solution to certain fractional order differential equations.


Keywords: integral inequalities; differential equations; time delay.

## 1. Introduction

As it is well known integral inequalities play a significant role in the qualitative analysis of differential and integral equations theory. Over the years, various investigators have discovered many useful integral inequalities in order to achieve a diversity of desired goals, see [1]-[12] and the references given therein. In a recent paper [8] Pachpatte presented a retarded inequality which has very good characters. A large number of papers have been presented dealing with various extensions and generalizations of this inequality. Some of the results may be found in [8], but let us first recall the main results of [8] as follows:

In what follows, $\mathbb{R}$ denotes a set of real numbers, $\mathbb{R}_{+}=[0, \infty), J_{1}=\left[x_{0}, X\right), J_{2}=$ $\left[y_{0}, Y\right)$ are given subsets of $\mathbb{R}, \Delta=J_{1} \times J_{2}$ and $^{\prime}$ denotes the derivative.

Theorem 1.1. Let $u(x, y), a(x, y) \in C\left(\Delta, \mathbb{R}_{+}\right), b(x, y, s, t) \in C\left(\Delta^{2}, \mathbb{R}_{+}\right)$, for $x_{0} \leq s \leq x \leq X, y_{0} \leq t \leq y \leq Y, \alpha(x) \in C^{1}\left(J_{1}, J_{1}\right), \beta(y) \in C^{1}\left(J_{2}, J_{2}\right)$ be non-decreasing with $\alpha(x) \leq x$ on $J_{1}, \beta(y) \leq y$ on $J_{2}$ and $k \geq 0$ be a constant.
( $A_{1}$ ) If
$u(x, y) \leq k+\int_{\alpha\left(x_{0}\right)}^{\alpha(x)} \int_{\beta\left(y_{0}\right)}^{\beta(y)}\left[a(s, t) u(s, t)+\int_{\alpha\left(x_{0}\right)}^{s} \int_{\beta\left(y_{0}\right)}^{t} b(s, t, \sigma, \eta) u(\sigma, \eta) d \sigma d \eta\right] d t d s$,
for $(x, y) \in \Delta$, then

$$
\begin{equation*}
u(x, y) \leq k \exp (A(x, y)) \tag{1.2}
\end{equation*}
$$

for $(x, y) \in \Delta$, where

$$
\begin{equation*}
A(x, y)=\int_{\alpha\left(x_{0}\right)}^{\alpha(x)} \int_{\beta\left(y_{0}\right)}^{\beta(y)}\left[a(s, t)+\int_{\alpha\left(x_{0}\right)}^{s} \int_{\beta\left(y_{0}\right)}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s \tag{1.3}
\end{equation*}
$$

for $(x, y) \in \Delta$.
$\left(A_{2}\right)$ Let $g \in C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$be a non-decreasing function with $g(u)>0$ for $u>0$. If
$u(x, y) \leq k+\int_{\alpha\left(x_{0}\right)}^{\alpha(x)} \int_{\beta\left(y_{0}\right)}^{\beta(y)}\left[a(s, t) g(u(s, t))+\int_{\alpha\left(x_{0}\right)}^{s} \int_{\beta\left(y_{0}\right)}^{t} b(s, t, \sigma, \eta) g(u(\sigma, \eta)) d \sigma d \eta\right] d t d s$,
for $(x, y) \in \Delta$, then for $x_{0} \leq x \leq x_{1}, y_{0} \leq y \leq y_{1}$,

$$
\begin{equation*}
u(x, y) \leq G^{-1}[G(k)+A(x, y)] \tag{1.5}
\end{equation*}
$$

where $A(x, y)$ is defined by (1.3), $G^{-1}$ is the inverse function of

$$
G(r)=\int_{r_{0}}^{r} \frac{d s}{g(s)}, r>0, r_{0}>0
$$

and $x_{1} \in J_{1}, y_{1} \in J_{2}$ are chosen so that

$$
G(k)+A(x, y) \in \operatorname{Dom}\left(G^{-1}\right)
$$

for all $x$ and $y$ lying in $\left[x_{0}, x\right]$ and $\left[y_{0}, y\right]$ respectively.

The purpose of this paper is to explore two independent retarded versions of the above integral inequalities which can be used as tools in the theory of partial differential and integral equations with time delays. Applications are also given to convey the significance of our results.

## 2. Main Results

The first section of this paper will present some new non-linear retarded integral inequalities in two independent variables which can be used as effective tools in the study on non-linear partial differential equations with time delay.

Theorem 2.1. If $u(x, y), p(x, y), a(x, y)$ are real valued non-negative continuous functions and $u(x, y) \geq 2 p(x, y)$ is defined for $x \geq 0, y \geq 0, b(x, y, s, t)$ are continuous non-decreasing in $x$ and $y$ fort, $s$. $0 \leq \alpha(x) \leq x, 0 \leq \beta(y) \leq y, \alpha^{\prime}(x), \beta^{\prime}(y) \geq 0$ are real valued continuous functions defined for $x \geq 0, y \geq 0$, that satisfy

$$
\begin{equation*}
u(x, y) \leq p(x, y)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t) u(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) u(\sigma, \eta) d \sigma d \eta\right] d t d s \tag{2.1}
\end{equation*}
$$

then

$$
\begin{equation*}
u(x, y) \leq p(x, y) \times\left(1+e \int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right) \tag{2.2}
\end{equation*}
$$

Proof. First of all let $z(x, y)$ denote the function on the right hand side of 2.1, that is,

$$
z(x, y)=\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t) u(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) u(\sigma, \eta) d \sigma d \eta\right] d t d s
$$

then $z(0, y)=z(x, 0)=0$ and our assumption on $a, b, u, \alpha$ and $\beta$ imply that $z$ is a non-decreasing positive function for $x \geq 0, y \geq 0$ and $x \in\left[0, T_{1}\right], y \in\left[0, T_{2}\right]$ we have

$$
\begin{aligned}
z_{x y}(x, y) & =\alpha^{\prime}(x) \beta^{\prime}(y)\left[a(\alpha(x), \beta(y)) u(\alpha(x), \beta(y))+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta) u(\sigma, \eta) d \sigma d \eta\right] \\
& \leq \alpha^{\prime}(x) \beta^{\prime}(y)[a(\alpha(x), \beta(y))(p(\alpha(x), \beta(y))+z(\alpha(x), \beta(y))) \\
& \left.+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta)(p(\sigma, \eta)+z(\sigma, \eta)) d \sigma d \eta\right]
\end{aligned}
$$

Then by rearranging the above inequality we obtain

$$
\begin{aligned}
& z_{x y}(x, y) \leq z\left(T_{1}, T_{2}\right)\left(\alpha^{\prime}(x) \beta^{\prime}(y)\left[a(\alpha(x), \beta(y))+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta) d \sigma d \eta\right]\right) \\
& +\left(\alpha^{\prime}(x) \beta^{\prime}(y)\left[a(\alpha(x), \beta(y)) p\left(\alpha(x), \beta(y)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta) p(\sigma, \eta) d \sigma d \eta\right]\right) .\right.
\end{aligned}
$$

As $0 \leq \alpha(x) \leq x$ and $0 \leq \beta(y) \leq y$ and $z(x, y)$ is non-decreasing with respect to $x$, $y$ we get

$$
\begin{equation*}
\frac{z_{x y}(x, y)}{z\left(T_{1}, T_{2}\right)} \leq 2\left(\frac{\partial^{2}}{\partial x \partial y} \int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right) \tag{2.3}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\frac{\partial}{\partial y}\left(\frac{z_{x}(x, y)}{z\left(T_{1}, T_{2}\right)}\right) \leq \frac{z_{x y}(x, y)}{z\left(T_{1}, T_{2}\right)} \tag{2.4}
\end{equation*}
$$

From (2.3) and (2.4), we have

$$
\frac{\partial}{\partial y}\left(\frac{z_{x}(x, y)}{z\left(T_{1}, T_{2}\right)}\right) \leq 2\left(\frac{\partial^{2}}{\partial x \partial y} \int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)
$$

Integrating both sides of the above inequality with respect to $y$ from 0 to $y$, we get

$$
\frac{z_{x}(x, y)}{z\left(T_{1}, T_{2}\right)} \leq 2\left(\frac{\partial}{\partial x} \int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)
$$

then again integrating the above inequality with respect to $x$ from 0 to $x$ we obtain

$$
\ln \left|z\left(T_{1}, T_{2}\right)\right| \leq \ln \left|p\left(T_{1}, T_{2}\right)\right|+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s
$$

for $x \in\left[0, T_{1}\right], y \in\left[0, T_{2}\right]$. Thus we have

$$
\begin{equation*}
z\left(T_{1}, T_{2}\right) \leq p\left(T_{1}, T_{2}\right) \times e^{\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s \tag{2.5}
\end{equation*}
$$

Let $x=T_{1}, y=T_{2}$ in (2.5), we obtain

$$
z\left(T_{1}, T_{2}\right) \leq p\left(T_{1}, T_{2}\right) \times e^{\int_{0}^{\alpha\left(T_{1}\right) \beta\left(T_{2}\right)} \int_{0}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s}
$$

From the definition of $z(x, y)$, we have $u(x, y) \leq p(x, y)+z(x, y)$. As a result, we get the required inequality in (2.2).

Corollary 2.1. Assume that $a, b, \alpha, \beta$ are as in Theorem 2.1 and $p(x, y) \equiv p>0$, if $u \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$satisfying (2.1), then

$$
u(x, y) \leq p+p e^{\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s, x \geq 0, y \geq 0
$$

Corollary 2.2. Assume that $a, b, \alpha, \beta$ are as in Theorem 2.1 and $p(x, y) \equiv p>0$. Suppose $u \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$is a solution to the integral equation
$u(x, y)=p+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t) u(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) u(\sigma, \eta) d \sigma d \eta\right] d t d s, \quad x \geq 0, y \geq 0$.
If

$$
\lim _{x \rightarrow \infty}\left(\lim _{y \rightarrow \infty} \int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)<\infty
$$

then $u$ is bounded.

Theorem 2.2. Assume that $p, a, b, \alpha, \beta$ are as in Theorem 2.1 and $g(r)$ is a positive continuous non-decreasing function for $r>0$ with $g(0)=0$ and $\int_{1}^{\infty} \frac{d t}{g(t)}=\infty$, if $u \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$satisfies for $x \geq 0, y \geq 0$
$u(x, y) \leq p(x, y)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t) g(u(s, t))+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) g(u(\sigma, \eta)) d \sigma d \eta\right] d t d s$,
then

$$
\begin{equation*}
u(x, y) \leq G^{-1}\left(G(p(x, y))+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right) \tag{2.7}
\end{equation*}
$$

where

$$
G(r)=\int_{1}^{r} \frac{d t}{g(t)}, \quad r \geq 0
$$

Proof. Assume $T_{1}, T_{2}>0$ is fixed and let

$$
z(x, y)=\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t) g(u(s, t))+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) g(u(\sigma, \eta)) d \sigma d \eta\right] d t d s
$$

with the assumption on $a, b, \alpha, \beta$ imply that $z(x, y)$ is non-decreasing about $x$ and $y$. Hence for $x \in\left[0, T_{1}\right], y \in\left[0, T_{2}\right]$ we have

$$
\begin{aligned}
z_{x y}(x, y) & =\alpha^{\prime}(x) \beta^{\prime}(y)[a(\alpha(x), \beta(y)) g(u(\alpha(x), \beta(y))) \\
& \left.+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta) g(u(\sigma, \eta)) d \sigma d \eta\right] \\
& \leq \alpha^{\prime}(x) \beta^{\prime}(y)[a(\alpha(x), \beta(y))(g(p(\alpha(x), \beta(y)))+g(z(\alpha(x), \beta(y)))) \\
& \left.+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta)(g(p(\sigma, \eta))+g(z(\sigma, \eta))) d \sigma d \eta\right] \\
& \leq g\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right) \\
& \times\left(\alpha^{\prime}(x) \beta^{\prime}(y)\left[a(\alpha(x), \beta(y))+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)} b(\alpha(x), \beta(y), \sigma, \eta) d \sigma d \eta\right]\right)
\end{aligned}
$$

Therefore, we write

$$
\frac{z_{x y}(x, y)}{g\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right)} \leq \frac{\partial^{2}}{\partial x \partial y}\left(\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)
$$

Noting that

$$
\frac{\partial}{\partial y}\left(\frac{z_{x}(x, y)}{g\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right)}\right) \leq \frac{z_{x y}(x, y)}{g\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right)}
$$

We obtain

$$
\frac{\partial}{\partial y}\left(\frac{z_{x}(x, y)}{g\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right)}\right) \leq \frac{\partial^{2}}{\partial x \partial y}\left(\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)
$$

Integrating both sides of the above inequality with respect to $y$ from 0 to $y$ we get

$$
\frac{z_{x}(x, y)}{g\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right)} \leq \frac{\partial}{\partial x}\left(\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)
$$

then integrating the above inequality with respect to $x$ from 0 to $x$ we have
$G\left(p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right) \leq G\left(p\left(T_{1}, T_{2}\right)\right)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s$,
for $x \in\left[0, T_{1}\right], y \in\left[0, T_{2}\right]$.
In view of $\int_{1}^{\infty} \frac{d t}{g(t)}=\infty$, from (2.8), we have
$\left.p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right) \leq G^{-1}\left(G\left(p\left(T_{1}, T_{2}\right)\right)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)$.
Let $x=T_{1}, y=T_{2}$ in (2.9), we obtain
$\left.p\left(T_{1}, T_{2}\right)+z\left(T_{1}, T_{2}\right)\right) \leq G^{-1}\left(G\left(p\left(T_{1}, T_{2}\right)\right)+\int_{0}^{\alpha\left(T_{1}\right)} \int_{0}^{\beta\left(T_{2}\right)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)$.
Due to $T_{1}, T_{2}$ are arbitrary and $u(x, y) \leq p(x, y)+z(x, y)$, we obtain (2.7).
Corollary 2.3. Assume that $p, a, b, \alpha, \beta$ are as in Theorem 2.2. Suppose $u \in$ $C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$is a solution to the integral equation

$$
u(x, y)=p(x, y)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t) g(u(s, t))+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) g(u(\sigma, \eta)) d \sigma d \eta\right] d t d s
$$

for $x \geq 0, y \geq 0$. If $p$ is bounded and

$$
\lim _{x \rightarrow \infty}\left(\lim _{y \rightarrow \infty} \int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[a(s, t)+\int_{0}^{s} \int_{0}^{t} b(s, t, \sigma, \eta) d \sigma d \eta\right] d t d s\right)<\infty
$$

then $u$ is bounded.

## 3. Basic Application

In this section, we will present some basic applications of our results to obtain the bounds on the solution to the integral equation with time delay. We would like to develop a set of benchmark applications which may be used in the theory of partial differential and integral equations with time delay so we invite other researchers to contact us with their results for these cases, and perhaps forward us their own examples.

### 3.1. Application:

In order to exemplify the application of Theorem 2.1 we set up the bound on the solutions of partial integral equations of the form :
$u(x, y)=k(x, y)+\int_{0}^{\alpha(x)} \int_{0}^{\beta(y)}\left[G(x, y, s, t, u(s, t))+\int_{0}^{s} \int_{0}^{t} F(x, y, s, t, \sigma, \eta, u(\sigma, \eta)) d \sigma d \eta\right] d t d s$
where all the function are continuous on their respective domains of their definitions and

$$
\begin{array}{r}
|k(x, y)| \leq p(x, y) \\
|G(s, t, u)| \leq a(s, t) u(s, t) \\
|F(s, t, \sigma, \eta, u(\sigma, \eta))| \leq b(s, t, \sigma, \eta) u(\sigma, \eta) \tag{3.4}
\end{array}
$$

for $x \geq 0, y \geq 0$ where $a, b, p, \alpha, \beta$ are as in Theorem 2.1 using the equations (3.2)(3.4) in the equation (3.1) then applying Theorem 2.1, we obtain the bound on the solution $u(x, y)$ to the equation (3.1).

In addition to this, in order to provide explicit bounds on the solution to partial differential equations of the form $u_{x y}=G(x, y, \alpha(s), \beta(y), u)$, one can use the integral inequalities which are obtain in Theorems 2.1 and 2.2.

## 4. Concluding Remarks

In concluding this paper, we have established some new generalized Pachpatte-type inequalities. As it can be seen from the present application, the results established are useful in researching both qualitative and quantitative properties for solutions to certain fractional order differential equations.
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Abstract. A graph $\Gamma$ is called an $n$-Cayley graph over a group $G$ if $\operatorname{Aut}(\Gamma)$ contains a semi-regular subgroup isomorphic to $G$ with $n$ orbits. In this paper, we review some recent results and future directions around the problem of computing the eigenvalues on $n$-Cayley graphs.
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## 1. Introduction

The spectrum of a graph is one of the most important algebraic invariants as it is known that numerous proofs in graph theory depend on the spectrum of graphs. In particular, eigenvalues of Cayley graphs have attracted increasing attention due to their prominent roles in algebraic graph theory and applications in many areas such as expanders, chemical graph theory, quantum computing, etc [21]. This paper is a survey of the literature on the eigenvalues of graphs having a semi-regular of subgroup of their automorphism groups.

A digraph $\Gamma$ is a pair $(V, E)$ of vertices $V$ and edges $E$ where $E \subseteq V \times V$. A graph is a digraph with no edges of the form $(\alpha, \alpha)$ and with the property that $(\alpha, \beta) \in E$ implies $(\beta, \alpha) \in E$. The set of all permutations of $V$ which preserve the adjacency structure of $\Gamma$ is called the automorphism group of $\Gamma$; it is denoted by Aut $(\Gamma)$. In this paper all digraphs have no loops. For the most part our notation and terminology are standard and mainly taken from [9] (for graph theory) and [16] (for representation theory of finite groups). For the graph-theoretic and group-theoretic terminology not defined here we refer the reader to $[9,16]$.

Let $\Gamma$ be a (di)graph with $n$ vertices. The adjacency matrix of $A$ of $\Gamma$ is an $n \times n$ matrix with $i j$-entry equal to 1 if $i$ th and $j$ th vertices are adjacent and 0 otherwise. The spectrum of a graph is the multi-set of eigenvalues of its adjacency matrix. It

[^10]is known that numerous proofs in graph theory depend on the spectrum of graphs and the spectrum of a graph is one of the most important algebraic invariants [9].

Let $G$ be a group and $S$ be a subset of $G$ not containing the identity element of $G$. The Cayley (di)graph of $G$ with respect to $S$ is a graph with a vertex set $G$ where $(g, h)$ is an arc whenever $h g^{-1} \in S$. A large number of results on spectra of Cayley graphs have been produced over the last more than four decades. For a survey of the literature on eigenvalues of Cayley graphs and their applications see [21].

By a theorem of Sabidussi [26], a (di)graph $\Gamma$ is a Cayley graph over a group $G$ if $\operatorname{Aut}(\Gamma)$ contains a regular subgroup of $\operatorname{Aut}(\Gamma)$ isomorphic to $G$. As a generalization, a (di)graph $\Gamma$ is called an $n$-Cayley (di)graph over a group $G$ if there exists a semiregular subgroup of $\operatorname{Aut}(\Gamma)$ isomorphic to $G$ with $n$ orbits (of equal size). Since every regular subgroup is a transitive semi-regular subgroup, every Cayley (di)graphs is a 1-Cayley (di)graph. Also a Cayley graph over a finite group $G$ having a subgroup $H$ of index $n$ is an $n$-Cayley graph over $H$ [1, Lemma 8]. $n$-Cayley graphs over cyclic groups are called $n$-circulant. In particular 2-Cayley and 3-Cayley graphs over cyclic groups are called bicirculant and tricirculant graphs [24], respectively. Unlike Cayley graphs, in general $n$-Cayley graphs are not vertex-transitive for $n \geq 2$. Furthermore, there are vertex-transitive $n$-Cayley graphs which are not Cayley graphs such as generalized Petersen graphs. Undirected and loop-free 2-Cayley graphs are called, by some authors, semi-Cayley graphs [25,3] and also bi-Cayley graphs [17]. In this paper, we follow [25] to use the term semi-Cayley.
$n$-Cayley graphs, in particular when $n=2$ or $n=3$, have played an important role in many classical fields of graph theory, such as strongly regular graphs [19, 22, $23,24,25]$, automorphisms [ $2,15,28$ ], isomorphisms [3, 5], symmetry properties of graphs $[10,11,20]$ and the spectrum of graphs $[1,4,8,12,13]$. In this paper, we review recent results and future directions of some problems related to the spectrum of $n$-Cayley graphs.

## 2. Presentation of $n$-Cayley graphs

Recall that a (di)graph $\Gamma$ is called an $n$-Cayley graph over a group $G$ if $\operatorname{Aut}(\Gamma)$ contains a semi-regular subgroup isomorphic to $G$ with $n$ orbits (of equal size). It is proved that every $n$-Cayley graph over a group $G$ can be presented by suitable $n^{2}$ subsets of $G$ :

Lemma 2.1. ([1, Lemma 2]) A digraph $\Gamma$ is $n$-Cayley digraph over $G$ if and only if there exist subsets $T_{i j}$ of $G$, where $1 \leq i, j \leq n$, such that $\Gamma$ is isomorphic to a digraph $X$ with vertex set $G \times\{1,2, \ldots, n\}$ and edge set

$$
E(X)=\bigcup_{1 \leq i, j \leq n}\left\{((g, i),(t g, j)) \mid g \in G \text { and } t \in T_{i j}\right\} .
$$

By Lemma 2.1, an $n$-Cayley (di)graph is characterized by a group $G$ and $n^{2}$ subsets $T_{i j}$ of $G$ (some subsets may be empty). So we denote an $n$-Cayley (di)graph
with respect to $n^{2}$ subsets $T_{i j}$ by $\Gamma=\operatorname{Cay}\left(G ; T_{i j} \mid 1 \leq i, j \leq n\right)$. It is easy to see that $\operatorname{Cay}\left(G ; T_{i j} \mid 1 \leq i, j \leq n\right)$ is undirected if and only if $T_{i j}^{-1}=T_{j i}$ for all $1 \leq i, j \leq n$. Also it is loop-free if $1 \notin T_{i i}$ for all $1 \leq i \leq n$. Let $\Gamma$ be a 2-Cayley graph which is undirected and loop-free. Then there exist three subsets $R=T_{11}$, $L=T_{22}, S=T_{12}$ and $T_{21}=S^{-1}$ of $G$ such that $R=R^{-1}, L=L^{-1}$ and $1 \notin R \cup L$ and $\Gamma=\operatorname{Cay}\left(G ; T_{i j} \mid 1 \leq i, j \leq 2\right)$. We denote this graph with $\operatorname{SC}(G ; R, L, S)$ and call it semi-Cayley graph. In the case $R=L=\emptyset$, we denote it by $\operatorname{BCay}(G ; S)$ and call it bi-Cayley graph.

There are a lot of examples of $n$-Cayley graphs, $n \geq 2$. Here we provide some.
Example 2.1. Let $P$ be the Petersen graph. Then $P=\operatorname{SC}(G ; R, L, S)$, where $G=\langle a\rangle \cong$ $\mathbb{Z}_{5}, R=\left\{a, a^{4}\right\}, L=\left\{a^{2}, a^{3}\right\}$ and $S=\{1\}$.

Example 2.2. ([1, Lemma 8]) Let $\Gamma=\operatorname{Cay}(G, S)$ be a Cayley (di)graph. Suppose that there exists a subgroup $H$ of $G$ with index $n$. If $\left\{t_{1}, \ldots, t_{n}\right\}$ is a left transversal to $H$ in $G$, then $\Gamma \cong \operatorname{Cay}\left(H, T_{i j} \mid 1 \leq i, j \leq n\right)$, where $T_{i j}=\left\{h \in H \mid t_{j}^{-1} h t_{i} \in S\right\}=H \cap t_{j} S t_{i}^{-1}$.

Example 2.3. The $I$-graph $I(n, j, k)$ is a cubic graph of order $2 n$ with vertex set $\left\{u_{i}, v_{i} \mid\right.$ $0 \leq i \leq n-1\}$ and edge set $\left\{u_{i} u_{i+j}, u_{i} v_{i}, v_{i} v_{i+k}\right\}$. Graphs $I(n, 1, k)$ are called generalized Petersen graphs. It is easy to see that $I(n, j, k)=\operatorname{SC}(G ; R, L, S)$, where $G=\langle a\rangle \cong \mathbb{Z}_{n}$, $R=\left\{a^{j}, a^{-j}\right\}, L=\left\{a^{k}, a^{-k}\right\}$ and $S=\{1\}$.

Example 2.4. Let $R W(n, j, k)$ be a Rose Window graph, for the definition of graph see [18]. $R W(n, j, k)$ is a 4 -valent bicirculant graph isomorphic to $\operatorname{SC}(G ; R, L, S)$, where $G=\langle a\rangle \cong \mathbb{Z}_{n}, R=\left\{a, a^{-1}\right\}, L=\left\{a^{j}, a^{-j}\right\}$ and $S=\left\{1, a^{k}\right\}$.

Example 2.5. For given natural numbers $n \geq 3$ and $1 \leq r, j, k \leq n-1$, with $j \neq n / 2$ and $r \neq k$, the Tabačjn graph $T(n, r, k, j)$ is a pentavalent graph with vertex set $\left\{x_{i} \mid i \in\right.$ $\left.\mathbb{Z}_{n}\right\} \cup\left\{y_{i} \mid i \in \mathbb{Z}_{n}\right\}$ and edge set

$$
\left\{x_{i} x_{i+1} \mid i \in \mathbb{Z}_{n}\right\} \cup\left\{y_{i} y_{i+j} \mid i \in \mathbb{Z}_{n}\right\} \cup\left\{x_{i} y_{i+r} \mid i \in \mathbb{Z}_{n}\right\} \cup\left\{x_{i} y_{i+k} \mid i \in \mathbb{Z}_{n}\right\} .
$$

It is easy to see that $T(n, r, k, j)=\Gamma \cong \operatorname{SC}(G ; R, L, S)$, where $G=\langle a\rangle \cong \mathbb{Z}_{n}, R=\left\{a, a^{-1}\right\}$, $L=\left\{a^{j}, a^{-j}\right\}$ and $S=\left\{1, a^{r}, a^{k}\right\}$.

Example 2.6. Let $K_{r, r, \ldots, r}$ be the $n$-partite complete graph. Then $K_{r, r, \ldots, r}=\operatorname{Cay}\left(G ; T_{i j}\right.$ $1 \leq i, j \leq n$ ), where $G$ is a finite group of order $r$, and for all $1 \leq i, j \leq n$ where $j \neq i$, $T_{i i}=\varnothing$ and $T_{i j}=G$.

## 3. Eigenvalues of $n$-Cayley (di)graphs

In 2007, the spectrum of bi-Cayley graphs over finite abelian groups computed in [29]:

Theorem 3.1. Let $\Gamma=\operatorname{BCay}(G, S)$ be a bi-Cayley graph over finite abelian group $G=\mathbb{Z}_{n_{1}} \times \ldots \times \mathbb{Z}_{n_{t}}$ with respect to $S$. Then eigenvalues of $\Gamma$ are

$$
\pm\left|\sum_{\left(i_{1}, \ldots, i_{t}\right) \in S} \omega_{n_{1}}^{r_{1} i_{1}} \ldots \omega_{n_{t}}^{r_{t} i_{t}}\right|, \quad r_{j}=0, \ldots, n_{j}-1, \quad j=1, \ldots, t
$$

In 2010, Gao and Luo improved Theorem 3.1. They studied the spectrum of semi-Cayley graphs over finite abelian groups. Using matrix theory, they derived a formula of the spectrum of semi-Cayley graphs over finite abelian groups:

Theorem 3.2. ([12, Theorem 3.2]) Let $\Gamma=\mathrm{SC}(G ; R, L, S)$ be a semi-Cayley graph over a finite abelian group $G=\mathbb{Z}_{n_{1}} \times \ldots \times \mathbb{Z}_{n_{t}}$. Then $\Gamma$ has eigenvalues

$$
\frac{\lambda_{r_{1} \ldots r_{t}}^{R}+\lambda_{r_{1} \ldots r_{t}}^{R} \pm \sqrt{\left(\lambda_{r_{1} \ldots r_{t}}^{R}-\lambda_{r_{1} \ldots r_{t}}^{L}\right)^{2}+4\left|\lambda_{r_{1} \ldots r_{t}}^{S}\right|^{2}}}{2}
$$

$r_{j}=0, \ldots, n_{j}-1, j=1, \ldots$, , where $\lambda_{r_{1} \ldots r_{t}}^{X}=\sum_{\left(i_{1}, \ldots, i_{t}\right) \in X} \omega_{n_{1}}^{r_{1} i_{1}} \ldots \omega_{n_{t}}^{r_{t} i_{t}}$ and $\omega_{n}$ is the primitive nth root of unity.

Also the spectrum of a bi-Cayley graph of an arbitrary group with respects to a normal subset computed in [6, Theorem 2.1], a generalization of Theorem 3.1. In 2013, Theorem 3.2 extended to $n$-Cayley graphs, $n \geq 2$, over arbitrary groups by Arezoomand and Taeri in [1] using representation theory of finite groups. Let us recall some definitions of the latter paper. Let $G$ be a finite group and $\mathbb{C}[G]$ be the complex vector space of dimension $|G|$ with basis $\left\{e_{g} \mid g \in G\right\}$. We identify $\mathbb{C}[G]$ with the vector space of all complex-valued functions on $G$. Thus a function $\varphi: G \rightarrow \mathbb{C}$ corresponds to the vector $\varphi=\sum_{g \in G} \varphi(g) e_{g}$ and vice versa. In particular, the vector $e_{g}$, where $g \in G$, of the standard basis corresponds to the function $e_{g}$, where

$$
e_{g}(h)= \begin{cases}1 & h=g \\ 0 & h \neq g\end{cases}
$$

The (left) regular representation $\rho_{\mathrm{reg}}$ of $G$ on $\mathbb{C}[G]$ is defined by its action on the basis $\left\{e_{h} \mid h \in G\right\}$; that is for all $g, h \in G, \rho_{\mathrm{reg}}(g) e_{h}=e_{g h}$. Let $\operatorname{Irr}(G)=$ $\left\{\rho_{1}, \ldots, \rho_{m}\right\}$ be the set of all irreducible inequivalent $\mathbb{C}$-representations of $G$ and $d_{k}$ be the degree of $\rho_{k}, k=1, \ldots, m$. Let $e_{g}^{i}$ be the $1 \times n|G|$ vector with $n$ blocks, where $i$ th block is $e_{g}$, as defined, and other blocks are $0_{1 \times|G|}$ vectors. Let $V$ be the vector space with basis $\left\{e_{g}^{i} \mid g \in G, 1 \leq i \leq n\right\}$. Clearly $V \cong \underbrace{\mathbb{C}[G] \oplus \mathbb{C}[G] \oplus \cdots \oplus \mathbb{C}[G]}_{n \text {-times }}$, as $\mathbb{C}[G]=\left\langle e_{g} \mid g \in G\right\rangle$. So $\operatorname{dim}_{\mathbb{C}} V=n \operatorname{dim}_{\mathbb{C}} \mathbb{C}[G]=n|G|$. Let $\Gamma=\operatorname{Cay}\left(G ; T_{i j} \mid 1 \leq\right.$ $i, j \leq n)$ and $A=\left[a_{(g, i)(h, j)}\right]_{g, h \in G, 1 \leq i, j \leq n}$ be the adjacency matrix of $\Gamma$. Viewing $A$ as the linear map

$$
\begin{aligned}
& A: V \rightarrow V \\
& \quad e_{g}^{i} \mapsto \sum_{j=1}^{n} \sum_{h \in G} a_{(h, j)(g, i)} e_{h}^{j}, \quad 1 \leq i \leq n, g \in G,
\end{aligned}
$$

it is proved that:
Theorem 3.3. ([1, Theorem 6]) Let $\Gamma=\operatorname{Cay}\left(G ; T_{i j} \mid 1 \leq i, j \leq n\right)$ be an n-Cayley digraph over a finite group $G$ and $\operatorname{Irr}(G)=\left\{\rho_{1}, \ldots, \rho_{m}\right\}$. For each $l \in\{1, \ldots, m\}$,
we define $n d_{l} \times n d_{l}$ block matrix $A_{l}:=\left[A_{i j}^{(l)}\right]$, where $A_{i j}^{(l)}=\sum_{t \in T_{j i}} \rho^{(l)}(t)$. Let $\chi_{A_{l}}(\lambda)$ and $\chi_{A}(\lambda)$ be the characteristic polynomial of $A_{l}$ and $A$, respectively. Then $\chi_{A}(\lambda)=\prod_{l=1}^{m} \chi_{A_{l}}(\lambda)^{d_{l}}$.

Example 3.1. ([7, Corollary 2.3]) The eigenvalues of $I(n, j, k)$ are

$$
\cos (2 l j \pi / n)+\cos (2 l k \pi / n) \pm \sqrt{(\cos (2 l j \pi / n)-\cos (2 l k \pi / n))^{2}+1}, \quad l=0, \ldots, n-1
$$

Example 3.2. ([7, Corollary 2.4]) The eigenvalues of $R W(n, j, k)$ are
$\cos (2 l \pi / n)+\cos (2 l j \pi / n) \pm \sqrt{(\cos (2 l \pi / n)-\cos (2 l j \pi / n))^{2}+2+2 \cos (2 l k \pi / n)}, \quad l=0, \ldots, n-1$.
Example 3.3. ([7, Corollary 2.5]) The eigenvalues of $T(n, r, k, j)$ are

$$
\cos (2 l \pi / n)+\cos (2 l j \pi / n) \pm \sqrt{(\cos (2 l \pi / n)-\cos (2 l j \pi / n))^{2}+\alpha_{l}}, \quad l=0, \ldots, n-1
$$

where $\alpha_{l}=3+2(\cos (2 \pi l r / n)+\cos (2 \pi l k / n)+\cos (2 \pi l(r-k) / n))$.
Since any Cayley graph over a group $G$ is a 1-Cayley graph over $G$, as a direct consequence of Theorem 3.3, we can reprove the following result which is proved in [27]:

Corollary 3.1. Let $\Gamma=\operatorname{Cay}(G, S)$ be a Cayley digraph over a finite group $G$ with irreducible matrix representations $\varrho^{(1)}, \ldots, \varrho^{(m)}$. Let $d_{l}$ be the degree of $\varrho^{(l)}$. For each $l \in\{1, \ldots, m\}$, define a $d_{l} \times d_{l}$ block matrix $A_{l}:=\left[A_{S}^{(l)}\right]$, where $A_{S}^{(l)}=$ $\sum_{s \in S} \varrho^{(l)}(s)$. Let $\chi_{A_{l}}(\lambda)$ and $\chi_{A}(\lambda)$ be the characteristic polynomial of $A_{l}$ and $A$, the adjacency matrix of $\Gamma$, respectively. Then $\chi_{A}(\lambda)=\Pi_{l=1}^{m} \chi_{A_{l}}(\lambda)^{d_{l}}$.

Let $G$ be a finite abelian group. Then by [16, Theorem 9.8], putting $n=2$ in Theorem 3.3, Theorem 3.2 directly follows. Also Theorems 4.6 and 4.3 of [12] improved in [1]:

Corollary 3.2. ([1, Corollary 9]) Let $\Gamma=\operatorname{Cay}(G, S)$ be a Cayley digraph, $H=\langle a\rangle$ a cyclic subgroup of $G$ of order $n$ and of index 2 with left transversal $\left\{t_{1}, t_{2}\right\}$. Then the characteristic polynomial of the adjacency matrix of $\Gamma$ is $\chi_{A}(\lambda)=\Pi_{k=0}^{n-1}(\lambda-$ $\left.\lambda_{k}^{+}\right)\left(\lambda-\lambda_{k}^{-}\right)$, where

$$
\begin{array}{r}
\lambda_{k}^{+}=\frac{\lambda_{k}^{11}+\lambda_{k}^{22}+\sqrt{\left(\lambda_{k}^{11}-\lambda_{k}^{22}\right)^{2}+4 \lambda_{k}^{12} \lambda_{k}^{21}}}{2}, \\
\lambda_{k}^{-}=\frac{\lambda_{k}^{11}+\lambda_{k}^{22}-\sqrt{\left(\lambda_{k}^{11}-\lambda_{k}^{22}\right)^{2}+4 \lambda_{k}^{12} \lambda_{k}^{21}}}{2}, \\
\lambda_{k}^{i j}=\sum_{t \in T_{j i}} \omega_{n}^{k t} \text { and } T_{i j}=\left\{t \mid 0 \leq t \leq n-1, a^{t} \in t_{j} S t_{i}^{-1}\right\} .
\end{array}
$$

Let $\Gamma$ be a $k$-regular graph with $n$ vertices and adjacency matrix $A$ and $A^{c}$ be the adjacency matrix of the complement of $\Gamma$. Then $(\lambda+k+1) \chi_{A^{c}}(\lambda)=$ $(-1)^{n}(\lambda-n+k+1) \chi_{A}(-\lambda-1)$, see [9, p. 20]. Despite of Cayley graphs, $n$-Cayley graphs $n \geq 2$, are not necessarily regular, but we have a similar relation between the characteristic polynomials of any $n$-Cayley graph and its complement which is given in the next theorem:

Theorem 3.4. ([1, Theorem 10]) Let $\Gamma=\operatorname{Cay}\left(G, T_{i j} \mid 1 \leq i, j \leq n\right)$ be an $n$ Cayley graph over a finite group $G, n \geq 1$. Let $\Gamma^{c}$ be the complement of $\Gamma$ with adjacency matrix $A^{c}$. Then the characteristic polynomials of $\Gamma$ and $\Gamma^{c}$ are related with the following equation:

$$
\chi_{B_{1}}(\lambda) \chi_{A}(-\lambda-1)=(-1)^{|G|-1} \chi_{A_{1}}(-\lambda-1) \chi_{A^{c}}(\lambda),
$$

where $B_{1}=|G| J-I_{n}-A_{1}, J$ is the all ones matrix of degree $n$, and $A_{1}=$ $\left[\left|T_{j i}\right|\right]_{1 \leq i, j \leq n}$.

An eigenvector of the adjacency matrix of a graph $\Gamma$ is said to be main eigenvector if it is not orthogonal to the all ones vector $\mathbf{j}$. An eigenvalue of a graph $\Gamma$ is said to be a main eigenvalue if it has a main eigenvector. By Perron-Frobenius Theorem, the largest eigenvalue of a graph is a main eigenvalue. It is also well known that a graph is regular if and only if it has exactly one main eigenvalue. So for every Cayley graph $\Gamma=\operatorname{Cay}(G, S),|S|$ is the only main eigenvalue of $\Gamma$. Since $n$-Cayley graphs, for $n \geq 2$ are not necessarily regular, determining the main eigenvalues of these graphs seems to be important. This problems reduced to determining main eigenvalues of the matrix $A_{1}$ :

Theorem 3.5. ([1, Corollary 12]) Let $\Gamma=\operatorname{Cay}\left(G, T_{i j} \mid 1 \leq i, j \leq n\right)$ be an $n$ Cayley graph over a finite group $G$ and $n \geq 2$. The main eigenvalues of $\Gamma$ is equal to main eigenvalues of the matrix $A_{1}=\left[\left|T_{j i}\right|\right]_{1 \leq i, j \leq n}$.

## 4. Integrality of $n$-Cayley graphs

A graph $\Gamma$ is called integral if all eigenvalues of the adjacency matrix of $\Gamma$ are integers. The concept of integral graphs was first defined by Harary and Schwenk [14]. During the last forty years many mathematicians have tried to construct and classify some special classes of integral graphs including Cayley graphs(for a survey see [21]). It seems that integral graphs are very rare and determining all the integral $n$-Cayley graphs, even for $n=2$, is difficult. It is easy to construct integral semi-Cayley graphs over finite abelian groups, as the following corollary shows:

Corollary 4.1. ([12, Corollary 3.5]) Let $\Gamma=\operatorname{SC}(G ; R, R, S)$ be a semi-Cayley graph over a finite abelian group $G$. If $\operatorname{Cay}(G, R)$ and $\operatorname{Cay}(G, S)$ are integral then $\Gamma$ is integral.

The study of integrality of bi-Cayley graphs started by Arezoomand and Taeri in 2015:

Theorem 4.1. ([4, Corollary 3.10]) Every bi-Cayley graph of a finite group $G$ is integral if and only if $G$ is isomorphic to one of the groups $\mathbb{Z}_{2}^{k}, k \geq 1, \mathbb{Z}_{3}$ or $S_{3}$.

Also finite groups admitting a connected cubic integral bi-Cayley graph determined in the following theorem:

Theorem 4.2. ([8, Theorem A]) A finite group $G$ admits a connected cubic integral bi-Cayley graph if and only if $G$ is isomorphic to one of the groups

$$
\mathbb{Z}_{2}^{2}, \mathbb{Z}_{3}, \mathbb{Z}_{4}, \mathbb{Z}_{6}, \mathbb{Z}_{2} \times \mathbb{Z}_{6}, S_{3}, A_{4}, \text { Dic } c_{12}
$$

The following questions naturally arise:
Problem 4.1. Determine finite groups admitting a connected $k$-regular, $k \geq 4$, bi-Cayley graphs.

Problem 4.2. Let $\Gamma=\operatorname{BCay}(G, S)$. In what conditions on $S$, is $\Gamma$ an integral?
Problem 4.3. Determine finite groups in which all bi-Cayley graphs over them of the valency at most $k \geq 2$ are integral.

Problem 4.4. Let $\Gamma=\operatorname{SC}(G ; R, L, S)$ be a semi-Cayley graph over a group $G$. In what conditions on $R, L$ and $S$ is $\Gamma$ an integral?

## 5. Laplacian and signless Laplacian eigenvalues of $n$-Cayley graphs

Let $\Gamma$ be a graph with vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$. Recall that the adjacency matrix of $\Gamma$ is an $n \times n$ matrix $A=\left[a_{i j}\right]$, where $a_{i j}=1$ whenever $v_{i}$ and $v_{j}$ are adjacent and $a_{i j}=0$, otherwise. The degree matrix of $\Gamma$ is a diagonal $n \times n$ matrix $D=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$, where $d_{i}$ is the number of vertices adjacent to $v_{i}$. The matrices $L=D-A$ and $Q=D+A$ are called Laplacian and signless Laplacian matrices of $\Gamma$, respectively. The characteristic polynomial of an $n \times n$ matrix $X$ is $\operatorname{det}\left(\lambda I_{n}-X\right)$, where $I_{n}$ is the $n \times n$ identity matrix and the roots of this polynomial are called eigenvalues of $X$. In this paper, the Laplacian eigenvalues and signless Laplacian eigenvalues of a graph $\Gamma$ are eigenvalues of Laplacian and signless Laplacian matrices of $\Gamma$, respectively.

In 2015, the Laplacian and signless Laplacian spectrum of semi-Cayley graphs over abelian groups computed:

Theorem 5.1. ([13, Theorem 1]) Let $\Gamma=\mathrm{SC}(G ; R, L, S)$ be a semi-Cayley graph over a finite abelian group $G=\mathbb{Z}_{n_{1}} \times \ldots \times \mathbb{Z}_{n_{t}}$. Then $\Gamma$ has Laplacian eigenvalues (resp. signless Laplacian eigenvalues)

$$
\frac{\mu_{r_{1} \ldots r_{t}}^{R}+\mu_{r_{1} \ldots r_{t}}^{L}+2|S| \pm \sqrt{\left(\mu_{r_{1} \ldots r_{t}}^{R}-\mu_{r_{1} \ldots r_{t}}^{L}\right)^{2}+4\left|\lambda_{r_{1} \ldots r_{t}}^{S}\right|^{2}}}{2}
$$

$r_{j}=0, \ldots, n_{j}-1, j=1, \ldots, t$, where $\lambda_{r_{1} \ldots r_{t}}^{S}$ are eigenvalues of $\operatorname{Cay}(G, S)$, and $\mu_{r_{1} \ldots r_{t}}^{R}, \mu_{r_{1} \ldots r_{t}}^{L}$ are the Laplacian (resp. signless Laplacian) eigenvalues of Cay $(G, R)$ and $\operatorname{Cay}(G, L)$, respectively.

The $n$-sunlet graph on $2 n$ vertices is obtained by attaching $n$ pendant edges to the cycle $C_{n}$. It is easy to see that $\Gamma=\operatorname{SC}(G, R, S, T)$, where $G=\langle a\rangle \cong \mathbb{Z}_{n}$, $R=\left\{a, a^{-1}\right\}, S=\varnothing$ and $T=\{1\}$.

Example 5.1. Let $\Gamma$ be an $n$-sunlet graph. Then
(1) Lpalcian eigenvalues of $\Gamma$ are

$$
2-\cos \frac{2 \pi l}{n} \pm \sqrt{\left(1-\cos \frac{2 \pi l}{n}\right)^{2}+1}
$$

where $l=0, \ldots, n-1$.
(2) signless Laplacian eigenvalues of $\Gamma$ are

$$
2+\cos \frac{2 \pi l}{n} \pm \sqrt{\left(1+\cos \frac{2 \pi l}{n}\right)^{2}+1}
$$

where $l=0, \ldots, n-1$.
As a corollary, one can construct semi-Cayley graphs with an integral Laplacian and signless Laplacian spectrum:

Corollary 5.1. ([13, Corollary 4.6]) Let $\Gamma=\operatorname{SC}(G ; R, R, S)$ be a semi-Cayley graph over a finite abelian group $G$. If $\operatorname{Cay}(G, R)$ and $\operatorname{Cay}(G, S)$ are integral graphs then $\Gamma$ is a Laplacian and signless Laplacian integral graph.

We end the paper with some open problems:
Problem 5.1. Determine the Laplacian and signless Laplacian eigenvalues of semiCayley graphs over non-abelian groups. Also do this for $n$-Cayley graphs when $n \geq 3$.

Problem 5.2. In what conditions on $R, L$ and $S, \mathrm{SC}(G ; R, L, S)$ is Laplacian (and signless Laplacian) an integral?
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#### Abstract

In this paper, we show that the following simple groups are uniquely determined by their orders and vanishing element orders: $A_{p-1}(2)$, where $p \neq 3,{ }^{2} D_{p+1}(2)$, where $p \geq 5, p \neq 2^{m}-1, A_{p}(2), C_{p}(2), D_{p}(2), D_{p+1}(2)$ which for all of them $p$ is an odd prime and $2^{p}-1$ is a Mersenne prime. Also, ${ }^{2} D_{n}(2)$ where $2^{n-1}+1$ is a Fermat prime and $n>3,{ }^{2} D_{n}(2)$ and $C_{n}(2)$ where $2^{n}+1$ is a Fermat prime. Then we give an almost general result to recognize the non-solvability of finite group $H$ by an analogy between orders and vanishing element orders of $H$ and a finite simple group of Lie type. Keywords: simple groups; Mersenne prime; Fermat prime; Lie group.
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## 1. Introduction

Throughout this paper $G$ and $H$ are two finite groups. Let $X$ be a finite set of positive integers. The prime graph $\Pi(X)$ is a graph whose vertices are the prime divisors of elements of $X$, and two distinct vertices $p$ and $q$ are adjacent if there exists an element of $X$ divisible by $p q$. For a finite group $G$, we denote by $\omega(G)$, the set of element orders of $G$. The prime graph $\Pi(\omega(G))$ is denoted by $G K(G)$ and is called the Gruenberg-Kegel graph of $G$. Here, $s(G)$ denotes the number of connected components of $G K(G)$. For the group $G$, we denote by $\rho(G)$ some independence sets in $G K(G)$ with maximal number of vertices and put $t(G)=|\rho(G)|$, independence number of $G K(G) . g \in G$ is called a vanishing element of $G$ if $\chi(g)=0$ for some $\chi \in \operatorname{Irr}(G)$. Let us denote by $\operatorname{Van}(G)$ and $\operatorname{vo}(G)$ the set of all vanishing elements

[^11]and the set of vanishing element orders of $G$, respectively. Also the prime graph $\Pi(\operatorname{vo}(G))$ is denoted by $\Gamma(G)$ and is called the vanishing prime graph of $G$.

If $n$ is a natural number and $\pi$ is a set of primes, then we denote the set of all prime divisors of $n$ by $\pi(n)$, and the maximal divisor $t$ of $n$ such that $\pi(t) \subseteq \pi$ by $n_{\pi}$. If $\pi(G)$ is the set of prime divisors of $|G|$, then $\pi_{i}(G)=\pi\left(m_{i}\right)$ for some positive integers $m_{i}, 1 \leq i \leq t$, such that $|G|=m_{1} m_{2} \cdots m_{t}$ and $t=s(G)$. Also for any group with even order, $2 \in \pi_{1}(G)$. We set $O C(G)=\left\{m_{1}, \cdots, m_{t}\right\}$ and call the set of order components of $G$. A finite simple group $G$ is said characterizable by its order components, if $G \cong H$ for each finite group $H$ such that $O C(G)=O C(H)$. Some authors have proved that some non-abelian simple groups are recognizable by their order components. We refer the reader to [23] to find a list of papers with the OC-characterizability criterion for some finite simple groups.

It was shown in [38] that if $G$ is a finite group such that $\operatorname{vo}(G)=\operatorname{vo}\left(A_{5}\right)$ then $G \cong A_{5}$. According to this result, M. Foroudi, A. Iranmanesh and F. Mavadatpour in [12] stated the conjecture as follows:

Conjecture 1.1. Let $G$ and $H$ be two groups with the same order. If $G$ is a non-abelian group and $\operatorname{vo}(G)=\operatorname{vo}(H)$, then $G \cong H$.

First, this conjecture was proved for $L_{2}(q)$, where $q \in\{5,7,8,9,17\}, L_{3}(4), A_{7}$, $S z(8)$ and $S z(32)$ in [12]. Then they proved this conjecture in [13] for finite simple $K_{n}$-groups with $n \in\{3,4\}$, sporadics, alternatatings and $L_{2}(p)$ where $p$ is an odd prime. In [24] it has been verified that the groups $S z(q)$ satisfy this conjecture, where $q=2^{2 n+1}$ and either $q-1, q-\sqrt{2 q}+1$ or $q+\sqrt{2 q}+1$ is a prime, and $F_{4}(q)$, where $q=2^{n}$ and either $q^{4}+1$ or $q^{4}-q^{2}+1$ is a prime. In this paper, we show that the above conjecture is valid for some families of simple groups of Lie type. Then we prove another result about non-solvability of some finite group using vanishing element orders. In fact, we prove the following theorems:

Theorem 1.1. Let $G$ and $H$ be two groups with the same order and $G$ be a simple group of Lie type $A_{p-1}(2)$ where $p \neq 3,{ }^{2} D_{p+1}(2)$, where $p \geq 5, p \neq 2^{m}-1, A_{p}(2)$, $C_{p}(2), D_{p}(2), D_{p+1}(2)$, which for all of them $p$ is an odd prime and $2^{p}-1$ is a Mersenne prime, ${ }^{2} D_{n}(2)$ where $2^{n-1}+1$ is a Fermat prime, ${ }^{2} D_{n}(2)$ and $C_{n}(2)$ where for the last two groups $2^{n}+1$ is a Fermat prime. If $\operatorname{vo}(G)=\operatorname{vo}(H)$, then $G \cong H$.

Theorem 1.2. Let $G$ and $H$ be two groups with the same order. Suppose $G$ is a simple group of Lie type with $s(G) \geq 2$ except $A_{2}(q)$, where $(q-1)_{3} \neq 3, q$ is a Mersenne prime, ${ }^{2} A_{2}(q)$, where $(q+1)_{3} \neq 3, q$ is a Fermat prime, $C_{2}(q)$ where $q>2$. If $\operatorname{vo}(G)=\operatorname{vo}(H)$, then $H$ is non-solvable.

## 2. Preliminaries

In this section, we state some results which will be of use to the proof of the main theorems.

Definition 2.1. A group $G$ is said to be a 2-Frobenius group if there exist two normal subgroups $F$ and $L$ of $G$ with the following properties: $L$ is a Frobenius group with kernel $F$, and $G / F$ is a Frobenius group with kernel $L / F$.

Recall that a Frobenius group with kernel $N$ and complement $H$ is a semidirect product $G=H \ltimes N$ such that $N$ is a normal subgroup in $G$, and $C_{N}(h)=1$ for every non-identity element $h$ of $H$. As is well-known, $N$ is the Fitting subgroup of G.

Definition 2.2. $G$ is a nearly 2 -Frobenius group if there exists two normal subgroups $F$ and $L$ of $G$ with the following properties: $F=F_{1} \times F_{2}$ is nilpotent, where $F_{1}$ and $F_{2}$ are normal subgroups of $G$, furthermore $G / F$ is a Frobenius group with kernel $L / F, G / F_{1}$ is a Frobenius group with kernel $L / F_{1}$, and $G / F_{2}$ is a 2-Frobenius group.

Lemma 2.1. [11]
(a) Let $G$ be a solvable Frobenius group with kernel $F$ and complement $H$. The graph $G K(G)$ has two connected components, whose vertex sets are $\pi_{1}=\pi(F)$ and $\pi_{2}=\pi(H)$, and which are both complete graphs.
(b) Let $G$ be a finite solvable group. Then $\Gamma(G)$ has at most two connected components. Moreover, if $\Gamma(G)$ is disconnected, then $G$ is either a Frobenius group or a nearly 2-Frobenius group.
(c) Let $G$ be a nearly 2-Frobenius group. If $\Gamma(G)$ is disconnected, then each connected component is a complete graph.
(d) Let $G$ be a solvable Frobenius group with kernel $F$ and complement $H$. If $F \cap \operatorname{Van}(G) \neq \varnothing$, then $\Gamma(G)=G K(G)$, and the otherwise $\Gamma(G)$ coincides with the connected component of $G K(G)$ with vertex set $\pi(H)$.

Lemma 2.2. [10] If $G$ is a finite non-abelian simple group, then $G K(G)=\Gamma(G)$, unless $G \cong A_{7}$.

Theorem 2.1. [13] Let $G$ be a finite group and let $M$ be a simple $K_{3}$-group or a $K_{4}$-group. If $|G|=|M|$ and $\operatorname{vo}(G)=\operatorname{vo}(M)$, then $G \cong M$.

Recall that a finite simple group $G$ is called a $K_{n}$-group if its order has exactly $n$ distinct prime divisors, where $n$ is a natural number.

Theorem 2.2. [36] Let $G$ be a finite simple group. Then all the connected components of $G K(G)$ are cliques if and only if $G$ is one of the following: $A_{5}, A_{6}, A_{7}$, $A_{9}, A_{12}, A_{13}, M_{11}, M_{22}, J_{1}, J_{2}, J_{3}, \mathrm{HS}, A_{1}(q)$, with $q>2, \mathrm{Sz}(q)$ with $q=2^{2 m+1}$, $C_{2}(q), G_{2}\left(3^{k}\right), A_{2}(q)$ where $q$ is a Mersenne prime, ${ }^{2} A_{2}(q)$ where $q$ is a Fermat prime, $A_{2}(4),{ }^{2} A_{2}(9),{ }^{2} A_{3}(3),{ }^{2} A_{5}(2), C_{3}(2), D_{4}(2),{ }^{3} D_{4}(2)$.

## 3. Main results

To prove Theorem 1.2, we adopt Table I by [14] of components of prime graphs of simple groups of Lie type over a field of even characteristics which in this table $p$ is an odd prime. In Table 1, $m_{2}$ coincides with the factor for primes in the second connected component. Table 2 shows $O C$-characterizable groups of Lie type with their prime graph having two connected components. We also use Tables 3 and 4 for the proof of Theorem 1.3. These tables were adopted from [37] and they show the independence number of prime graphs of finite simple groups of Lie type and. In Tables 3 and $4, n$ and $k$ are natural numbers. $[x]$ denotes the integral part of $x$. We assume that $G$ is a finite non-abelian simple group of Lie type over a field of characteristic $p$ and order $q$. We define the primitive prime divisor of $q^{m}-1$ by $r_{m}$. If $p$ is odd then we say that 2 is a primitive prime divisor of $q-1$ if $q \equiv 1(\bmod 4)$ and that 2 is a primitive prime divisor of $q^{2}-1$ if $q \equiv-1(\bmod 4)$.

The following lemma is a conclusion from some noteworthy properties of a simple group $G$ with $s(G)=2$ and the conditions of Conjecture 1.1.

Lemma 3.1. Let $G$ and $H$ be two groups with the same order. Suppose that $G$ is a non-abelian simple group with $s(G)=2$ and $G K(H)$ is disconnected. If $\operatorname{vo}(G)=\operatorname{vo}(H)$, then $O C(G)=O C(H)$.

Proof. The assumption $\operatorname{vo}(G)=\operatorname{vo}(H)$ and Lemma 2.2 imply $G K(G)=\Gamma(G)=$ $\Gamma(H)$. So the set of vertices of the vanishing prime graph of $H$ is equal to $\pi(H)$. Since $\Gamma(H) \leq G K(H)$, the prime graph of $H$ has two connected components. Let $O C(G)=\left\{m_{1}, m_{2}\right\}$ and $O C(H)=\left\{n_{1}, n_{2}\right\}$. It is sufficient to prove $m_{1}=n_{1}$. Assume $m_{1} \neq n_{1}$. Therefore, $\pi_{1}(G) \neq \pi_{1}(H)$. Without loss of generality, we suppose there is a prime $p$ in $\pi_{1}(G)$ such that $p \notin \pi_{1}(H)$. So $p \in \pi_{2}(H)$. The connectedness of components implies $\pi_{1}(G) \subseteq \pi_{2}(H)$, that is, $2 \in \pi_{2}(H)$, a contradiction. If $p$ is an isolated vertex, then $p=2$ because the order of $G$ is even. Therefore $2 \in \pi_{2}(H)$ which is impossible.

Before bringing forward the proof of Theorem 1.2, we recall that an irreducible character $\chi$ of group $G$ is called $p$-defect zero if $p \nmid|G| / \chi(1)$ where $p$ is a prime.

### 3.1. Proof of Theorem 1.2

First we show that $G K(H)$ is disconnected. According to Table 1, $s(G)=2$ and the second order component of $G$ are prime. From vo $(G)=\mathrm{vo}(H)$ and Lemma 2.2, we deduce $G K(G)=\Gamma(G)=\Gamma(H)$. The last equalities imply that $\Gamma(H)$ has a connected component with a single vertex $p$. On the other hand, $H$ has a vanishing $p$-element. Since characters of degree not divisible by some prime number $p$ never vanish on $p$-elements, it is then clear that $H$ has a $p$-defect zero character, namely $\chi$. We claim that $G K(H)$ is disconnected. We assume the assertion is false. Then there exists a non-vanishing element $x$ of order $p q$ in $H$ where $q \in \pi_{1}(G)$. Since any $p$-defect zero characters vanish on elements of order divisible by $p$, we observe
$\chi(x)=0$. It means that $\Gamma(H)$ is connected. This is a contradiction and hence $G K(G)$ is disconnected. Then by Lemma 3.1, $O C(G)=O C(H)$. According to Table 2, $G$ is an $O C$-characterizable group with $s(G)=2$ and therefore $G \cong H$.

Lemma 3.1 will be of use to show the validity of Conjecture 1.1 for more $O C$ characterizable simple groups of Lie type that we state as a general result.

Theorem 3.1. Let $G$ and $H$ be two groups with the same order. Suppose $G$ is an OC-characterizable simple group of Lie type with $s(G)=2$ and $G K(H)$ is disconnected. If $\operatorname{vo}(G)=\operatorname{vo}(H)$, then $G \cong H$.

In particular, the Conjecture 1.1 is valid for any group of Table 2 with a prime $m_{2}$.
Table 1: The prime graph components of the simple groups of Lie type over the field of even characteristic.

| Type | Factors for primes in $\pi_{1}$ | $m_{2}$ |
| :--- | :--- | :--- |
| $A_{p-1}(q),(p, q) \neq(3,2),(3,4)$ | $q, q^{i}-1,1 \leq i \leq p-1$ | $\frac{q^{p}-1}{(q-1)(q-1, p)}$ |
| $A_{p}(q), q-1 \mid p+1$ | $q, q^{p+1}-1, q^{i}-1,1 \leq i \leq p-1$ | $\frac{q^{p}-1}{q-1}$ |
| $C_{k}(q), k=2^{n}$ | $q, q^{k}-1, q^{2 i}-1,1 \leq i \leq k-1$ | $q^{k}+1$ |
| $C_{p}(q),(q-1, p)=1$ | $q, q^{p}+1, q^{2 i}-1,1 \leq i \leq p-1$ | $\frac{q^{p}-1}{q-1}$ |
| $D_{p}(q),(q-1, p)=1$ | $q, q^{2 i}-1,1 \leq i \leq p-1$ | $\frac{q^{p}-1}{q-1}$ |
| $D_{p+1}(2)$ | $2,2^{2 i}-1,1 \leq i \leq p-1$, | $2^{p}-1$ |
| ${ }^{2} A_{3}\left(2^{2}\right)$ | $2^{p}+1,2^{p+1}-1$ |  |
| ${ }^{2} A_{p-1}\left(q^{2}\right)$ | 2,3 | 5 |
| ${ }^{2} A_{p}\left(q^{2}\right), q+1 \mid p+1$ | $q, q^{i}-(-1)^{i}, 1 \leq i \leq p-1$ | $\frac{q^{p}+1}{(q+1)(q+1, p)}$ |
|  | $q, q^{p+1}-1, q^{i}-(-1)^{i}$, | $\frac{q^{p}+1}{q+1}$ |
| ${ }^{2} D_{k}(q), k=2^{n}, n \geq 2$ | $1 \leq i \leq p-1$ |  |
| ${ }^{2} D_{k+1}(2), k=2^{n}, n \geq 2$ | $q, q^{2 i}-1,1 \leq i \leq k-1$ | $q^{k}+1$ |
|  | $2,2^{2 i}-1,1 \leq i \leq k-1$, | $2^{k}+1$ |
| $G_{2}(q), q \equiv 1(\bmod 3)$ | $2^{k}-1,2^{k+1}+1$ |  |
| $G_{2}(q), q \equiv-1(\bmod 3)$ | $q, q^{2}-1, q^{3}-1$ | $q^{2}-q+1$ |
| ${ }^{3} D_{4}\left(q^{3}\right)$ | $q, q^{2}-1, q^{3}+1$ | $q^{2}+q+1$ |
| ${ }^{2} F_{4}(2)^{\prime}$ | $q, q^{6}-1$ | $q^{4}-q^{2}+1$ |
| $E_{6}(q), q \equiv 1(\bmod 3)$ | $2,3,5$ | 13 |
| $E_{6}(q), q \equiv 1(\bmod 3)$ | $q, q^{5}-1, q^{8}-1, q^{12}-1$ | $q^{6}+q^{3}+1$ |
| ${ }^{2} E_{6}\left(q^{2}\right), q \equiv-1(\bmod 3)$ | $q, q^{5}-1, q^{8}-1, q^{12}-1$ | $q^{6}+q^{3}+1$ |
| ${ }^{2} E_{6}\left(q^{2}\right), q \equiv 1(\bmod 3)$ | $q, q^{5}+1, q^{8}-1, q^{12}-1$ | $\frac{q^{6}-q^{3}+1}{q^{2}}$ |

Table 2: $O C$-characterizable simple groups of Lie type with their prime graphs having two connected components.

| $G$ | Restriction on $G$ | Reference |
| :---: | :---: | :---: |
| $A_{p-1}(q)$ | $p \neq 3, q \neq 2,4$ | $[16,15,26]$ |
| $A_{p}(q)$ | $(q-1) \mid(p+1)$ | $[8,34]$ |
| ${ }^{2} A_{p}(q)$ | $(q+1) \mid(p+1), p \neq 3,5, q \neq 2,3$ | $[29]$ |
| ${ }^{2} A_{p-1}(q)$ |  | $[18,19,20,30]$ |
| $B_{n}(q)$ | $n=2^{m} \geq 2$, | $[22,39,25,28]$ |
| $B_{p}(3)$ |  | $[7]$ |
| $C_{n}(q)$ | $n=2^{m} \geq 2$ | $[22,39,25,28]$ |
| $C_{p}(q)$ | $q=2,3$ | $[7]$ and Table 4 of $[23]$ |
| $D_{p}(5)$ | $p \geq 5, q=2,3,5$ | Table 4 of $[23]$ |
| $D_{p+1}(q)$ | $q=2,3$ | $[6]$ |
| ${ }^{2} D_{n}(q)$ | $n=2^{m}$ | $[27,31]$ |
| ${ }^{2} D_{n}(2)$ | $n=2^{m}+1, m \geq 2$ | $[9]$ |
| ${ }^{2} D_{p}(3)$ | $5 \leq p \neq 2^{m}+1$ | $[35,5]$ |
| ${ }^{2} D_{n}(3)$ | $n=2^{m}+1 \neq p, m \geq 2$ | $[4]$ |
| ${ }^{3} D_{4}(q)$ |  | $[3]$ |
| $E_{6}(q)$ |  | $[33]$ |
| ${ }^{2} E_{6}(q)$ | $q>2$ | $[32]$ |
| $F_{4}(q)$ | $q<a 1,17]$ |  |
| $G_{2}(q)$ | $2<q \equiv \varepsilon(\bmod 3), \varepsilon= \pm 1$ | $[1,2]$ |

### 3.2. Proof of Theorem 1.3

From $\operatorname{vo}(G)=\operatorname{vo}(H)$ and Lemma 2.2, we deduce that $G K(G)=\Gamma(G)=\Gamma(H)$. Since for a simple group $G$ with $s(G)>2$, non-solvability of $H$ is concluded from Lemma 2.1 (b), it is sufficient that we investigate the case $s(G)=2$. Let $H$ be a solvable group and $G$ be a simple group of Lie type with $s(G)=2$. Since $\Gamma(H)$ has two connected components, Lemma 2.1 (b) implies that $H$ is either a Frobenius group or a nearly 2 -Frobenius group. For both cases, using Lemma 2.1 (a), (b) and (c), $G K(G)$ has two clique connected components. So $G$ is the above mentioned simple group of Theorem 2.2. According to Tables 3 and 4 for simple groups of Lie type with $s(G)=2$ except $A_{2}(q)$, where $(q-1)_{3} \neq 3$ and $q$ is a Mersenne prime, ${ }^{2} A_{2}(q)$, where $(q+1)_{3} \neq 3$ and $q$ is a Fermat prime, $C_{2}(q)$ where $q>2,{ }^{2} A_{2}(9)$, $C_{3}(2), D_{4}(2)$ and ${ }^{3} D_{4}(2)$, we have $t(G) \geq 3$. Thus, if $p, q, r \in \rho(G)$, then at least two of them lie in a component such that they are non-adjacent, which is impossible. Now, if $G$ is one of the following groups: ${ }^{2} A_{2}(9), C_{3}(2), D_{4}(2)$ or ${ }^{3} D_{4}(2)$, then $G$ is a $K_{4}$-group and Theorem 2.1 implies $H \cong G$. Hence the desired conclusion holds.

Table 3: Independence number and set of finite simple classical groups of Lie type.

| $G$ | Condition | $t(G)$ | $\rho(G)$ |
| :---: | :---: | :---: | :---: |
| $A_{n-1}(q)$ | $\begin{aligned} & n=2, q>3 \\ & n=3,(q-1)_{3}=3 \text { and } q+1 \neq 2^{k} \\ & n=3,(q-1)_{3} \neq 3 \text { and } q+1 \neq 2^{k} \\ & n=3,(q-1)_{3}=3 \text { and } q+1=2^{k} \\ & n=3,(q-1)_{3} \neq 3 \text { and } q+1=2^{k} \\ & n=4 \\ & n=5,6, q=2 \\ & 7 \leq n \leq 11, q=2 \\ & n \geq 5 \text { and } q>2 \text { or } n \geq 12 \text { and } q=2 \end{aligned}$ | $\mathbf{3}$ <br> 4 <br> $\mathbf{3}$ <br> $\mathbf{3}$ <br> 2 <br> 3 <br> 3 <br> $\left[\frac{n-1}{2}\right]$ <br> $\left[\frac{n+1}{2}\right]$ | $\left.\begin{array}{c}\left\{p, r_{1}, r_{2}\right\} \\ \left\{p, 3, r_{2}, r_{3}\right\} \\ \left\{p, r_{2}, r_{3}\right\} \\ \left\{p, 3, r_{3}\right\} \\ \left\{p, r_{3}\right\} \\ \left\{p, r_{n-1}, r_{n}\right\} \\ \{5,7,31\} \\ \left\{r_{i} \mid i \neq 6,\left[\frac{n}{2}\right]<i \leq n\right\} \\ \left\{r_{i} \left\lvert\,\left[\frac{n}{2}\right]<i \leq n\right.\right\}\end{array}\right\}$ |
| ${ }^{2} A_{n-1}(q)$ | $\begin{aligned} & n=3, q \neq 2,(q+1)_{3}=3, \text { and } q-1 \neq 2^{k} \\ & n=3,(q+1)_{3} \neq 3 \text { and } q-1 \neq 2^{k} \\ & n=3,(q+1)_{3}=3 \text { and } q-1=2^{k} \\ & n=3,(q+1)_{3} \neq 3 \text { and } q-1=2^{k} \\ & n=4, q=2 \\ & n=4, q>2 \\ & n=5, q=2 \\ & n \geq 5 \text { and }(n, q) \neq(5,2) \end{aligned}$ | 4 4 3 3 2 2 3 3 $\left[\frac{n+1}{2}\right]$ | $\left\{p, 3, r_{1}, r_{6}\right\}$ $\left\{p, r_{1}, r_{6}\right\}$ $\left\{p, 3, r_{6}\right\}$ $\left\{p, r_{6}\right\}$ $\{2,5\}$ $\left\{p, r_{4}, r_{6}\right\}$ $\{2,5,11\}$ $\left\{r_{i / 2} \left\lvert\,\left[\frac{n}{2}\right]<i \leq n\right.\right.$, $i \equiv 2(\bmod 4)\} \cup$ $\left\{r_{2 i} \left\lvert\,\left[\frac{n}{2}\right]<i \leq n\right.\right.$, $i \equiv 1(\bmod 2)\} \cup$ $\left\{r_{i} \left\lvert\,\left[\frac{n}{2}\right]<i \leq n\right.\right.$, $i \equiv 0(\bmod 4)\}$ |
| $\begin{gathered} \hline B_{n}(q) \text { or } \\ C_{n}(q) \end{gathered}$ | $\begin{aligned} & n=2, q>2 \\ & n=3, q=2 \\ & n=4, q=2 \\ & n=5, q=2 \\ & n=6, q=2 \\ & n>2,(n, q) \neq(3,2),(4,2),(5,2),(6,2) \end{aligned}$ | $\begin{array}{\|c} \hline 2 \\ 2 \\ 3 \\ 4 \\ 5 \\ {\left[\frac{3 n+5}{4}\right]} \end{array}$ | $\left\{p, r_{4}\right\}$ $\{5,7\}$ $\{5,7,17\}$ $\{7,11,17,31\}$ $\{7,11,13,17,31\}$ $\left\{r_{2 i} \left\lvert\,\left[\frac{n+1}{2}\right] \leq i \leq n\right.\right\} \cup$ $\left\{r_{i} \left\lvert\, \frac{n}{2}\right.\right]<i \leq n$, $i \equiv 1(\bmod 2)\}$ |
| $D_{n}(q)$ | $\begin{aligned} & n=4 \text { and } q=2 \\ & n=5 \text { and } q=2 \\ & n=6 \text { and } q=2 \\ & n \geq 4, \\ & (n, q) \neq(4,2),(5,2),(6,2) \end{aligned}$ | $\begin{gathered} \hline 2 \\ 4 \\ 4 \\ {\left[\frac{3 n+1}{4}\right]} \end{gathered}$ | $\begin{gathered} \{5,7\} \\ \{5,7,17,31\} \\ \{7,11,17,31\} \\ \left\{r_{2 i} \left\lvert\,\left[\frac{n+1}{2}\right] \leq i<n\right.\right\} \cup \\ \left\{r_{i} \left\lvert\,\left[\frac{n}{2}\right]<i \leq n\right.,\right. \\ i \equiv 1(\bmod 2)\} \\ \left\{r_{2 i} \left\lvert\,\left[\frac{n+1}{2}\right] \leq i<n\right.\right\} \cup \\ \left\{r_{i} \left\lvert\,\left[\frac{n}{2}\right] \leq i \leq n\right.\right\} \\ \hline \end{gathered}$ |
| ${ }^{2} D_{n}(q)$ | $\begin{aligned} & n=4 \text { and } q=2 \\ & n=5 \text { and } q=2 \\ & n=6 \text { and } q=2 \\ & n=7 \text { and } q=2 \\ & n \geq 4, n \not \equiv 1(\bmod 4), \\ & (n, q) \neq(4,2),(6,2),(7,2) \\ & n>4, n \equiv 1(\bmod 4),(n, q) \neq(5,2) \end{aligned}$ | $\mathbf{3}$ $\mathbf{3}$ 5 5 $\left[\frac{3 n+4}{4}\right]$ $\left[\frac{3 n+4}{4}\right]$ | $\begin{gathered} \{5,7,17\} \\ \{7,11,17\} \\ \{7,11,13,17,31\} \\ \{11,13,17,31,43\} \\ \left\{r_{2 i} \left\lvert\,\left[\frac{n}{2}\right] \leq i \leq n\right.\right\} \cup \\ \left\{r_{i} \left\lvert\,\left[\frac{n}{2}\right]<i<n\right.\right\} \\ i \equiv 1(\bmod 2)\} \\ \left\{r_{2 i} \left\lvert\,\left[\frac{n}{2}\right]<i \leq n\right.\right\} \cup \\ \left\{r_{i} \left\lvert\, \frac{n}{2}\right.\right]<i \leq n, \\ i \equiv 1(\bmod 2)\} \\ \hline \end{gathered}$ |

Table 4: Independence number and set of finite simple exceptional Lie-type groups.

| $G$ | Conditions | $t(G)$ | $\rho(G)$ |
| :---: | :--- | :---: | :---: |
| $G_{2}(q)$ | $q>2$ | 3 | $\left\{p, r_{3}, r_{6}\right\}$ |
| $F_{4}(q)$ | $q=2$ | 4 | $\{5,7,13,17\}$ |
|  | $q>2$ | 5 | $\left\{r_{3}, r_{4}, r_{6}, r_{8}, r_{12}\right\}$ |
| $E_{6}(q)$ | $q=2$ | 5 | $\{5,13,17,19,31\}$ |
|  | $q>2$ | 6 | $\left\{r_{4}, r_{5}, r_{6}, r_{8}, r_{9}, r_{12}\right\}$ |
| ${ }^{2} E_{6}(q)$ |  | 5 | $\left\{r_{4}, r_{8}, r_{10}, r_{12}, r_{18}\right\}$ |
| $E_{7}(q)$ |  | 7 | $\left\{r_{7}, r_{8}, r_{9}, r_{10}, r_{12}, r_{14}, r_{18}\right\}$ |
| $E_{8}(q)$ |  | 11 | $\left\{r_{7}, r_{8}, r_{9}, r_{10}, r_{12}, r_{14}, r_{15}, r_{18}, r_{20}, r_{24}, r_{30}\right\}$ |
| ${ }^{3} D_{4}(q)$ | $q=2$ | 2 | $\{2,13\}$ |
|  | $q>2$ | 3 | $\left\{r_{3}, r_{6}, r_{12}\right\}$ |
| ${ }^{2} B_{2}\left(2^{2 n+1}\right)$ | $n \geq 1$ | 4 | $\left\{2, s_{1}, s_{2}, s_{3}\right\}$ where |
|  |  |  | $s_{1} \mid 2^{2 n+1}-1$ |
|  |  |  | $s_{2} \mid 2^{2 n+1}-2^{n+1}+1$ |
|  |  | 5 | $s_{3} \mid 2^{2 n+1}+2^{n+1}+1$ |
| ${ }^{2} G_{2}\left(3^{2 n+1}\right)$ | $n \geq 1$ |  | $\left\{3, s_{1}, s_{2}, s_{3}, s_{4}\right\}$, where |
|  |  |  | $s_{1} \neq 2, s_{1} \mid 3^{2 n+1}-1$ |
|  |  | $s_{2} \neq 2, s_{2} \mid 3^{2 n+1}+1$ |  |
|  |  | $s_{3} \mid 3^{2 n+1}-3^{n+1}+1$ |  |
|  |  | $s_{4} \mid 3^{2 n+1}+3^{n+1}+1$ |  |
| ${ }^{2} F_{4}\left(2^{2 n+1}\right)$ | $n \geq 2$ | $\left\{s_{1}, s_{2}, s_{3}, s_{4}, s_{5}\right\}$, where |  |
|  |  | $s_{1} \neq 3, s_{1} \mid 2^{2 n+1}+1$ |  |
|  |  | $s_{2} \mid 2^{4 n+2}+1$ |  |
|  |  |  | $s_{3} \neq 3, s_{3} \mid 2^{4 n+2}-2^{2 n+1}+1$ |
|  |  | $s_{4} \mid 2^{4 n+2}-2^{3 n+2}+2^{2 n+1}-2^{n+1}+1$ |  |
|  |  | $s_{5} \mid 2^{4 n+2}+2^{3 n+2}+2^{2 n+1}+2^{n+1}+1$ |  |
| ${ }^{2} F_{4}(2)^{\prime}$ | none | 3 | $\{3,5,13\}$ |
| ${ }^{2} F_{4}(8)$ | none | 4 | $\{7,19,37,109\}$ |
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#### Abstract

While methods of detecting outliers is frequently implemented by statisticians when analyzing univariate data, identifying outliers in multivariate data pose challenges that univariate data do not. In this paper, after short reviewing some tools for univariate outliers detection, the Mahalanobis distance, as a famous multivariate statistical distances, and its ability to detect multivariate outliers are discussed. As an application the univariate and multivariate outliers of a real data set has been detected using $R$ software environment for statistical computing.
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## 1. Introduction

The role of statistical distances when dealing with problems such as hypothesis testing, goodness of fit tests, classification techniques, clustering analysis, outlier detection and density estimation methods is of great importance. Using distance measures (or similarities) enable us to quantify the closeness between two statistical objects. These objects can be two random variables, two probability distributions, moment generating functions, an individual sample point and a probability distributions or two individual samples. There exists many statistical distance measures [38], among them the Mahalanobis distance has the advantage of its ability to detect multivariate outliers.

Outliers are those data that deviate from global behavior of majority of data. Outliers or outlying observation have different definition in texts, for example "an outlier deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism", see [12]. Outliers have major influence on the statistical inference. They increase error variance and reduce the power of statistical
tests and cause bias estimates that may be of substantive interest [22]. Therefore, the process of outlier detection is an interesting and important aspect in the data analysis, see [3] and [5]. Depending on application synonyms are often used for the outlier detection process, among them, one can mention anomaly detection, deviation detection, exception mining, fault detection in safety critical systems, fraud detection for credit cards, intrusion detection in cyber security (unauthorized access in computer networks), misuse detection, noise detection and novelty detection see [1], [9], [23] and [32].

All proximity-based techniques for identification of outliers such as k-Nearest Neighbor (k-NN) algorithm calculate the nearest neighbors of a record using a suitable distance calculation metric such as Euclidean distance, Mahalanobis distance or some other measure of dissimilarity. For large data set using the Mahalanobis distance is computationally more expensive than Euclidean distance as it require to pass through all variables in data set to calculate the underlying inter-correlation structure. An iterative Mahalanobis distance type of method for the detection of outliers in multivariate data has been proposed by [10]. Due to the masking effect, in which one outlier masks a second outlier, if the second outlier can be considered as an outlier only by itself, but not in the presence of the first outlier, detecting multiple outliers is more completed than the case where data consist of a single outlier, since masking effects might decrease the Mahalanobis distance of an outlier. This might happen because a small cluster of outliers attracts mean and inflate variance towards its direction [4]. In such cases using robust estimates of sample mean and variance, can often improve the performance of the detection procedure, see [24] and [30].

In this paper, the problems of the univariate and multivariate outlier detection has been addressed. For univariate outlier detection, the result of applying the classical visual method based on box-plot and Ven der Loo method [36] on a real data set has been compared. For multivariate outlier detection, usual and robust Mahalanobis distances has been used to find the outliers of a real data set using R software environment for statistical computing.

## 2. Univariate Outlier Detection

A simple visualization tools, such as scatter plot, box-and-whisker (boxplot), stem-and-leaf plot, QQ-plot, etc., can be used to discover the outliers. The box plots, first introduced by [35], are a standardized way of displaying the distribution of data based on a five number summary ("minimum", first quartile ( $Q_{1}$ ), median, third quartile $\left(Q_{3}\right)$, and "maximum"). In general, the box of a box plot shows the median and quartiles. The box plot rule declares observations as outliers if they lie outside the interval

$$
Q_{1}-k\left(Q_{1}-Q_{3}\right), Q_{3}+k\left(Q_{3}-Q_{1}\right)
$$

the common choices for $k$ is 1.5 for flagging (dubbed) outliers and 3.0 for flagging outliers, see Figure 2.1, in which the whiskers are shown for $k=1.5$. This rule differs
from standard outlier identification rules, since it is not sample-size dependent, the probability of declaring outliers when none exist changes with the number of observations [29]. Moreover, for data coming from a random normal sample of size 75 , the probability of labeling at least one outlier is 0.5 [13]. Many other statistical tests have been used to detect outliers, as discussed in [3].


FIg. 2.1: Univariate outlier detection using the boxplot for job incomes in Prestige data set

Van der Loo [36] developed two methods to detect outliers in economic data, when an approximate data distribution is known. In the following, his first method is applied in order to detect the outliers of "income" variable (average income of incumbents, dollars, in 1971) from Prestige of Canadian Occupations data set in "car" package in R software environment [8]. The Prestige data set has 102 rows and 6 columns. This data consists of some measurment related to different occupations.

According to the Kolmogrov-Smirnov goodness-of fit test, the log-normal distribution fits well to income data ( p -value=$=0.47$ ), see the left panel of Figure 2.2. Therefore, the Var der Loo method was applied to detect possible outliers in this data using the plotting facilities developed in the "extremevalues" package in $R$ software environment [37].

(a) The empirical distribution of job incomes and the fitted log-normal distribution

(b) Outlier detected using the first Van der Loo method, which are indicated by $*$ sign

Fig. 2.2: Model based univariate outlier detection for job incomes in Prestige data set

As it is shown in the right panel of Figure 2.2, this method detects six outliers which are located on two sides of data. The Outliers on the left down part of the Figure are case numbers $53,63,68$, and the rest are $2,17,24$, whereas the upper
outliers on the boxplot are case numbers $2,17,24,25,26$.
The study of outliers in structured situations like regression models are based on the residuals and has been studied by several authors, see [29] and references therein. Five widely used test statistics for detecting outliers have been compared using Monte Carlo method by Balasooriya and Tse [2].


FIG. 2.3: (above) Scatter plot of two simulated samples from bivariate normal distributions, which show clear outliers out of 0.75 and 0.95 cutoffs corresponding to quantiles of the $\chi^{2}(2)$ distribution, (below) the box plot of margins of the same data with no points lying outside the whiskers

## 3. Multivariate Outliers Detection

Nowadays more and more observed data are multi-dimensional, which increase the chance of occurring unusual observations. The problem is that a few outliers is always enough to distort the results of data (by altering the mean performance, by increasing variability, etc.). Therefore, detecting outliers is a growing concern in many scientific areas, including but not limited to Psychology [18], Financial market [6] and Chemometrics [26].

In the field of multivariate statistics, the Mahalanobis distance has a major application for the detection of outliers [20]. The Mahalanobis distance is defined in the next section. Mahalanobis distance measures the number of standard deviations that an observation is from the mean of a distribution. Since outliers do not behave
as normal as usuall observations at least in one dimension, this measure can be used to detect outliers. See [14] for a comparison of Mahalanobis distances with other proximity-based outlier detection techniques.

### 3.1. The Mahalanobis distance

From geometric point of view, the Euclidean distance between two points is the shortest possible distance between them. One problem with the Euclidean distance measure is that it does not take the correlation between highly correlated variables into account. In this situation, Euclidean distance assigns equal weight to such variables, and since these variables measure essentially the same characteristic, therefore this single characteristic gets additional weight. In effect, correlated variables gets excess weight by Euclidean distance, see [16] and [21].

An alternative approach is to scale the contribution of individual variables to the distance value according to the variability of each variable. This approach is considered by the Mahalanobis distance, which has been developed as a statistical measure by PC Mahalanobis, an Indian statistician [19]. The Mahalanobis distance finds wide applications in the field of multivariate statistics. It differs from Euclidean distance in this way that it takes into account the correlations between variables. It is a scale invariant metric and provides a measure of distance between a point $\mathbf{x} \in R^{p}$ generated from a given $p$-variate (probability) distribution $f_{\mathbf{X}}($.$) and the$ mean $\mu=E(\mathbf{X})$ of the distribution. Assume $f_{\mathbf{X}}($.$) has finite second order moments$ and denote $\Sigma=E(\mathbf{X}-\mu)$ be the covariance matrix. Then the Mahalanobis distance is defined by

$$
\begin{equation*}
D(\mathbf{X}, \mu)=\sqrt{(\mathbf{X}-\mu)^{T} \Sigma^{-1}(\mathbf{X}-\mu)} \tag{3.1}
\end{equation*}
$$

If the covariance matrix is the identity matrix, the Mahalanobis distance reduces to the Euclidean distance. For the comparison of these two distances see Figure 3.1, in which the Euclidean and Mahalanobis distances of points located on the circles and ellipse are 1 and 2 unit far away from the center of data. The computation has been done on a data set, that are find under geog. uoregon.edu/GeogR/data/csv/ midwtf2.csv. The observed difference stems from this fact that the Mahalanobis distance also accounts for the covariance (or correlation) structure of data.

Apart from usual application of the Mahalanobis distance in multivariate analysis techniques such as classification and clustering, discriminant analysis and pattern analysis, principal component analysis, there exists modern applications, among them financial applications [33], image processing [39], Neurocomputing [11] and Physics [31] might be mentioned.


FIG. 3.1: Schematic comparison of the Mahalanobis (ellipse) and Euclidean (circle) distances calculated for a data set. The two lines, circles and ellipses, correspond to the Euclidean and the Mahalanobis distances, of one and two units apart from the center of data

### 3.2. Multivariate normal distribution

Recall the multivariate normal density function below, in which the parameters $\mu$ and $\Sigma$, are the mean and the covariance matrix of the distribution, respectively.

$$
\phi(\mathbf{x})=\left(\frac{1}{2 \pi}\right)^{p / 2}|\Sigma|^{-1 / 2} \exp \left\{-\frac{1}{2}(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathbf{x}-\mu)\right\}
$$

note that this density function, $\phi(x)$, only depends on $x$ through the following squared Mahalanobis distance in the exponent:

$$
(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathbf{x}-\mu) .
$$

There are some important facts about this exponent:

- All values of $\mathbf{x}$ such that $(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathbf{x}-\mu)=c$ for any specified constant value $c$ have the same value of the density $f(x)$ and thus have equal likelihood. The paths of these $\mathbf{x}$ values yielding a constant height for the density are ellipsoids. That is, the multivariate normal density is constant on surfaces where the square of the distance $(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathbf{x}-\mu)$ is constant. These paths are called contours, which can be constructed from the eigenvalues and eigenvectors of the covariance matrix, meaning that the direction of the ellipse axes are in the direction of the eigenvalues and the length of the ellipse axes are proportional to the constant times the eigenvectors [15].
- As the value of $(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathrm{x}-\mu)$ increases, the value of the density function decreases.
- The value of $(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathbf{x}-\mu)$ increases as the distance between $\mathbf{x}$ and $\mu$ increases.


Fig. 3.2: Emperical densities

- The Mahalanobis distance $d^{2}=(\mathbf{x}-\mu)^{\prime} \Sigma^{-1}(\mathbf{x}-\mu)$ has a chi-square distribution with $p$ degrees of freedom, see Figure 3.1.

Suppose that $X$, is a $p$-dimensional vector having multivariate normal distribution, $X \sim N_{p}(\mu, \Sigma)$, the Mahananobis squared distance $D^{2}(\mathbf{X}, \mu)$ is then distributed as a $\chi^{2}$ random variable with $p$ degrees of freedom. The classical approach of outlier detection uses the estimates of the Mahalanobis distance, by plugging in multivariate sample mean $\bar{X}$ and covariance matrix $S$ estimates for unknown mean $\mu$ and covariance matrix $\Sigma$, and tags as outlier any observation which has a Mahalanobis squared distance $d^{2}(\mathbf{X}, \bar{X})$ lying above a predefined quantile of the $\chi^{2}$ distribution with p degrees of freedom [7].

This method is problematic, because all relies on normality assumption and the parameters estimates are particularly sensitive to outliers. Therefore, it is important to consider robust alternatives to these estimators for calculating robust Mahalanobis distances. The most widely used estimator of this type is the mini-
mum covariance determinant (MCD) estimator defined in [25] for which also a fast computing algorithm was constructed [27].

In the next section, a sample data has been subjected to find its multivariate outliers by calculating the robust version of the Mahalanobis distances using the $R$ as a modern statistical software for heavy computations involved.

## 4. Analyzing a Sample Data

In the following, the vector of three variables of Prestige data set are considered as a multivariate observation. These variables are "education" (average education of occupational incumbents), "income" (average income of incumbents) and "prestige" (Pineo-Porter prestige score for occupation). The aim is to detect multivariate outliers in this data set using robust version of the Mahalanobis distance, the (MCD) estimator, which has been implemented in "rrcov" package in R [34]. First the mean vector and usual (classic) covariance matrix of the observation and the robust version of them are calculated. The results are:

```
-> Method: Classical Estimator.
Estimate of Location:
education income prestige
    10.74 6797.90 46.83
Estimate of Covariance:
        education income prestige
education 7.444e+00 6.691e+03 3.991e+01
income 6.691e+03 1.803e+07 5.222e+04
prestige 3.991e+01 5.222e+04 2.960e+02
-> Method: Robust Estimator.
Robust Estimate of Location:
education income prestige
    9.97 5833.96 41.64
Robust Estimate of Covariance:
        education income prestige
education 7.156e+00 4.355e+03 3.192e+01
income 4.355e+03 9.695e+06 3.923e+04
prestige 3.192e+01 3.923e+04 2.559e+02
```

Comparing classical and robust estimators of mean vector $\mu$ and the covariance matrix $\Sigma$, shows clear differences. These robust estimators are relatively insensitive to small changes in the bulk of the observations (inliers) or large changes in small number of observations (outliers).

In two left panels of Figure 4.1, the robust and classical Mahalanobis distances are shown in parallel. In most right panel of this figure, the distance-distance plot
defined by [28] is shown, which plots the classical Mahalanobis versus robust distances and enable us to classify the observations and identify the potential outliers. The dashed line represents the points for which the robust and classical distances are equal. The horizontal and vertical lines are drawn at values $x=y=\sqrt{\chi_{(3,0.975)}^{2}}$. Points beyond these lines can be considered as outliers and are identified by their labels. In all panels, the outliers have large robust distances and are identified by their labels, for more details see [34].

Looking at the non-robust Mahalanobis distances at right panel of Figure 4.1 flagged out the observation number 2 and 24 as outliers, whereas robust Mahalanobis at the same panel flagged out the observation number 2, 7, 24, 25, 26 and 29 as outliers. In other words, applying the robust method enabled us to detect hidden outliers which has been masked by each other.


Fig. 4.1: Multivariate outlier detection using the robust Mahalanobis distances

## 5. Conclusion

In this paper, the Mahalanobis distance as a multivariate distance and its advantages relative to the Euclidean distance was reviewed. It made clear when dealing with correlated multivariate data the Mahalanobis distance is more suitable than the Euclidean distance because it takes the correlation into account. Moreover, It was shown how the Mahalanobis distances can be used as a tool for identifying multivariate outliers. When calculating the Mahalanobis distances one needs to estimate the theoretical mean vector and covariance matrix. Estimating these parameters using their usual empirical counterparts especially when data contain outliers yields misleading results, since these estimators are affected seriously by outliers. One reasonable solution is to use robust statistical techniques. There are
different robust estimates, but distance-based methods, such as MCD are based on robust estimates of the mean and covariance matrix so that a robust Mahalanobis distance can be computed for each point. In this paper, the above mentioned methods have been applied to detect multivariate outliers in a real data set, using R software environment for statistical computing.
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