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ON NON-INVARIANT HYPERSURFACES OF AN ε-PARA
SASAKIAN MANIFOLD

Shyam Kishor and Prerna Kanaujia

Abstract. Non-invariant hypersurfaces of an ε− para Sasakian manifold of an induced
structure (f, g, u, v, λ) have been studied in this paper. Some properties followed by this
structure have ben obtained. A necessary and sufficient condition for totally umbilical
non-invariant hypersurfaces equipped with (f, g, u, v, λ)− structure of ε−para Sasakian
manifold to be totally geodesic has also been explored.

Keywords: ε− Para Sasakian Manifold, totally umbilical, totally geodesic.

1. Introduction

In 1976, Sato [1] introduced a structure (φ, ξ, η) satisfying φ2 = I−η⊗ξ and η(ξ) = 1
on a differentiable manifold, which is now well known as an almost paracontact
structure. The structure is an analogue of the almost contact structure [2, 3] and is
closely related to almost product structure (in contrast to almost contact structure,
which is related to almost complex structure). An almost contact manifold is always
odd-dimensional but an almost paracontact manifold could be even-dimensional as
well. In 1969, T. Takahashi [4] introduced almost contact manifolds equipped with
associated pseudo Riemannian metrics. In particular, he studied Sasakian man-
ifolds equipped with an associated pseudo− Riemannian metric. These indefinite
almost contact metric manifolds and indefinite Sasakian manifolds are also known as
ε−almost contact metric manifolds and ε−Sasakian manifolds respectively [5, 6, 7].
Also, in 1989, K. Matsumoto [8] replaced the structure vector field ξ by −ξ in an
almost paracontact manifold and associated a Lorentzian metric with the resulting
structure, calling it a Lorentzian almost paracontact manifold. In a Lorentzian al-
most paracontact manifold given by Matsumoto, the semi−Riemannian metric has
only index 1 and the structure vector field ξ is always timelike. These circumstances
motivated the authors in [9] to associate a semi−Riemannian metric, not necessar-
ily Lorentzian, with an almost paracontact structure, and they called this indefinite

Received June 21, 2016; accepted December 07, 2018
2010 Mathematics Subject Classification. [2000] , 53B25, 53C40.
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2 S. Kishor and P. Kanaujia

almost paracontact metric structure an ε−almost paracontact structure, where the
structure vector field ξ is spacelike or timelike according as ε = 1 or ε = −1.

In [9] the authors studied ε−almost paracontact manifolds, and in particular,
ε−para Sasakian manifolds. They gave basic definitions, some examples of ε−almost
paracontact manifolds and introduced the notion of an ε−para Sasakian structure.
The basic properties, some typical identities for curvature tensor and Ricci tensor
of the ε−para Sasakian manifolds were also studied in [9]. The authors in [9]
proved that if a semi−Riemannian manifold is one of flat, proper recurrent or proper
Ricci−recurrent, then it can not admit an ε−para Sasakian structure. Also. they
showed that, for an ε−para Sasakian manifold, the conditions of being symmetric,
semi−symmetric or of constant sectional curvature are all identical.

On the other hand In 1970, S. I. Goldberg et. al [10] introduced the notion of a
non−invariant hypersurface of an almost contact manifold in which the transform
of a tangent vector of the hypersurface by the (1, 1) structure tensor field φ defining
the almost contact structure is never tangent to the hypersurface.

The notion of (f, g, u, v, λ)− structure was given by K.Yano [11]. It is well
known [12, 13] that a hypersurface of an almost contact metric manifold always
admits a (f, g, u, v, λ)− structure. Authors [10] proved that there always exists a
(f, g, u, v, λ)− structure on a non-invariant hypersurface of an almost contact metric
manifold. They also proved that there does not exist invariant hypersurface of a
contact manifold. R. Prasad [14] studied the non-invariant hypersurfaces of trans-
Sasakian manifolds. Non-invariant hypersurfaces of nearly Trans-Sasakian manifold
have been studied by S. Kishor et. al [15] . The present paper is devoted to the study
of non-invariant hypersurfaces of ε−para Sasakian manifolds. The contents of the
paper are organized as follows:

In section-2 some preliminaries are given. Section-3 deals with the study of non-
invariant hypersurfaces of ε−para Sasakian manifolds. A necessary and sufficient
condition for a totally umbilical non-invariant hypersurface of an ε−para Sasakian
manifold to be totally geodesic is found.

2. Preliminaries

Let
∼
M be an almost contact metric manifold with almost contact metric

structure (φ, ξ, η, g) where φ is (1, 1) tensor field, η is 1− form and g is a

compatible Riemannian metric such that

(2.1) φ2 = I − η ⊗ ξ, η(ξ) = 1, φ(ξ) = 0, ηoφ = 0,

(2.2) g(φX, φY ) = g(X,Y )− εη(X)η(Y ),

(2.3) g(X,φY ) = g(φX, Y ), g(X, ξ) = εη(X)
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for all X,Y ∈ T
∼
M.

An almost contact metric manifold is an ε−para Sasakian manifold if

(2.4) (
∼
OXφ)(Y ) = −g(φX, φY )− εη(Y )φ2X

for for all vector fields X,Y on
∼
M where

∼
O is the operator of covariant differentiation

with respect to g. From (2.4), we have

(2.5)
∼
OXξ = εφX

A hypersurface of an almost contact metric manifold
∼
M (φ, ξ, η, g) is called a non-

invariant hypersurface, if the transform of a tangent vector of the hypersurface under
the action of (1, 1) tensor field φ defining the contact structure is never tangent to
the hypersurface. Let X be a tangent vector on a non-invariant hypersurface of an

almost contact metic manifold
∼
M , then Xφ is never tangent to the hypersurface.

Let M be a non-invariant hypersurface of an almost contact metric

manifold, then defining

(2.6) φX = fX + u(X)
∧
N,

(2.7) φ
∧
N = −U,

(2.8) ξ = V + λ
∧
N, λ = n(

∧
N);

(2.9) η(X) = ν(X),

where f is a (1, 1) tensor field, u, v are 1−forms,
∧
N is a unit normal to the hyper-

surface, X ∈ TM and u(X) 6= 0, then we get an induced (f, g, u, v, λ) structure on
M satisfying the conditions [11, 12] :

(2.10) f2 = −I + u⊗ U + v ⊗ V,

(2.11) fU = −λV, fV = λU,

(2.12) uof = λv, vof = −λu,

(2.13) u(U) = 1− λ2, u(V ) = v(U) = 0, v(V ) = 1− λ2,

(2.14) g(fX, fY ) = g(X,Y )− u(X)u(Y )− v(X)v(Y ),
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(2.15) g(X, fY ) = −g(fX, Y ), g(X,U) = u(X), g(X,V ) = v(X),

for all X,Y ∈ TM, where λ = n(
∧
N).

The Gauss and Weingarten formulae are given by

(2.16)
∼
OXY = OXY + σ(X,Y )

∧
N,

(2.17)
∼
OX

∧
N = −A∧

N
X,

for all X,Y ∈ TM , where
∼
O and O are the Riemannian and induced Riemannian

connections on
∼
M and M respectively and

∧
N is the unit normal vector in the normal

bundle T⊥M. The second fundamental form σ on M is related to A∧
N

by

(2.18) σ(X,Y ) = g(A∧
N
X,Y ), for all X,Y ∈ TM.

3. Non-invariant Hypersurfaces

Lemma 3.1. Let M be a non-invariant hypersurface with (f, g, u, v, λ)−structure
of an ε−para Sasakian manifold

∼
M, then

(3.1) (
∼
OXφ)Y = (OXf)Y − u(Y )A∧

N
X + σ (X,Y )U + ((OXu)Y + σ (X, fY ))

∧
N

(3.2) (
∼
OXη)Y = (OXu)Y − λσ (X,Y )

(3.3)
∼
OXξ =

(
OXV − λA∧

N
X
)

+ (σ(X,V ) +Xλ)
∧
N

for all X,Y ∈ TM.

Proof. : Consider

(
∼
OXφ)Y =

∼
OX (φY )− φ(

∼
OXY )

=
∼
OX(fY + u(Y )

∧
N)− φ(OXY + σ(X,Y )

∧
N)

=
∼
OX(fY ) +

∼
OX(u(Y )

∧
N)− f(OXY )− u(OXY )

∧
N − σ(X,Y )(−U)

= OX(fY ) + σ(X, fY )
∧
N + u(Y )(−A∧

N
X) + OX(u(Y ))

∧
N − f(OXY )

−u(OXY )
∧
N + σ(X,Y )U
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which gives,

(
∼
OXφ)Y = (OXf)Y − u(Y )(A∧

N
X) + σ(X,Y )U + (OXu)Y + σ(X, fY )

∧
N

Also,

(
∼
OXη)Y =

∼
OXη(Y )− η(

∼
OXY )

= OX (v(Y ))− v(OXY )− σ (X,Y ) η(
∧
N).

Therefore
(
∼
OXη)Y = (OXu)Y − λσ(X,Y )

Now consider

∼
OXξ = OXξ + σ(X, ξ)

∧
N

= OXV + OXλ
∧
N + σ(X,V )

∧
N

= OXV − λOX

∧
N + (Xλ)

∧
N + σ(X,V )

∧
N

which gives

∼
OXξ =

(
OXV − λA∧

N
X
)

+ (σ(X,V ) +Xλ)
∧
N.

Theorem 3.1. Let M be a non-invariant hypersurface with (f, g, u, v, λ)− struc-

ture of an ε−para Sasakian manifold
∼
M, then

(3.4) σ(X, ξ)U = −εf2X + εu(X)U + f(OXξ),

and

(3.5) u (OXξ) = −εu(fX)

Proof. Consider (∼
OXφ

)
ξ =

∼
OX (φξ)− φ

(∼
OXξ

)
= −εφ (φX)

or

(3.6)
(∼
OXφ

)
ξ = −εφ (fX + u(X))

∧
N

Also we know that

(3.7)
(∼
OXφ

)
ξ = −φ (OXξ) + σ(X, ξ)U
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From (3.6) and (3.7) , we have

−φ (OXξ) + σ(X, ξ)U = −εφ (fX + u(X))
∧
N

= −εφ (fX) + εu(X)U

Now from (2.6) & (2.7) , we have

−f (OXξ)− u(OXξ)
∧
N + σ(X, ξ)U = −ε(f (fX) + u(fX)

∧
N) + εu(X)U

Equating tangential and normal parts, we get

σ(X, ξ)U = −εf2X + εu(X)U + f(OXξ),

and
u (OXξ) = −εu(fX)

Theorem 3.2. Let M be a non-invariant hypersurface with (f, g, u, v, λ)− struc-

ture of an ε−para Sasakian manifold
∼
M, then

(3.8) (OXf)Y = −g(X,Y )V + εv(Y )X + σ(X,Y )U + u(Y )A∧
N
X

(3.9) (OXu)Y = −λg (X,Y )− σ (X, fY )

Proof. From equations (3.1) & (2.4) , we have

(OXf)Y − u(Y )A∧
N
X + σ(X,Y )U + ((OXu)Y + σ (X, fY ))

∧
N

= −g(X,Y )V − λg (X,Y )
∧
N + εv(Y )X

Equating tangential and normal parts in the above equation, we get (3.8) & (3.9)
respectively.

Theorem 3.3. Let M be a non-invariant hypersurface with (f, g, u, v, λ)− struc-

ture of an ε−para Sasakian manifold
∼
M, then

(3.10)
(∼
OXφ

)
Y = −g(X,Y )V − λg (X,Y )

∧
N + εv(Y )X + 2σ (X,Y )U

Proof. Consider(∼
OXφ

)
Y =

∼
OX (φY )− φ

(∼
OXY

)
=

∼
OX (fY ) +

∼
OX

(
u(Y )

∧
N

)
− f (OXY )− u (OXY )

∧
N,
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This implies

(3.11)
(∼
OXφ

)
Y = (OXf)Y −u(Y )A∧

N
X+σ(X,Y )U+((OXu)Y + σ (X, fY ))

∧
N

Using (3.8) & (3.9) ,above equation reduces to(∼
OXφ

)
Y = −g (X,Y )V − λg (X,Y )

∧
N + εv(Y )X + 2σ(X,Y )U

Furthur, we proceed for some results on totally geodesic non−invariant hyper-
surfaces.

Theorem 3.4. Let M be a totally umbilical non-invariant hypersurface with (f, g, u, v, λ)−
structure of an ε−para Sasakian manifold

∼
M, then it is totally geodesic if and only

if

(3.12) εu(X)−Xλ = 0

Proof. Consider

∼
OXξ = OXξ + σ(X, ξ)

∧
N

= OX(V + λ
∧
N) + σ(X,V )

∧
N

= OXV + OXλ
∧
N + σ(X,V )

∧
N

= OXV + λOX

∧
N + (Xλ)

∧
N + σ(X,V )

∧
N

or

(3.13)
∼
OXξ =

(
OXV − λA∧

N
X
)

+ (σ(X,V ) +Xλ)
∧
N,

Now from (2.5) , the above equation is reduced to

ε(fX + u(X)
∧
N) =

(
OXV − λA∧

N
X
)

+ (σ(X,V ) +Xλ)
∧
N,

Equating normal parts on both the sides, we get

(3.14) σ(X,V ) +Xλ = εu(X)

Now if M is totally umbilical, then A∧
N

= ζI, ζ is Kahlerian metric and equation

(2.18) reduces to σ (X,Y ) = g
(
A∧

N
X,Y

)
= g (ζX, Y ) = ζg(X,Y ),

Therefore
σ (X,Y ) = ζg(X,Y ),
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and equation (3.14) implies

ζg(X,Y ) +Xλ = εu(X)

or

(3.15) εu(X)−Xλ− ζg(X,Y ) = 0

Now if M is totally geodesic i.e. ζ = 0, then (3.15) gives

εu(X)−Xλ = 0.

Theorem 3.5. Let M be a non-invariant hypersurface with (f, g, u, v, λ)− struc-

ture of an ε−para Sasakian manifold
∼
M . If U is parallel, then we have

(3.16) ελX + f
(
A∧

N
X
)
− g(φX,U)V − ελv(X)V = 0

Proof. Consider

(
∼
OXφ)

∧
N =

∼
OXφ

∧
N − φ

(
∼
OX

∧
N

)
= −

∼
OXU − φ(−A∧

N
X)

= −
∼
OXU − (−f(−A∧

N
X)− u(A∧

N
X)
∧
N)

This gives

(3.17) (
∼
OXφ)

∧
N = −OXU + f(A∧

N
X)

From equation (2.4), we have

(3.18) (
∼
OXφ)Y = −g (φX, φY )V − λg (φX, φY )

∧
N + εη (Y )X − εη (X) η (Y ) ξ

Substituting Y =
∧
N , we have

(3.19) (
∼
OXφ)

∧
N = g(φX,U)V + λg (φX,U)

∧
N − ελX + ελv(X)ξ

Now from (3.17) and (3.19) , we have

−OXU + f(A∧
N
X) = g(φX,U)V + λg (φX,U)

∧
N − ελX + ελv(X)ξ
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Equating tangential parts on both the sides, we have

(3.20) OXU = f(A∧
N
X)− g(φX,U)V − ελX + ελv(X)V

Now if U is parellel, then

ελX − f(A∧
N
X) + g(φX,U)V − ελv(X)V = 0
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SOME CLASSES OF CONVEX FUNCTIONS ON TIME SCALES *
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Abstract. We have introduced diamond φh−s,T derivative and diamond φh−s,T integral
on an arbitrary time scale. Moreover, various interconnections with the notion of classes
of convex functions about these new concepts are also discussed.
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1. Introduction

There has been a considerable amount of interest and publications in the theory
and applications of dynamic derivatives on time scales. The study, which was
initiated by Stephen Hilger (1988) in his PhD thesis, unifies traditional concepts
of derivatives and differences, and it also reveals diversities in the corresponding
results. The investigations are not only significant in the theoretical research of
differential and difference equations, but also crucial in many computational and
numerical applications (see for example [4], [14] and [25]).

The study helps to avoid proving a result twice, once for differential equations,
and once for difference equations. Once we have proved a result for a general time
scale, by choosing the set of real numbers R, the derivative and integral are easily
seen to be the ’usual’ derivative and integral respectively. Furthermore, when we
choose the time scale to be the set of integers Z, the same general result yields a
result for difference equations and integral respectively. Hence all results that are
proved on a general time scale include results for both differential and difference
equations.

The time scale theory has advanced fast since its introduction. Lately, the appli-
cations of its calculus in Engineering, Biology, Physics, Medical Sciences, Economics
and Finance, Chemistry and Others, have come to light. For a good introduction
to the theory of time scales and more details, see [1]-[6].
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2. Basic Concepts and Definitions

A time scale, denoted T, is an arbitrary nonempty closed subset of the real
numbers. We assume that a time scale is endowed with the topology inherited
from R with the standard topology. Thus, the real numbers R, the integers Z, the
natural numbers N, and the non negative integers N0 are examples of time scales,
as are [0, 1] ∪ [2, 3], [0, 1] ∪ N, and the Cantor Set, while the rational numbers Q,
irrational numbers R, the complex numbers C, and the open interval (0, 1), are not
time scales.

Throughout this paper, we will denote a time scale by T, and for any I, interval of
R (open or closed, finite or infinite), IT = I ∩ T, a time scale interval.

Definition 2.1. Let T be a time scale. For all t ∈ T, the forward jump operator
σ : T→ T is defined by

σ(t) = inf{τ ∈ T : τ > t} ∀ t ∈ T,

while the backward jump operator ρ : T→ T is defined by

ρ(t) = sup{τ ∈ T : τ 6 t} ∀ t ∈ T.

We make the convention:
inf Ø = supT (i.e, σ(t) = t if T has a maximum t) and
sup Ø = inf T (i.e, ρ(t) = t if T has a minimum t), where Ø denotes the empty set.

The point t is said to be right-scattered if σ(t) > t, respectively left-scattered if ρ(t) <
t. Points that are right-scattered and left-scattered at the same time are called
isolated. The point t is called right-dense if t < supT and σ(t) = t, respectively
left-dense if t > inf T and ρ(t) = t. Points that are simultaneously right-dense and
left-dense are called dense.

The mappings µ, ν : T→ [0,+∞] is defined by

µ(t) = σ(t)− t

and
ν(t) = t− ρ(t) ∀ t ∈ T

are called, the forward and backward graininess functions respectively.

Suppose that Tk, Tk, and Tkk are sets derived from the time scale T as follows:

Tk :=

{
T− {M}, if T has a left-scattered maximum point M
T, otherwise.

and

Tk :=

{
T− {m}, if T has a right-scattered minimum point m
T, otherwise.
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We set Tkk = Tk ∩ Tk.

Given f : T → R, the function fσ : T → R is defined by fσ(t) = f(σ(t)) for all
t ∈ T, i.e fσ = f ◦ σ. Also, the function fρ : T → R is defined by fρ(t) = f(ρ(t))
for all t ∈ T, i.e, fρ = f ◦ ρ.

Definition 2.2. (i). Let f : T → R and t ∈ Tk. The delta derivative of f in t
is the number f∆(t) (when it exists) with the property that for any ε > 0,
there is a neighbourhood U of t such that∣∣f(σ(t))− f(s)− f∆(t) (σ(t)− s)

∣∣ < ε |σ(t)− s|

for all s ∈ U .

We call f∆(t) the delta (or Hilger) derivative of f at t.

(ii). Let f : T → R and t ∈ Tk. The nabla derivative of f in t is the number
denoted by f∇(t) (when it exists), with the property that, for any ε > 0,
there is a neighbourhood V of t such that∣∣f(ρ(t))− f(s)− f∇(t) (ρ(t)− s)

∣∣ < ε |ρ(t)− s| ,

for all s ∈ V .

(iii). The function f : T → R is delta differentiable on Tk, provided f∆(t) =

lims→t
f(σ(t))−f(s)

σ(t)−s exists where s→ t, s ∈ T \ {σ(t)} for all t ∈ Tk.

(iv). The function f : T → R is nabla differentiable on Tk, provided f∇(t) =

lims→t
f(s)−f(ρ(t))

s−ρ(t) exists where s→ t, s ∈ T \ {ρ(t)} for all t ∈ Tk.

(v). The function f : T→ R is said to be differentiable on Tkk provided f∆(t) and
f∇(t) exists for all t ∈ Tkk.

Remark 2.1. 1. When T = R, then f∆(t) = f∇(t) = f ′(t) becomes the total differ-
ential operator (ordinary derivative).

2. When T = Z, then

(i) f∆(t) = f(t + 1) − f(t) and f∆r (t) = f∆r−1

(t + 1) − f∆r (t) are the forward
and r-th forward difference operators

(ii) f∆(t) = f(t+ 1
2
)− f(t− 1

2
) is the central difference operator

(iii) f∇(t) = f(t)− f(t− 1) and f∇
r

(t) = f∇
r−1

(t)− f∇
r

(t− 1) are the backward
and r-th backward difference operators

(iv) The shift operator E, is defined as Ef(t) = f(t+1) so that E−1f(t) = f(t−1)

and E−
1
2 f(t+ 1

2
) = f(t+ 1)

(v) Also, the mean operator, µ, can be given asfµ(t+ 1
2
) = 1

2
{f(t) + f(t+ 1)}.

Several new important relationships may be established between these five operators
(i)− (v) above in terms of the shift operator, E as follows:
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(i) f∆(t) = (E − 1)f(t)

(ii) f∇(t) = (1− E−1)f(t)

(iii) fδ(t) = (E
1
2 − E−

1
2 )f(t)

(iv) fµ(t) = 1
2
{E

1
2 − E−

1
2 }f(t).

3. Let h > 0. If T = hZ, then f∆(t) = f(t+h)−f(t)
h

and f∇(t) = f(t)−f(t−h)
h

are the
h-derivatives.

4. Let q > 1. If T = qN0 , where N0 = 0, 1, 2, ..., then f∆(t) = f(qt)−f(t)
t(q−1)

and f∇(t) =
q(f(t)−f( t

q
))

t(q−1)
are the q-derivatives.

The following lemma is useful in the sequel.

Lemma 2.1. Let f, g : T→ R and t ∈ Tk. Then the following holds.

(i) If f∆(t) exists, i.e, f is delta differentiable at t, then f is continuous at t.

(ii) If f is left-continuous at t and t is right-scattered, then f is delta differentiable

at t with f∆(t) = f(σ(t))−f(t)
µ(t) .

(iii) If t is right-dense, then f∆(t) exists, if and only if, the limit lims→t
f(t)−f(s)

t−s
exists as a finite number. In this case, f∆(t) = lims→t

f(t)−f(s)
t−s .

(iv) If f∆ exists on Tk and f is invertible on T, then (f−1)∆ = −(fσ)−1f∆f−1

on Tk.

(v) If f∆(t), g∆(t) exist and (fg)(t) is defined, then (fg)∆(t) = f(σ(t))g∆(t) +
f∆(t)g(t).

Also, given f, g : T→ R and t ∈ Tk. Then the following holds.

(i) If f∇(t) exists, i.e, f is nabla differentiable at t, then f is continuous at t.

(ii) If f is right-continuous at t and t is left-scattered, then f is nabla differentiable

at t with f∇(t) = f(t)−f(ρ(t))
ν(t) .

(iii) If t is left-dense, then f∇(t) exists, if and only if , the limit lims→t
f(t)−f(s)

t−s
exists as a finite number. In this case, f∇(t) = lims→t

f(t)−f(s)
t−s .

(iv) If f∇ exists on Tk and f is invertible on T, then (f−1)∇ = −(fρ)−1f∇f−1

on Tk.

(v) If f∇(t), g∇(t) exist and (fg)(t) is defined, then (fg)∇(t) = f(ρ(t))g∇(t) +
f∇(t)g(t).

Definition 2.3. 1. A mapping f : T → R is said to be rd-continuous if it
satisfies the following two conditions:
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(i) f is continuous at all right-dense point or maximal element of T,

(ii) the left-sided limit lims→t− f(s) = f(t−) exists (finite) at each left-dense
point t ∈ T.

We denote by Crd(T,R) the set of rd-continuous functions.

2. A mapping f : T → R is said to be ld-continuous if it satisfies the following
two conditions:

(i) f is continuous at all left-dense point or minimal element of T,

(ii) the right-sided limit lims→t+ f(s) = f(t+) exists (finite) at each right-
dense point t ∈ T.

We denote by Cld(T,R) the set of ld-continuous function.
Obviously, the set of continuous functions on T contains both Crd and Cld.

Definition 2.4. (i). A function F : T → R is called a delta antiderivative of
f : T→ R if F∆(t) = f(t) for all t ∈ Tk. In this case, the delta integral of f
is defined as ∫ t

s

f(τ)∆τ = F (t)− F (s)

for all s, t ∈ T.

(ii). A function G : T → R is called a nabla antiderivative of g : T → R if
G∇(t) = g(t) for all t ∈ Tk. In this case, the nabla integral of g is defined as∫ t

s

g(τ)∇τ = G(t)−G(s)

for all s, t ∈ T.

Every rd-continuous function has a delta antiderivative and every ld-continuous
function has a nabla antiderivative (see [2], Theorem 1.74, [26] and [30]).

Theorem 2.1. ([2], Theorem 1.75).

(i) If f ∈ Crd and t ∈ Tk, then
∫ σ
t
tf(s)∆s = µ(t)f(t).

(ii) If g ∈ Cld and t ∈ Tk, then
∫ t
ρ
tg(s)∇s = ν(t)g(t).

The following theorem shows some basic operations with the delta integral.

Theorem 2.2. (see [7], Theorem 2.2). If a, b, c ∈ T, α ∈ R, and f, g ∈ Crd, then

(i)
∫ b
a

(f(t) + g(t))∆t =
∫ b
a
f(t)∆t+

∫ b
a
g(t)∆t

(ii)
∫ b
a

(αf)t∆t = α
∫ b
a
f(t)∆t
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(iii)
∫ b
a
f(t)∆t = −

∫ a
b
f(t)∆t

(iv)
∫ b
a
f(t)∆t =

∫ c
a
f(t)∆t+

∫ b
c
f(t)∆t

(v)
∫ b
a
f(σ(t))g∆(t)∆t = (fg)(b)− (fg)(a)−

∫ b
a
f∆(t)g(t)∆t

(vi)
∫ b
a
f(t)g∆(t)∆t = (fg)(b)− (fg)(a)−

∫ b
a
f∆(t)g(σ(t))∆t

(vii)
∫ a
a
f(t)∆t = 0

(viii) If f(t) ≥ 0 for all a ≤ t < b, then
∫ b
a
f(t)∆t ≥ 0

(ix) If |f(t)| ≤ g(t) on [a, b), then |
∫ b
a
f(t)∆t| ≤

∫ b
a
g(t)∆t.

An analogous version of Theorem 2.2 holds for the nabla antiderivative of functions
in Cld.

In [7] and [9], Dinu established the diamond-α dynamic derivatives which are linear
combinations of the delta and nabla dynamic derivatives on time scales. Motivated
by this, we have introduced and discussed some basic properties of the diamond-
φh−s,T derivative.
We begin with the following new definition.

Definition 2.5. Let T be a time scale and h : JT → R a given real-valued function.
For m,n ∈ Tkk, set µmn = σ(m)− n and νmn = ρ(m)− n. We define the diamond-
φh−s,T dynamic derivative of a function f : T → R in t to be the number denoted
by f�φh−s,T (t)(when it exists), with the property that for any ε > 0, there is a
neighbourhood U of m such that, for all n ∈ U, 0 ≤ s ≤ 1 and 0 < ω < 1,∣∣∣∣∣

(
h(ω)

ω

)−s
[f(σ(m))− f(n)]νmn +

(
h(1− ω)

1− ω

)−s
[f(ρ(m))− f(n)]µmn

−f�φh−s,IT (t)µmnνmn

∣∣∣∣∣ < ε|µmnνmn|.

A function f : T → R is called diamond-φh−s,T differentiable on Tkk if f�φh−s,IT (t)
exists for all t ∈ Tkk. If f is differentiable on T in the sense of ∆ and ∇, then
f is diamond-φh−s,T differentiable at t ∈ Tkk, and the diamond-φh−s,T derivative
f�φh−s,IT (t) is given by

f�φh−s,IT (φ(t)) =

(
h(ω)

ω

)−s
f∆(φ(t)) +

(
h(1− ω)

1− ω

)−s
f∇(φ(t))

for all s ∈ [0, 1], ω ∈ (0, 1).

Remark 2.2. (i) f
�φh−s,IT (t) reduces to the diamond-α derivative for φ(t) = t, s = 1,

h(ω) = 1 and ω = α. Thus, every diamond-α differentiable on T is diamond-φh−s,T
differentiable function but the converse is not true.
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(ii) If f is diamond-φh−s,T differentiable for 0 ≤ s ≤ 1, 0 < ω < 1, then f is both ∆ and
∇ differentiable.

(iii) Let a, b ∈ T and f : T→ R. The diamond-φh−s,T integral of f from a to b is defined
by∫ b

a

f(φ(t)) �φh−s,T t =

(
h(ω)

ω

)−s ∫ b

a

f(φ(t))∆t+

(
h(1− ω)

1− ω

)−s ∫ b

a

f(φ(t))∇t

for all s ∈ [0, 1], ω ∈ (0, 1), provided that f has a delta and nabla integral on [a, b]T
or IT.
Obviously, each continuous function has a diamond-φh−s,T integral. The combined
derivative �φh−s,T is not a dynamic derivative, since we do not have a �φh−s,T an-
tiderivative. Generally,(∫ b

a

f(φ(t)) �φh−s,T t
)�φh−s,T

6= f(φ(t)), t ∈ T.

Example 2.1. Let T = [0, 1] ∪ {2, 4}. Define a diamond-φh−1,T function f : T → R by
f(φ(t)) = 1 and h : T→ R by h(ω) = 1. For φ(t), ω ∈ T, then(∫ b

0

f(φ(t)) �φh−s,T t
)�φh−s,T ∣∣∣∣∣

t=1

6= f(φ(t)).

We give some basic properties of the diamond-φh−s,T integral which are similar to
Theorem 2.2 of [7] and its analogue for the nabla integral.

Proposition 2.1. Let a, b, c ∈ T, β ∈ R, and f, g be continuous functions on IT,
then

(i)
∫ b
a

(f(t) + g(t)) �φh−s,T t =
∫ b
a
f(t) �φh−s,T t+

∫ b
a
g(t) �φh−s,T t

(ii)
∫ b
a

(βf)t �φh−s,T t = β
∫ b
a
f(t) �φh−s,T t

(iii)
∫ b
a
f(t) �φh−s,T t = −

∫ a
b
f(t) �φh−s,T t

(iv)
∫ b
a
f(t) �φh−s,T t =

∫ c
a
f(t) �φh−s,T t+

∫ b
c
f(t) �φh−s,T t

(v)
∫ a
a
f(t) �φh−s,T t = 0.

Lemma 2.2. (i) If f(t) ≥ 0 for all t, then
∫ b
a
f(t) �φh−s,T t ≥ 0.

(ii) If f(t) ≤ g(t) for all t, then
∫ b
a
f(t) �φh−s,T t ≤

∫ b
a
g(t) �φh−s,T t.

(iii) If f(t) ≥ 0 for all t ∈ IT, then f = 0 if and only if
∫ b
a
f(t) �φh−s,T t = 0.

(iv) If |f(t)| ≤ g(t) on [a, b), then |
∫ b
a
f(t) �φh−s,T t| ≤

∫ b
a
g(t) �φh−s,T t.
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(v) If in (iv), we choose g(t) = |f(t)| on [a, b], we have

|
∫ b
a
f(t) �φh−s,T t| ≤

∫ b
a
|f(t)| �φh−s,T t.

Proof. 1. Assume that f and g are continuous functions on IT, then,
∫ b
a
f(t)∆t ≥

0 and
∫ b
a
f(t)∇t ≥ 0 since f(t) ≥ 0 for all t ∈ IT. Since s ∈ [0, 1], ω ∈ (0, 1),

the result follows.

2. Let h(t) = g(t) − f(t), then
∫ b
a
h(t) �φh−s,T t ≥ 0 and the result follows from

properties (i) and (ii) above.

3. If f(t) = 0 for all t ∈ IT, the result is immediate. Now suppose that there
exists t0 ∈ IT such that f(t0) > 0. It is easy to see that at least one of

the integrals
∫ b
a
f(t)∆t or

∫ b
a
f(t)∇t is strictly positive. Then we have the

contradiction
∫ b
a
f(t) �φh−s,T t > 0.

Dinu [8], defined the concept of a convex function on time scales. He equally
included some results connecting this concept with the idea of convex functions on
a classic interval and convex sequences.

In this paper, we have given the notion of classes of convex functions on time scales,
consequently established the various interconnections that exist among them, and
then related their properties with the concept of classes of convex functions on
classic intervals.

3. Some classes of convex functions on time scales

Previous research works have shown that the history of convex functions is tied
to the concept of Jensen convex or mid-point convex functions, which deals with
the arithmetic mean (see for instance [10], [15], [17] and [19]). We shall state the
analogue of Jensen convexity for time scales.

Theorem 3.1. Let IT ⊂ T be a time scale interval. A function f : T → R is
called convex in the Jensen sense or J-convex or mid-point convex on IT if for all
t1, t2 ∈ IT, the inequality,

f

(
t1 + t2

2

)
≤ f(t1) + f(t2)

2
(3.1)

holds.

Remark 3.1. (i) If T = R, then our version is the same as the classical Jensen in-
equality. However, if T = Z, then it reduces to the well-known arithmetic-geometric
mean inequality.
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(ii) The extensions of the inequality (3.1) to the convex combination of finitely many
points and next to random variables associated to arbitrary probability spaces are
known as the discrete Jensen and integral inequalities on time scales respectively
(see [3], [15] and [16]).

Definition 3.1. We say that f : T→ R is Godunova-Levin convex on time scales
or that f belongs to the class Q(IT) if f is nonnegative, and that for all t1, t2 ∈ IT,
and ω ∈ (0, 1),

f(ωt1 + (1− ω)t2) ≤ 1

ω
f(t1) +

1

1− ω
f(t2). (3.2)

Remark 3.2. (i) For T = R, the definition 3.1 above is exactly the definition of a
Godunova-Levin function on a classic interval (see [12], [13], [15], and [21]).

(ii) All nonnegative monotonic and nonnegative convex functions on time scales belong
to this class Q(IT).

(iii) If f ∈ Q(IT) = SX(h−1, IT) and t1, t2, t3 ∈ IT, then

f(t1)(t1 − t2)(t1 − t3) + f(t2)(t2 − t1)(t2 − t3) + f(t3)(t3 − t1)(t3 − t2) ≥ 0. (3.3)

In fact, (3.3) is equivalent to (3.2) so it can alternatively be used in the definition of
the class Q(IT).

Definition 3.2. A function f : T → R is a P -function on IT or f ∈ P (IT) if f is
nonnegative, and for all t1, t2 ∈ IT, and ω ∈ [0, 1], we have

f(ωt1 + (1− ω)t2) ≤ f(t1) + f(t2). (3.4)

Obviously, P (IT) ⊆ Q(IT). Also, P (IT) contains all nonnegative monotone, convex
and quasi-convex functions on IT, i.e, nonnegative functions satisfying

f(ωt1 + (1− ω)t2) ≤ max{f(t1) + f(t2)}

for all t1, t2 ∈ IT, and ω ∈ [0, 1], (see [24]).

Definition 3.3. A function f : CIT ⊆ T→ [0,∞) is of s-Godunova-Levin type on
time scales, denoted Qs(IT) with s ∈ [0, 1] if

f(ωt1 + (1− ω)t2) ≤ 1

ωs
f(t1) +

1

(1− ω)s
f(t2), (3.5)

for all ω ∈ (0, 1) and t1, t2 ⊆ CIT , where CIT is a convex subset of a time scale
interval of a time scale linear space T.

Remark 3.3. (i) When s = 0, we get a class of P -functions on IT.

(ii) s = 1 gives the class of Godunova-Levin functions on IT.
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Definition 3.4. Let s be a real number, s ∈ (0, 1]. A function f : [0,∞) ⊂ T →
[0,∞) is said to be s-convex on IT (in the second sense on time scales) or Breckner
s-convex on IT, denoted Ks

2(IT) if

f(ωt1 + (1− ω)t2) ≤ ωsf(t1) + (1− ω)sf(t2), (3.6)

for all t1, t2 ∈ [0,∞) ⊂ T and ω ∈ [0, 1].

Remark 3.4. Definition 3.4 is a generalization of convex functions on IT as defined in
[8]. Hence, s-convexity on IT just means convexity when s = 1 on IT.

In order to unify the concepts of Definitions 3.1 – 3.4 above for functions on time scale
variables we now introduce the concept of h-convex functions on time scales (see [11] and
[29]).
Assume that IT and JT are intervals in T, [0,∞) ⊆ JT and functions f and h are real
non-negative functions defined on IT and JT respectively.

Definition 3.5. Let h : JT → R with h not identical to zero. We say that f :
T → R is an h-convex function on IT or f belongs to the class SX(h, IT) if for all
t1, t2 ∈ IT, f is non-negative, we have

f(ωt1 + (1− ω)t2) ≤ h(ω)f(t1) + h(1− ω)f(t2), (3.7)

for all ω ∈ (0, 1).

Remark 3.5. (i) If inequality (3.7) is reversed, then f is said to be h-concave on IT
i.e f ∈ SV (h, IT).

(ii) Obviously, if h(ω) = ω, then all non-negative functions on IT belong to SX(h, IT)
and all non-negative concave functions on IT belong to SV (h, IT); if h(ω) = 1

ω
, then

SX(h, IT) = Q(IT); if h(ω) = 1, then SX(h, IT) ⊇ P (IT); and if h(ω) = ωs, where
s ∈ (0, 1), then SX(h, IT) ⊇ K2

s (IT).

Definition 3.6. A function f : IT ⊂ T→ R is said to belong to the class MT (IT)
if f is nonnegative and for all t1, t2 ∈ IT and ω ∈ (0, 1) satisfies the inequality:

f(ωt1 + (1− ω)t2) ≤
√
ω

2
√

1− ω
f(t1) +

√
1− ω
2
√
ω

f(t2). (3.8)

Remark 3.6. (i) If T = R, and IT = I, we obtain definition 2 of Tunç and Yildirim
(2012), for classical MT -convex function (see [21], [22], [23], [27] and [28]).

(ii) If we set ω = 1
2
, inequality (3.8) reduces to the inequality (3.1).

(iii) Let f, g : [1,∞] ⊂ T→ R, f(t) = tp, g(t) = (1 + t)p, p ∈ (0, 1
1000

),
and h : [1, 3

2
] ⊂ T → R, h(t) = (1 + t2)m,m ∈ (0, 1

100
) are MT -convex functions on

IT but they are not convex on IT.

Now, we give a variant of a new class of convex functions introduced by Olanipekun
et al. in [20], but in the context of time scales.
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Definition 3.7. Let h : JT → R, s ∈ [0, 1], ω ∈ (0, 1) and φ be a given real-valued
function. Then f : IT → R is a φh−s,IT-convex function on time scales if for all
t1, t2 ∈ IT,

f(ωφ(t1) + (1− ω)φ(t2) ≤
(
h(ω)

ω

)−s
f(φ(t1)) +

(
h(1− ω)

1− ω

)−s
f(φ(t2)). (3.9)

We observe that

(i) If s = 0, and φ(t1) = t1, then f ∈ P (IT).

(ii) If h(ω) = ω
s
s+1 and φ(t1) = t1, , then f ∈ SX(h, IT).

(iii) If s = 1, h(ω) = 1 and φ(t1) = t1, then f ∈ SX(IT), i.e, f is convex on time
scales (See, [8]).

(iv) If h(ω) = 1 and φ(t1) = t1, then f ∈ K2
s (IT).

(v) If h(ω) = ω2, s = 1 and φ(t1) = t1, then f ∈ Q(IT).

(vi) If h(ω) = ω2, and φ(t1) = t1, then f ∈ Qs(IT).

(vii) If s = 1, h(ω) = 2
√
ω(1− ω) and φ(t1) = t1, then f ∈MT (IT).

Moreover, suppose we denote byQs(IT) and SX(φh−s, IT) the class of s-Godunova
Levin and φh−s, IT convex functions on time scales respectively, then it is easy to
see that: P (IT) = Q0(IT) = SX(φh−0, IT) ⊆ SX(φh−s1 , IT) ⊆ SX(φh−s2 , IT) ⊆
SX(φh−1, IT) = SX(φh, IT) for 0 ≤ s1 ≤ s2 ≤ 1 whenever φ is the identity func-
tion.
If inequality (3.9) is reversed, then f is φh−s, IT concave, that is, f ∈ SV (φh−s, IT).

The permanence properties of diamond-φh, IT derivative and convexity opera-
tions on time scales constitute an important source of examples in this area.

Proposition 3.1. Let f, g ∈ SX(φh−s, IT), i.e, these are φh−s, IT convex, f, g :
T → R be diamond-φh−s, IT differentiable at t ∈ T, and c be any constant. Then
f + g, cf, fg, 1

g (g 6= 0), fg (g 6= 0) are all diamond-φh−s, IT differentiable at t ∈ T.

Proof. Since f and g are �φh−s,IT differentiable, then let

f�φh−s,IT (t) =
(
h(ω)
ω

)−s
f∆(φ(t)) +

(
h(1−ω)

1−ω

)−s
f∇(φ(t))

and

g�φh−s,IT (t) =
(
h(ω)
ω

)−s
g∆(φ(t)) +

(
h(1−ω)

1−ω

)−s
g∇(φ(t)), then

(i). f + g : T→ R is diamond-(φh−s, IT) differentiable at t ∈ T, and

(f, g)�φh−s,IT (t) =

(
h(ω)

ω

)−s
(f, g)∆(φ(t)) +

(
h(1− ω)

1− ω

)−s
(f, g)∇(φ(t))

= f�φh−s,IT (t) + g�φh−s,IT (t).



22 F.O. Bosede and A.A. Mogbademu

(ii). For any constant c ∈ R, cf : T→ R is diamond-φh−s,T differentiable at t ∈ T

and (cf)�φh−s,IT (t) = c

[(
h(ω)
ω

)−s
f∆(φ(t)) +

(
h(1−ω)

1−ω

)−s
f∇(φ(t))

]
= cf�φh−s,IT (t).

(iii). fg : T→ R is diamond-φh−s,T differentiable at t ∈ T and

(fg)�φh−s,IT (t) =

(
h(ω)

ω

)−s
(fg)∆(φ(t)) +

(
h(1− ω)

1− ω

)−s
(fg)∇(φ(t))

= f�φh−s,IT (t)(φ(t))g(φ(t)) +

(
h(ω)

ω

)−s
fσ(t)(φ(t))g∆(φ(t))

+

(
h(1− ω)

1− ω

)−s
fρ(t)(φ(t))g∇(φ(t)).

(iv). For g(t)gσ(t)gρ(t) 6= 0, 1
g : T → R is diamond-φh−s,T differentiable at t ∈ T

with(
1

g

)�φh−s,IT
(t) = − 1

g(φ(t))gσ(φ(t))gρ(φ(t))
((gσ(φ(t)) + gρ(φ(t))) g�φh−s,IT (t)

= −
(
h(ω)

ω

)−s
g∆(φ(t))gσ(φ(t))

−
(
h(1− ω)

1− ω

)−s
g∇(φ(t))gρ(φ(t)).

(v). For g(t)gσ(t)gρ(t) 6= 0, fg : T → R is diamond-φh−s,T differentiable at t ∈ T
with(

f

g

)�φh−s,IT
(t) =

1

g(φ(t))gσ(φ(t))gρ(φ(t))
(f�φh−s,IT (t)gσ(φ(t))gρ(φ(t))

= −
(
h(ω)

ω

)−s
fσ(φ(t))gρ(φ(t))g∆(φ(t))−

−
(
h(1− ω)

1− ω

)−s
fρ(φ(t))gσ(φ(t))g∇(φ(t))).

The following proposition easily follows and so we will omit the proof.

Proposition 3.2. Let f be a non negative function on IT. Let h be a non negative
function on IT.

(i). If h(ω) ≤ ω1− 1
s where s ∈ (0, 1], ω ∈ (0, 1), then f ∈ SX(φh−s, IT).
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(ii). If h(ω) ≥ ω1− 1
s for any ω ∈ (0, 1) and s ∈ (0, 1], then f ∈ SV (φh−s, IT).

It is clear that Proposition 3.2 implies that all convex functions on IT are the
examples of our newly defined class of convex function on IT. An example of such
particularly is h(ω) = ωk for k > 1− 1

s where s ∈ (0, 1].

Remark 3.7. For t1, t2 ∈ IT, p, q > 0, the inequality (3.9) is equivalent to

f

(
pφ(t1) + qφ(t2)

p+ q

)
≤

(
h(p)
p

)−s
f(φ(t1)) +

(
h(q)
q

)−s
f(φ(t2))

p+ q
.

The following definition is useful in defining another form of inequality (3.9) on time scales.

Definition 3.8. A function h : JT → R is said to be a supermultiplicative function
on JT ⊂ T if for all m,n ∈ JT,

h(mn) ≥ h(m)h(n), (3.10)

h is said to be a submultiplicative function on time scales if the inequality (3.10)
is reversed and respectively a multiplicative function on time scales if the equality
holds in (3.10).

We now prove some time scales analogue for φh−s, IT-convex function where h
is either supermultiplicative or submultiplicative. Some results in [20] are useful in
the sequel.

Proposition 3.3. Let h : JT → R be a non negative function on JT ⊂ T and let
f : T → R be a function such that f ∈ SX(φh−s, IT), where φ(t) = t. Then for all
t1, t2, t3 ∈ T such that t1 < t2 < t3 and t3 − t1, t3 − t2, t2 − t1,∈ JT, the following
inequality holds:
[(t3 − t1), (t2 − t1), h(t3 − t2)]−sf(t1)− [(t3 − t2), (t2 − t1), h(t3 − t1)]−sf(t2)

+[(t3 − t1), (t3 − t2), h(t2 − t1)]−sf(t3) ≥ 0. (3.11)

If the function h is submultiplicative and f ∈ SX(φh−s, IT), then the inequality
(3.11) is reversed.

Proof. Since f ∈ SX(φh−s, IT), and t1, t2, t3 ∈ T are points which satisfy assump-
tions of the proposition, then

t3 − t2
t3 − t1

,
t2 − t1
t3 − t1

∈ JT and
t3 − t2
t3 − t1

+
t2 − t1
t3 − t1

= 1.

Also,

h(t3 − t2)−s =

(
h

(
t3 − t2
t3 − t1

˙(t3 − t1)

))−s
≥
(
h

(
t3 − t2
t3 − t1

)
h(t3 − t1)

)−s
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and

h(t2 − t1)−s =

(
h

(
t2 − t1
t3 − t1

˙(t3 − t1)

))−s
≥
(
h

(
t2 − t1
t3 − t1

)
h(t3 − t1)

)−s
.

Let h(t3 − t1) > 0. If in inequality (3.9), we set ω = t3−t2
t3−t1 , 1−ω = t2−t1

t3−t1 , a = t1, b =
t3, we have t2 = ωa+ (1− ω)b and so

f(t2) ≤

h
(
t3−t2
t3−t1

)
t3−t2
t3−t1

−s f(t1) +

h
(
t3−t2
t3−t1

)
t3−t2
t3−t1

−s f(t3)

≤

 h(t3−t2)
h(t3−t1)

t3−t2
t3−t1

−s f(t1) +

 h(t3−t2)
h(t3−t1)

t3−t2
t3−t1

−s f(t3). (3.12)

Multiplying inequality (3.12) by ( t3−t2t3−t1 )−s(h(t3 − t1))−s and further multiplication

by (t3 − t1)−s(t2 − t1)−s with rearrangement yields (3.11).

Remark 3.8. (i) Inequality (3.11) can alternatively be used in Definition 3.7 since
inequalities (3.9) and (3.11) are equivalent.

(ii) If we consider inequality (3.11) with h(t) = t2 where s = 1, we will obtain an
alternate definition of Godunova-Levin function on time scales, that is, inequality
(3.3).

(iii) Inequality (3.11) is equivalent to Definition 14 of [18] with h(t) = 1, s = 1 by
considering points t1, t2 ∈ IT with t1 < t2 and t ∈ IT such that t1 < t < t2 and
t = ωt1 + (1− ω)t2.

(iv) Another way of writing (3.12) is:

f(t1)− f(t2)(
h
(
t1−t2
t1−t3

)
t1−t2
t1−t3

)−s ≤ f(t2)− f(t3)(
h
(
t2−t3
t1−t3

)
t2−t3
t1−t3

)−s ,
where t1 < t3 and t1, t3 6= t2.

Theorem 3.2. Let f : IT → R be defined and ∆φh−s,IT
differentiable function on

IkT . If f
∆φh−s,IT is nondecreasing (nonincreasing) on IkT , then f is φh−s,IT convex

(concave) on IT.

Proof. By Remark 3.8(iv), it suffices to prove that

f(φ(t))− f(φ(t1))

t− t1
≤ f(φ(t2))− f(φ(t))

t2 − t
. (3.14)

Let t1 ≤ γ1 < ξ2. From the mean value Theorem (see [5]), there exists points
ξ1, γ1 ∈ [t1, t)T and ξ2, γ2 ∈ [t, t2)T such that

f
∆φh−s,IT (ξ1) ≤ f(φ(t))− f(φ(t1))

t− t1
≤ f∆φh−s,IT (γ1)
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and

f
∆φh−s,IT (ξ2) ≤ f(φ(t2))− f(φ(t))

t2 − t
≤ f∆φh−s,IT (γ2). (3.15)

Since t1 < γ1 < ξ2 and from the assumption that f
∆φh−s,IT (γ1) ≤ f

∆φh−s,IT (ξ2),
inequality (3.14) holds, then

f(φ(t))− f(φ(t1))

t− t1
≤ f∆φh−s,IT (γ1) ≤ f∆φh−s,IT (ξ2) ≤ f(φ(t2))− f(φ(t))

t2 − t
(3.16)

for nondecreasing f
∆φh−s,IT and

f(φ(t))− f(φ(t1))

t− t1
≥ f∆φh−s,IT (γ1) ≥ f∆φh−s,IT (ξ2) ≥ f(φ(t2))− f(φ(t))

t2 − t
(3.17)

for nonincreasing f
∆φh−s,IT .

The inequality (3.16) is equivalent to the inequality (3.9) and with the φh−s,IT-
convexity of f , while the inequality (3.17) is equivalent with the φh−s,IT-concavity of
f. It is obvious that the nabla version of the Theorem (3.1) holds for nondecreasing

(nonincreasing) f
∆φh−s,IT .

We now ask a question of interest: Can the generalized class of convex function
(3.19) be continuous on time scales? The answer to this is affirmative. We shall
first discuss the geometrical interpretation of φh−s,IT convexity on time scales in
order to justify this claim.

The φh−s,IT convexity of a function f : IT → R on time scales geometrically
means that the points of the graph of f(φ(t))|[φ(t1), φ(t2)] are under the chord(or
on the chord) joining the endpoints (φ(t1), f(φ(t1))) and (φ(t2), f(φ(t2))) for every
t1, t2 ∈ IT. Thus

f(φ(t)) ≤ f(φ(t1)) +
f(φ(t2))− f(φ(t1))

φ(t2)− φ(t1)
(φ(t)− φ(t1))

for all φ(t) ∈ [φ(t1), φ(t2)] and all φ(t1), φ(t2) ∈ IT.
This shows that convex functions are majorized locally (i.e, on any compact subin-
terval) by affine functions.

Theorem 3.3. Let f : IT → R be a continuous function on IT. Then f is φh−s,IT
convex on IT if and only if f satisfies inequality (3.1), i.e, f is midpoint convex on
IT.

Proof. Sufficiently assume for contradiction that f is not φh−s,IT convex on IT.
Thus, there would exist subinterval (φ(a), φ(b)] such that f(φ(t))|[φ(a), φ(b)] is not
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under the chord (or on the chord) joining (φ(a), f(φ(a))) and (φ(b), f(φ(b))) so that
for φ(t) ∈ [φ(a), φ(b)]

f(ψ(t)) = f(φ(t))− f(φ(b))− f(φ(a))

φ(b)− φ(a)
(φ(t)− φ(a))− f(φ(a)).

Thus ξ = sup{f(ψ(φ(t)))|φ(t) ∈ [φ(a), φ(b)]} > 0 and ψ(φ(a)) = ψ(φ(b)) = 0 since
ψ is continuous.

Also, let K = inf{φ(t) ∈ [φ(a), φ(b)]|ψ(φ(t)) = ξ}, then we necessarily prove
that φ(k) = ξ and k ∈ (φ(a), φ(b)).
For every c > 0 for which k + c ∈ (φ(a), φ(b)), we have by the definition of k,
ψ(k − c) < ψ(k) and ψ(k + c) ≤ ψ(k).
So that

ψ(k) >
ψ(k − c) + ψ(k + c)

2
.

This contradicts the fact that ψ is midpoint convex on IT.

Remark 3.9. (i) Theorem 3.1 remains true if the condition of midpoint convexity on
time scales is replaced by

f((1− ω)φ(t1) + ωφ(t2)) ≤
(
h(1− ω)

1− ω

)−s
f(φ(t1)) +

(
h(ω)

ω

)−s
f(φ(t2)),

for some 0 ≤ s ≤ 1, h(ω) = 1, φ(t1) = t1 and ω = 1
2
.

(ii) If we replace the condition of continuity in Theorem 3.2 by boundedness from above
on every compact subinterval of time scales, Theorem 3.2 still holds.

4. Conclusion

The concepts of φh−s,IT-convex function on time scales generalizes the time scale
version of many known classes of convex functions. This implies that φh−s,IT-convex
functions on time scales readily provides many inequalities which generalize and
extend the Hermite-Hadamard-type inequalities and several other inequalities for
some classes of convex functions defined on time scales.
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TRIPOLAR FUZZY SOFT IDEALS AND TRIPOLAR FUZZY SOFT
INTERIOR IDEALS OVER Γ−SEMIRING
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Abstract. In this paper, we have introduced the notion of tripolar fuzzy soft Γ−subsemi-
ring, tripolar fuzzy soft ideal, tripolar fuzzy soft interior ideals over Γ−semiring and
also studied some of their algebraic properties and the relations between them.
Keywords: tripolar fuzzy set, soft set, fuzzy soft set, tripolar fuzzy soft ideal, tripolar
fuzzy soft interior ideal.

1. Introduction

In 1995, Murali Krishna Rao [16, 17] introduced the notion of a Γ−semiring as a
generalization of Γ−ring, ring, ternary semiring and semiring. As a generalization
of ring, the notion of a Γ−ring was introduced by Nobusawa [22] in 1964. As a
generalization of ring, semiring was introduced by Vandiver [25] in 1934. In 1981,
Sen [24] introduced the notion of Γ−semigroup as a generalization of semigroup.
The notion of ternary algebraic system was introduced by Lehmer [12] in 1932.
Lister [13] introduced ternary ring.The set of all negative integers Z is not a semiring
with respect to usual addition and multiplication but Z forms a Γ−semiring where
Γ = Z. The important reason for the development of Γ−semiring is a generalization
of results of rings, Γ−rings, semirings, semigroups and ternary semirings. Murali
Krishna Rao and Venkateswarlu [21] introduced the notion of Γ−incline and field
Γ−semiring and studied properties of regular Γ−incline and field Γ−semiring.
The theory of fuzzy sets is the most appropriate theory for dealing with uncertainty
was first introduced by Zadeh [26]. Rosenfeld [23] introduced fuzzy group. There
are many extensions of fuzzy sets, for example, intuitionistic fuzzy sets, interval
valued fuzzy sets, vague sets, bipolar fuzzy sets, cubic sets etc. Molodtsov [15]
introduced the concept of soft set theory as a new mathematical tool for dealing
with uncertainties. Feng et al. [5] initiated the study of soft semirings. Soft rings
are defined by Acar et al. [1] and Ghosh et al. [6] who initiated the study of fuzzy
soft rings and fuzzy soft ideals. In 2001, Maji et al. [14] combined the concept of
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fuzzy set theory which was introduced by Zadeh [26] in 1965 and the notion of soft
set theory which was introduced by Molodstov [15] in 1999. Aktas and Cagman
[2] introduced the concept of fuzzy subgroup, soft sets and soft groups which was
extended by Aygnnogln and Aygun [4]. Murali Krishna Rao [18] studied fuzzy
soft Γ−semiring homomorphism, fuzzy soft Γ−semiring and fuzzy soft k−ideal over
Γ−semiring, In 2000, Lee [10, 11] used the term bipolar valued fuzzy sets and
applied it to algebraic structure. Bipolar fuzzy sets are an extension of fuzzy sets
whose membership degree range is [−1, 1]. In 1994, Zhang [27] initiated the concept
bipolar fuzzy sets as a generalization of fuzzy sets. Jun et al. [7, 8] introduced the
notion of bipolar fuzzy ideals and bipolar fuzzy filters in CI-algebras. The ideals of “
an intuitionistic fuzzy set” was first introduced by Atanassor [3] as a generalization
of notion of fuzzy set. Murali Krishna Rao [19] introduced the notion of tripolar
fuzzy set to be able to deal with tripolar information as a generalization of fuzzy set,
bipolar fuzzy set and intuitionistic fuzzy set and introduced the notion of tripolar
fuzzy ideals and tripolar fuzzy interior ideals of Γ−semigoup. In this paper, we
have introduced the notion of tripolar fuzzy soft ideals and interior ideals over
Γ−semiring. We have studied some of their algebraic properties and the relations
between them.

2. Preliminaries

In this section, we recall some definitions introduced by the pioneers in this field
earlier.

Definition 2.1. Let (M,+) and (Γ,+) be commutative semigroups. Then we call
M as a Γ−semiring,if there exists a mapping M × Γ×M → M is written (x, α, y)
as xαy such that it satisfies the following axioms:

(i) xα(y + z) = xαy + xαz

(ii) (x+ y)αz = xαz + yαz

(iii) x(α+ β)y = xαy + xβy

(iv) xα(yβz) = (xαy)βz, for all x, y, z ∈M and α, β ∈ Γ.

Every semiring R is a Γ−semiring with Γ = R and ternary operation xγy as the
usual semiring multiplication.

Example 2.1. Let M be a a set of all rational numbers and Γ be a set of all natural
numbers are commutative semigroups with respect to usual addition. Define the mapping
M × Γ ×M → M by aαb as usual multiplication, forall a, b ∈ M,α ∈ Γ. Then M is a
Γ−semiring.

Definition 2.2. A Γ−semiring M is said to have zero element if there exists an
element 0 ∈M such that 0+x = x = x+0 and 0αx = xα0 = 0, forall x ∈M,α ∈ Γ.
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Definition 2.3. Let M be a Γ−semiring. An element 1 ∈ M is said to be unity
if for each x ∈M there exists α ∈ Γ such that xα1 = 1αx = x.

Definition 2.4. A Γ−semiring M is said to be commutative Γ−semiring if xαy =
yαx, for all x, y ∈M and α ∈ Γ.

Definition 2.5. Let M be a Γ−semiring. An element a ∈M is said to be regular
element of M if there exist x ∈M,α, β ∈ Γ such that a = aαxβa.

Definition 2.6. Let M be a Γ−semiring. If every element of M is a regular then
M is said to be regular Γ−semiring.

Definition 2.7. A non-empty subset A of Γ−semiring M is called

(i) a Γ−subsemiring of M if (A,+) is a subsemigroup of (M,+) and AΓA ⊆ A.

(ii) a quasi ideal of M if A is a Γ−subsemiring of M and AΓM ∩MΓA ⊆ A.

(iii) a bi-ideal of M if A is a Γ−subsemiring of M and AΓMΓA ⊆ A.

(iv) an interior ideal of M if A is a Γ−subsemiring of M and MΓAΓM ⊆ A.

(v) a left (right) ideal of M if A is a Γ−subsemiring of M and MΓA ⊆ A(AΓM ⊆
A).

(vi) an ideal if A is a Γ−subsemiring of M,AΓM ⊆ A and MΓA ⊆ A.

(vii) a k−ideal if A is a Γ−subsemiring of M,AΓM ⊆ A,MΓA ⊆ A and x ∈
M, x+ y ∈ A, y ∈ A then x ∈ A.

Definition 2.8. A tripolar fuzzy set A in a universe set X is an object having the
form A = {(x, µA(x), λA(x), δA(x)) | x ∈ X and 0 ≤ µA(x) + λA(x) ≤ 1}, where
µA : X → [0, 1];λA : X → [0, 1]; δA : X → [−1, 0] such that 0 ≤ µA(x) + λA(x) ≤ 1.
The membership degreeµA(x) characterizes the extent that the element x satisfies
to the property corresponding to tripolar fuzzy set A,λA(x) characterizes the extent
that the element x satisfies to the not property(irrelevant ) corresponding to tripolar
fuzzy set A and δA(x) characterizes the extent that the element x satisfies to the
implicit counter property of tripolar fuzzy set A. For simplicity A = (µA, λA, δA)
has been used for A = {(x, µA(x), λA(x), δA(x)) | x ∈ X, 0 ≤ µA(x) + λA(x) ≤ 1}.

Remark 2.1. A tripolar fuzzy set A is a generalization of a bipolar fuzzy set and an
intuitionistic fuzzy set. A tripolar fuzzy set A = {(x, µA(x), λA(x), δA(x) | x ∈ X )
represents the sweet taste of food stuffs. Assuming the sweet taste of food stuff as a
positive membership value µA(x), i.e. the element x is satisfying the sweet property. Then
bitter taste of food stuff as a negative membership value δA(x, ) i.e. the element x is
satisfying the bitter property, and the remaining tastes of food stuffs like acidic, chilly
etc., as a non memberships value λA(x), i.e., the element is satisfying irrelevant to the
sweet property.
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Definition 2.9. A tripolar fuzzy set A = (µA, λA, δA) of a Γ−semiring M is called
a tripolar fuzzy Γ−subsemiring of M if A satisfies the following conditions.

(i) µA(x+ y) ≥ min{µA(x), µA(y)}

(ii) λA(x+ y) ≤ max{λA(x), λA(y)}

(iii) δA(x+ y) ≤ max{δA(x), δA(y)}

(iv) µA(xαy) ≥ min{µA(x), µA(y)}

(v) λA(xαy) ≤ max{λA(x), λA(y)}

(vi) δA(xαy) ≤ max{δA(x), δA(y)}, for all x, y, z ∈M,α ∈ Γ.

Definition 2.10. A tripolar fuzzy Γ−subsemiringA = (µA, λA, δA) of a Γ−semiring
M is called a tripolar fuzzy ideal of M if A satisfies the following conditions.

(i) µA(xαy) ≥ max{µA(x), µA)(xy}

(ii) λA(xαy) ≤ min{λA(x), λA(y)}

(iii) δA(xαy) ≤ min{δA(x), δA(y)}, for all x, y, z ∈M,α ∈ Γ

Definition 2.11. A tripolar fuzzy Γ−subsemiringA = (µA, λA, δA) of a Γ−semiring
M is called a tripolar fuzzy interior ideal of M if A satisfies the following conditions.

(i) µA(xαzβy) ≥ µA(z)

(ii) λA(xαzβy) ≤ λA(z)

(iii) δA(xαzβy) ≤ δA(z), for all x, y, z ∈M,α, β ∈ Γ.

Definition 2.12. Let (f,A), (g,B) be fuzzy soft sets over a Γ−semiring M . The
intersection of fuzzy soft sets (f,A) and (g,B) is denoted by (f,A)∩ (g,B) = (h,C)
where C = A ∪B is defined as

hc =

 fc, if c ∈ A \B;
gc, if c ∈ B \A;
fc ∩ gc, if c ∈ A ∩B.

for all c ∈ A ∪B and x ∈M.

Definition 2.13. Let (f,A), (g,B) be fuzzy soft sets over a Γ−semiring MS. The
union of fuzzy soft sets (f,A) and (g,B) is denoted by (f,A)∪(g,B) = (h,C) where
C = A ∪B is defined as

hc =

 fc, if c ∈ A \B;
gc, if c ∈ B \A;
fc ∪ gc, if c ∈ A ∩B.

,

for all c ∈ A ∪B and x ∈M.
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Definition 2.14. Let (f,A), (g,B) be fuzzy soft sets over a Γ−semiring M.
“(f,A)and(g,B) is denoted by “(f,A)∧(g,B)” is defined by (f,A)∧(g,B) = (h,C),
where C = A×B. hc(x) = min {fa(x), gb(x)} for all c = (a, b) ∈ A×B and x ∈M.

Definition 2.15. Let (f,A), (g,B) be fuzzy soft sets over an ordered Γ−semiring
M. “(f,A)or(g,B)” is denoted by (f,A)∨(g,B) is defined by (f,A)∨(g,B) = (h,C),
where C = A×B and hc(x) = max {fa(x), gb(x)}, for all c = (a, b) ∈ A×B, x ∈ U.

3. TRIPOLAR FUZZY SOFT IDEALS OVER Γ−SEMIRING

In this section, we introduce the notion of tripolar fuzzy sets to be able to deal
with tripolar information as a generalization of fuzzy sets, bipolar fuzzy set and
intuitionistic fuzzy sets. We introduce the notion of tripolar fuzzy soft ideals and
interior ideals over Γ−semiring.

Definition 3.1. A tripolar fuzzy soft set (f,A) over Γ−semiring M is called a
tripolar fuzzy soft Γ−semiring over M if f(a) = {µf(a)(x), λf(a)(x), δf(a)(x) | x ∈
M,a ∈ A}, where µf(a)(x) : M → [0, 1];λf(a)(x) : M → [0, 1]; δf(a)(x) : M →
[−1, 0] such that 0 ≤ µf(a)(x) + λf(a)(x) ≤ 1 and for all x ∈ M satisfying the
following conditions

(i) µf(a)(x+ y) ≥ min{µf(a)(x), µf(a)(y)}

(ii) λf(a)(x+ y) ≤ max{λf(a)(x), λf(a)(y)}

(iii) δf(a)(x+ y) ≤ max{δf(a)(x), δf(a)(y)}

(iv) µf(a)(xαy) ≥ min{µf(a)(x), µf(a)(y)}

(v) λf(a)(xαy) ≤ max{λf(a)(x), λf(a)(y)}

(vi) δf(a)(xαy) ≤ max{δf(a)(x), δf(a)(y)}, for all x, y ∈M,α ∈ Γ and a ∈ A.

Definition 3.2. A tripolar fuzzy soft set (f,A) over a Γ−semiring M is called a
tripolar fuzzy soft ideal over M if

(i) µf(a)(x+ y) ≥ min{µf(a)(x), µf(a)(y)}

(ii) λf(a)(x+ y) ≤ max{λf(a)(x), λf(a)(y)}

(iii) δf(a)(x+ y) ≤ max{δf(a)(x), δf(a)(y)}

(iv) µf(a)(xαy) ≥ max{µf(a)(x), µf(a)(y)}

(v) λf(a)(xαy) ≤ min{λf(a)(x), λf(a)(y)}

(vi) δf(a)(xαy) ≤ min{δf(a)(x), δf(a)(y)}, for all x, y ∈M,α ∈ Γ and a ∈ A.
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Remark 3.1. Every tripolar fuzzy soft ideal (f,A) over a Γ−semiring M is a tripolar
fuzzy soft semiring (f,A) over M but the converse is not true.

Example 3.1. Let M = {x1, x2, x3},Γ = {α, β}. Then, we shall define the operations
with the following tables:

+ α β

α α α

β α β

+ x1 x2 x3
x1 x1 x2 x3
x2 x2 x2 x3
x3 x3 x3 x2

;

α x1 x2 x3
x1 x1 x3 x3
x2 x3 x2 x3
x3 x3 x3 x3

and

β x1 x2 x3
x1 x1 x2 x3
x2 x3 x2 x3
x3 x3 x3 x3

.

Let E = {a, b, c} and B = {a, b}. Then (φ,B) is tripolar fuzzy soft set defined as
(φ,B) = {φ(a), φ(b)}, where
φ(a) = {(x1, 0.2, 0.7,−0.2), (x2, 0.3, 0.6,−0.3), (x3, 0.6, 0.3,−0.3)}
φ(b) = {(x1, 0.4, 0.5,−0.3), (x2, 0.6, 0.3,−0.5), (x3, 0.5, 0.4,−0.2)}.
Then (φ,B)is a tripolar fuzzy soft Γ−subsemiring over M and (φ,B) is not a tripolar fuzzy
soft ideal over M.
(φ,B) is tripolar fuzzy soft interior ideal over M.

Definition 3.3. A tripolar fuzzy soft (f,A) over Γ−semiring M is called a tripolar
fuzzy soft interior ideal of M if

(i) µf(a)(xαzβy) ≥ µf(a)(z)

(ii) λf(a)(xαzβy) ≤ λf(a)(z)

(iii) δf(a)(xαzβy) ≤ δf(a)(z), for all x, y, z ∈M,α, β ∈ Γ and a ∈ A.

Theorem 3.1. Every tripolar fuzzy soft ideal over a Γ−semiring M is a tripolar
fuzzy soft interior ideal over a Γ−semiring M.

Proof. Let (f,A) be tripolar fuzzy soft ideal over a Γ−semiring M. Then f(a) =
{µ(a), λ(a), f(a)} is a tripolar fuzzy ideal of M,a ∈ A. Then

(i) µf(a)(xαzβy) ≥ µf(a)(xαz) ≥ µf(a)(z)

(ii) λf(a)(xαzβy) ≤ λf(a)(xαz) ≤ λf(a)(z)

(iii) δf(a)(xαzβy) ≤ δf(a)(xαz) ≤ δf(a)(z), forall x, y, z ∈M,α, β ∈ Γ and a ∈ A.

Hence (f,A) is a tripolar fuzzy soft interior ideal over M.

Theorem 3.2. Every tripolar fuzzy soft interior ideal over a regular Γ−semiring
M is a tripolar fuzzy soft ideal over M.

Proof. Let (f,A) be tripolar fuzzy soft interior ideal over a regular Γ−semiring M.
Then f(a) = {µf(a), λf(a), δf(a)} is a tripolar fuzzy ideal of M,a ∈ A.



Tripolar Fuzzy Soft Ideals and Tripolar Fuzzy Soft Interior Ideals Over G S R 35

Suppose x, y ∈M,α ∈ Γ. Then xαy ∈M. Then there exist β, γ ∈ Γ, z ∈M such
that xαy = xαyβzγxαy.

µf(a)(xαy) = µf(a)(xαyβzγxαy)

= µf(a) (xαyβ(zγxαy))

≥ µf(a)(y)

µf(a)(xαy) = µf(a) ((xαyβz)γxαy)

≥ µf(a)(x).

Hence µf(a) is a fuzzy ideal of M.

λf(a)(xαy) = λf(a)(xαyβzγxαy)

≤ λf(a)(y)

λf(a)(xαy) = λf(a)
(
(xαyβz)γxαy

)
≤ λf(a)(x).

Hence λf(a) is a fuzzy ideal of M.

δf(a)(xαy) = δf(a)(xαyβzγxαy)

≤ δf(a)(y)

δf(a)(xαy) ≤ δf(a)(x).

Hence δf(a) is a fuzzy ideal of M.
Therefore, f(a) is a tripolar fuzzy ideal of Γ−semiring M.
Thus, (f,A) is a tripolar fuzzy soft ideal of Γ−semiring M.

Theorem 3.3. If (f,A) and (g,B) are two tripolar fuzzy soft ideals over a Γ−semiring
M then (f,A) ∧ (g,B) is a tripolar fuzzy soft ideal over a Γ−semiring M.

Proof. Suppose (f,A) and (g,B) are two tripolar fuzzy soft ideals over a Γ−semiring
M.
Then by Definition [2.14], (f,A) ∧ (g,B) = (f ∩ g, C), where C = A×B
and (f ∧ g)(a, b) = f(a) ∩ g(b), for all (a, b) ∈ C. Then

µf(a)∩g(b)(x+ y) = min{µf(a)(x+ y), µg(b)(x+ y)}
≥ min

{
min{µf(a)(x), µf(a)(y)},min{µg(b)(x), µg(b)(y)}

}
= min

{
min{µf(a)(x), µg(b)(x)},min{µf(a)(y), µg(b)(y)}

}
= min{µf(a)∩g(b)(x), µf(a)∩g(b)(y)}.

λ(f∩g)(a,b)(x+ y) = min{λf(a)(x+ y), λg(b)(x+ y)}
≥ min

{
max{λf(a)(x), λf(a)(y)},max{λg(b)(x), λg(b)(y)}

}
= max

{
min{λf(a)(x), λg(b)(x)},min{λf(a)(y), λg(b)(y)}

}
= max{λf(a)∩g(b)(x), λf(a)∩g(b)(y)}.



36 M. Murali Krishna Rao and B. Venkateswarlu

δ(f∩g)(a,b)(x+ y) = min{δf(a)(x+ y), δg(b)(x+ y)}
≥ min

{
max{δf(a)(x), δf(a)(y)},max{δg(b)(x), δg(b)(y)}

}
= max

{
min{δf(a)(x), δg(b)(x)},min{δf(a)(y), δg(b)(y)}

}
= max{δf(a)∩g(b)(x), δf(a)∩g(b)(y)}.

µf(a)∩g(b)(xαy) = min{µf(a)(xαy), µg(b)(xαy)}
≥ min

{
min{µf(a)(x), µf(a)(y)},min{µg(b)(x), µg(b)(y)}

}
= min

{
min{µf(a)(x), µg(b)(x)},min{µf(a)(y), µg(b)(y)}

}
= min{µf(a)∩g(b)(x), µf(a)∩g(b)(y)}.

λ(f∩g)(a,b)(xαy) = min{λf(a)(xαy), λg(b)(xαy)}
≤ min

{
max{λf(a)(x), λf(a)(y)},max{λg(b)(x), λg(b)(y)}

}
= max

{
min{λf(a)(x), λg(b)(x)},min{λf(a)(y), λg(b)(y)}

}
= max{λf(a)∩g(b)(x), λf(a)∩g(b)(y)}.

δ(f∩g)(a,b)(xαy) = min{δf(a)(xαy), δg(b)(xαy)}
≤ min

{
max{δf(a)(x), δf(a)(y)},max{δg(b)(x), δg(b)(y)}

}
= max

{
min{δf(a)(x), δg(b)(x)},min{δf(a)(y), δg(b)(y)}

}
= max{δf(a)∩g(b)(x), δf(a)∩g(b)(y)}.

Hence (f,A) ∧ (g,B) is a tripolar fuzzy soft ideal over a Γ−semiring M.

Theorem 3.4. If (f,A) and (g,B) are two tripolar fuzzy soft interior ideals over
a Γ−semiringM then (f,A)∧(g,B) is a tripolar fuzzy interior ideals of Γ−semiring
M.

Proof. Suppose (f,A) and (g,B) are two tripolar fuzzy soft interior ideals over a
Γ−semiring M.
Then by Theorem[3.3], (f,A) ∧ (g,B) is soft tripolar fuzzy Γ−subsemiring of M.
By Definition[2.14], (f,A) ∧ (g,B) = (f ∧ g, C), where C = A×B.
Suppose (a, b) ∈ C, x, y ∈M and α ∈ Γ. Then

µf∧g(a,b)(xαyβz) = µf(a)∩g(b)(xαyβz)

= min{µf(a)(xαyβz), µg(b)(xαyβz)}
≥ min{µf(a)(y), µg(b)(y)}
= µf(a)∩g(b)(y)

= µf∧g(a,b)(y).

λf∧g(a,b)(xαyβz) = λf(a)∩g(b)(xαyβz)

= min{λf(a)(xαyβz), λg(b)(xαyβz)}
≤ min{λf(a)(y), λg(b)(y)}
= λf(a)∩g(b)(y)
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= λf∧g(a,b)(y).

δf∧g(a,b)(xαyβz) = δf(a)∩g(b)(xαyβz)

= min{δf(a)(xαyβz), δg(b)(xαyβz)}
≤ min{δf(a)(y), δg(b)(y)}
= δf(a)∩g(b)(y)

= δf∧g(a,b)(y).

Hence (f,A) ∧ (g,B) is a soft tripolar fuzzy interior ideal of Γ−semiring M.

The following theorem proofs are similar to Theorem [3.4].

Theorem 3.5. If (f,A) and (g,B) are two tripolar fuzzy soft interior ideals over
a Γ−semiringM then (f,A)∪(g,B) is a tripolar fuzzy interior ideals of Γ−semiring
M.

Theorem 3.6. If (f,A) and (g,B) are two tripolar fuzzy soft interior ideals over
a Γ−semiringM then (f,A)∩(g,B) is a tripolar fuzzy interior ideals of Γ−semiring
M.

Theorem 3.7. If (f,A) and (g,B) are two tripolar fuzzy soft ideals over Γ−semiring
M then (f,A) ∪ (g,B) is a tripolar fuzzy soft ideal over M.

Proof. Suppose (f,A) and (g,B) are two tripolar fuzzy soft ideals over Γ−semiring
M. Then by Definition [2.13], we have (f,A) ∪ (g,B) = (h,C), where C = A ∪ B;
and

h(c) = f ∪ g(c) =

 f(c) ifc ∈ A \B;
g(c) ifc ∈ B \A;
f(c) ∪ g(c) ifc ∈ A ∩B, forall c ∈ A ∪B.

case(i) : If c ∈ A \B then f ∪ g(c) = f(c). Thus we have

µf∪g(c)(x+ y) = µf(c)(x+ y)

≥ min{µf(c)(x), µf(c)(y)}
= min{µf∪g(c)(x), µf∪g(c)(y)}.

λf∪g(c)(x+ y) = λf(c)(x+ y)

≤ max{λf(c)(x), λf(c)(y)}
= max{λf∪g(c)(x), λf∪g(c)(y)}.

δf∪g(c)(x+ y) = δf(c)(x+ y)

≤ max{δf(c)(x), δf(c)(y)}
= max{δf∪g(c)(x), δf∪g(c)(y)}.

µf∪g(c)(xαy) = µf(c)(xαy)
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≥ max{µf(c)(xαy), µf(c)(xαy)}
= max{µf∪g(c)(x), µf∪g(c)(y)}.

λf∪g(c)(xαy) = λf(c)(xαy)

≤ min{λf(c)(x), λf(c)(y)}
= min{λf∪g(c)(x), λf∪g(c)(y)}.

δf∪g(c)(xαy) = δf(c)(xαy)

≤ min{δf(c)(x), δf(c)(y)}
= min{δf∪g(c)(x), δf∪g(c)(y)}.

case(ii) : If c ∈ B \A then f ∪ g(c) = g(c).
Since g(c) is a tripolar ideal of Γ−semiringM,f∪g(c) is a tripolar ideal of Γ−semiring
M.
case(iii) : If c ∈ A ∩B then f ∪ g(c) = f(c) ∪ g(c).

µf∪g(c)(x+ y) = µf(c)∪g(c)(x+ y)

= max{µf(c)(x+ y), µg(c)(x+ y)}
≥ max{min{µf(c)(x), µf(c)(y)},min{µg(c)(x), µg(c)(y)}}
= min{max{µf(c)(x), µg(c)(x)},max{µf(c)(y), µg(c)(y)}}
= min{µf(c)∪g(c)(x), µf(c)∪g(c)(y)}
= min{µf∪g(c)(x), µf∪g(c)(y)}

Similarly we can prove

λf∪g(c)(x+ y) ≤ max{λf∪g(c)(x), λf∪g(c)(y)}
δf∪g(c)(x+ y) ≤ max{δf∪g(c)(x), δf∪g(c)(y)}.
µf∪g(c)(xαy) = µf(c)∪g(c)(xαy)

= max{µf(c)(xαy), µg(c)(xαy)}
≥ max{max{µf(c)(x), µf(c)(y)},max{µg(c)(x), µg(c)(y)}}
= max{max{µf(c)(x), µg(c)(x)},max{µf(c)(y), µg(c)(y)}}
= max{µf(c)∪g(c)(x), µf(c)∪g(c)(y)}
= max{µf∪g(c)(x), µf∪g(c)(y)}

Similarly we can prove

λf∪g(c)(xαy) ≤ min{λf∪g(c)(x), λf∪g(c)(y)}
δf∪g(c)(xαy) ≤ min{δf∪g(c)(x), δf∪g(c)(y)}.

Therefore, f ∪ g(c) is a tripolar fuzzy ideal of M.
Hence (f,A) ∪ (g,B) is a tripolar fuzzy soft ideal over M.

Corollary 3.1. If (f,A) and (g,B) are two tripolar fuzzy soft ideals over Γ−semiring
M then (f,A) ∩ (g,B) is a tripolar fuzzy soft ideal over M.
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Definition 3.4. Let (f,A) and (g,B) be two tripolar fuzzy soft sets over a Γ−semiring
M. The the product (f,A) and (g,B) is defined as (f,A)◦ (g,B) = (f ◦g, C), where
C = A ∪B. Then we have (f,A) ◦ (g,B) = (h,C), where C = A ∪B; and

µ(f◦g)(c)(x) =


µf(c)(x), if c ∈ A \B;
µg(c)(x), if c ∈ B \A;
sup
x=yαz

{
min{µf(c)(y), µg(c)(z)}

}
, if c ∈ A ∩B.

λ(f◦g)(c)(x) =


λf(c)(x), if c ∈ A \B;
λg(c)(x), if c ∈ B \A;

inf
x=yαz

{
max{λf(c)(y), λg(c)(z)}

}
, if c ∈ A ∩B.

δ(f◦g)(c)(x) =


δf(c)(x), if c ∈ A \B;
δg(c)(x), if c ∈ B \A;

inf
x=yαz

{
max{δf(c)(y), δg(c)(z)}

}
, if c ∈ A ∩B.

Theorem 3.8. If (f,A) and (g,B) are tripolar fuzzy soft interior ideals over
Γ−semiringM then (f,A)◦(g,B) is a tripolar fuzzy soft interior ideal over Γ−semiring
M.

Proof. Obviously (f,A) ◦ (g,B) is tripolar fuzzy soft Γ−subsemiring over M. Let
x, y, z ∈M,α, β ∈ Γ.

By Definition [3.4], (f,A)◦(g,B) = (f◦g, C), where C = A∪B and c ∈ C, x ∈M.
case(i) : If c ∈ A \B then

µf◦g(c) = µf(c)

λf◦g(c) = λf(c)

δf◦g(c) = δf(c).

Since (f,A) is a tripolar fuzzy soft interior ideal over M, f ◦ g(c) is a tripolar fuzzy
soft interior ideal of M.

case(ii) : If c ∈ B \A then

µf◦g(c) = µg(c)

λf◦g(c) = λg(c)

δf◦g(c) = δg(c).

Since (g,B) is a tripolar fuzzy soft interior ideal over M, f ◦ g(c) is a tripolar fuzzy
soft interior ideal of M.
case(iii) : If c ∈ A ∩B then

µf◦g(c)(x) = sup
x=aαb

{
min{µf(a)(x), µg(b)(x)

}
.
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µf◦g(c)(xαyβz) = sup
x=aαb

{
min{µf(a)(xαyβz), µg(b)(xαyβz)

}
≥ sup

x=aαb

{
min{µf(a)(y), µg(b)(y)

}
= µf◦g(c)(y).

λf◦g(c)(xαyβz) = inf
x=aαb

{
max{λf(a)(xαyβz), λg(b)(xαyβz)

}
≤ sup

x=aαb

{
max{λf(a)(y), λg(b)(y)

}
= λf◦g(c)(y).

δf◦g(c)(xαyβz) = inf
x=aαb

{
max{δf(a)(xαyβz), δg(b)(xαyβz)

}
≤ inf

x=aαb

{
max{δf(a)(y), δg(b)(y)

}
= δf◦g(c)(y).

Hence f ◦ g(c) is a tripolar fuzzy interior ideal of M.
Therefore (f,A) ◦ (g,B) is a tripolar fuzzy interior ideal over M.

Theorem 3.9. Let E be a perimeter set and
∑
E

(M) be the set of all tripolar fuzzy

soft interior ideals over Γ−semiring M. Then (
∑
E

(M),∪,∩) forms complete dis-

tributive lattices along with the relation ⊆ .

Proof. Suppose (f,A) and (g,B) be soft interior ideals over M such that A ⊆
E,B ⊆ E.
By Theorems [3.6, 3.7], (f,A) ∩ (g,B) and (f,A) ∪ (g,B) are tripolar fuzzy soft
interior ideals over M.
Obviously (f,A) ∩ (g,B) is lub of {(f,A), (g,B)} and (f,A) ∪ (g,B) is glb of
{(f,A)(g,B)}.
Every sub collection of

∑
E

(M) has lub and glb.

Hence
∑
E

(M) is a complete lattice.

We can prove (f,A) ∩
(
(g,B) ∪ (h,C)

)
=
(
(f,A) ∩ (g,B)

)
∪
(
(f,A) ∩ (h,C)

)
.

Therefore (
∑
E

(M),∪,∩) forms a complete distributive lattice.

4. Conclusion

Murali Krishna Rao [19] introduced the notion of tripolar fuzzy set in Γ−semigroup
to be able to deal with tripolar information, as a generalization of fuzzy set, bipolar
fuzzy set and intuitionistic fuzzy set. In this paper, we have introduced the notion
of tripolar fuzzy soft subsemiring, tripolar fuzzy soft ideal, tripolar fuzzy soft in-
terior ideals over Γ−semiring and studied some of their algebraic basic properties
and relations between them.The results of this paper can be extended to different
algebraic structures and it can be applied to decision making problems.
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AN ANALOGUE OF COWLING-PRICE’S THEOREM FOR THE
Q-FOURIER-DUNKL TRANSFORM

Azzedine Achak, Radouan Daheh, Najat Safouane and El Mehdi Loualid

Abstract. The Q-Fourier-Dunkl transform satisfies some uncertainty principles in a
similar way to the Euclidean Fourier transform. By using the heat kernel associated
to the Q-Fourier-Dunkl operator, we have established an analogue of Cowling-Price,
Miyachi and Morgan theorems on R by using the heat kernel associated to the Q-
Fourier-Dunkl transform.
Keywords: Cowling-Price’s theorem; Miyachi’s theorem; Uncertainty Principles; Q-
Fourier-Dunkl transform.

1. Introduction

There are many theorems which state that a function and its classical Fourier
transform on R cannot simultaneously be very small at infinity. This principle
has several versions which were proved by M.G. Cowling and J.F. Price [3] and
Miyachi [6]. In this paper, we will study an analogue of Cowling-Price’s theorem
and Miyachi’s theorem for the Q-Fourier-Dunkl transform. Many authors have
established the analogous of Cowling-Price’s theorem in other various setting of
harmonic analysis (see for instance [5]) The outline of the content of this paper is
as follows.
Section 2 is dedicated to some properties and results concerning the Q-Fourier-
Dunkl transform. In Section 3 we give an analogue of Cowling-Price’s theorem,
Miyachi’s theorem, and Morgan’s theorem for the Q-Fourier-Dunkl transform. Let
us now be more precise and describe our results. To do so, we need to introduce
some notations. Throughout this paper α > −1

2 . Notice that if α = −1
2 then the

space is the classical Lebesgue one, we can follow in this case the procedures for
similar transforms, such as the Fourier transform (see for example [3, 6]).

�

Q(x) = exp

(
−
∫ x

0

q(t)dt

)
, x ∈ R(1.1)
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where q is a C∞ real-valued odd function on R.

� Lpα(R) the class of measurable functions f on R for which ‖f‖p,α <∞, where

‖f‖p,α =

(∫
R
|f(x)|p|x|2α+1dx

) 1
p

, if 1 < p <∞,

and ‖f‖∞,α = ‖f‖∞ = esssupx∈R|f(x)|.

� LpQ(R) the class of measurable functions f on R for which ‖f‖p,Q = ‖Qf‖p,α <
∞, where Q is given by (1.1).

We consider the first singular differential-difference operator Λ defined on R

Λf(x) = f ′(x) + (α+
1

2
)
f(x)− f(−x)

x
+ q(x)f(x)(1.2)

where q is a C∞ real-valued odd function on R. For q = 0 we regain the Dunkl
operator Λα associated with reflection group Z2 on R given by

Λαf(x) = f ′(x) + (α+
1

2
)
f(x)− f(−x)

x
.

1.1. Q-Fourier-Dunkl Transform

The following statements are proved in [1]

Lemma 1.1. 1. For each λ ∈ C, the differential-difference equation

Λu = iλu, u(0) = 1

admits a unique C∞ solution on R, denoted by Ψλ, given by

Ψλ(x) = Q(x)eα(iλx),(1.3)

where eα denotes the one-dimensional Dunkl kernel defined by

eα(z) = jα(iz) +
z

2(α+ 1)
jα+1(z) (z ∈ C),

and jα being the normalized spherical Bessel function of index α given by

jα(z) = Γ(α+ 1)

∞∑
n=0

(−1)n( z2 )2n

n! Γ(n+ α+ 1)
(z ∈ C).(1.4)

2. For all x ∈ R, λ ∈ C and n = 0, 1, ... we have

| ∂
n

∂λn
Ψλ(x) |≤ Q(x)|x|ne|Im λ||x|.(1.5)

In particular
| Ψλ(x) |≤ Q(x)e|Im λ||x|.(1.6)
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3. For all x ∈ R, λ ∈ C, we have the Laplace type integral representation

Ψλ(x) = aαQ(x)

∫ 1

−1
(1− t2)α−

1
2 (1 + t)eiλxtdt,(1.7)

where aα =
2Γ(α+ 1)
√
πΓ(α+ 1

2 )
.

Definition 1.1. The Q-Fourier-Dunkl transform associated with Λ for a function
in L1

Q(R) is defined by

FQ(f)(λ) =

∫
R
f(x)Ψ−λ(x)x2α+1dx.(1.8)

Theorem 1.1. 1. Let f ∈ L1
Q(R) such that FQ(f) ∈ L1

α(R). Then for allmost
x ∈ R we have the inversion formula

f(x) (Q(x))
2

= mα

∫
R
FQ(f)(λ)Ψλ(x)|λ|2α+1dλ,

where

mα =
1

22(α+1)(Γ(α+ 1))2
.

2. For every f ∈ L2
Q(R), we have the Plancherel formula∫

R
|f(x)|2 (Q(x))

2 |x|2α+1dx = mα

∫
R
|FQ(f)(λ)|2|λ|2α+1dλ.

3. The Q-Fourier-Dunkl transform FQ extends uniquely to an isometric isomor-
phism from L2

Q(R) onto L2
α(R).

The heat kernel N(x, s), x ∈ R, s > 0, associated with the Q-Fourier-Dunkl trans-
form is given by

N(x, s) = mα
e−

x2

4s

(2s)α+
1
2Q(x)

.(1.9)

Some basic properties of N(x, s) are the following:

� N(x, s)Q2(x) = mα

∫
R
e−sy

2

Ψy(x)|y|2α+1dy.

� FQ(N(., s))(x) = e−sx
2

.

we define the heat functions Wl, l ∈ N as

Q2(x)Wl(x, s) =

∫
R
yle−

y2

4s Ψy(x)|y|2α+1dy(1.10)
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FQ(Wl(., s)) = ilyle−sy
2

.(1.11)

The intertwining operators associated with a Q-Fourier-Dunkl transform on the real
line is given by

XQ(f)(x) = aαQ(x)

∫ 1

−1
f(tx)(1− t2)α−

1
2 dt,

its dual is given by

tXQ(f)(y)a = aα
∫
|x|≥|y| f(x)Q(x)sgn(x)(x2 − y2)α−

1
2 (x+ y)dx(1.12)

tXQ can be written as

tXQ(f)(y) = aα

∫
R
f(x)Q(x)dνy(x),

where

dνy(x) = aαχ{|x|≥|y|}sgn(x)(x2 − y2)α−
1
2 (x+ y)dx

and χ{|x|≥|y|} denote the characteristic function with support in the set {x ∈
R / |x| ≥ |y|}.

Proposition 1.1. If f ∈ L1
Q(R) then tXQ(f) ∈ L1(R) and ‖tXQ(f)‖1 ≤ ‖f‖1,Q.

For every f ∈ L1
Q(R)

FQ = F ◦t XQ(f),(1.13)

where F is the usual Fourier transform defined by

F(f)(λ) =

∫
R
f(x)e−iλxdx.

2. Cowling-Price’s Theorem for the Q-Fourier-Dunkl Transform

Theorem 2.1. Let f be a measurable function on R such that∫
R

eapx
2

Qp(x)|f(x)|p

(1 + |x|)k
|x|2α+1dx <∞(2.1)

and ∫
R

ebqξ
2 |FQ(f)(ξ)|q

(1 + |ξ|)m
dξ <∞,(2.2)

for some constants a, b > 0, k > 0,m > 1 and 1 ≤ p, r ≤ +∞.

i) If ab > 1
4 , then f = 0 almost everywhere.
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ii) If ab = 1
4 , then f(x) = P (x)N(x, b) where P is a polynomial with

degP ≤ min{kp + 2α+1
p′ , m−1r }. Especially, if

k ≤ 2α+ 2 + pmin{k
p

+
2α+ 1

p′
,
m− 1

r
},

then f = 0 almost everywhere. Furthermore, if m ∈]1, 1 + r] and k > 2α+ 2,
then f is a constant multiple of N(., b).

iii) If ab < 1
4 , then for all δ ∈]b, 14a[ all functions of the form f(x) = P (x)N(x, δ)

satisfy (2.1) and (2.2).

Proof. It follows from (2.1) that f ∈ L1
Q and FQ(f)(ξ) exists for all ξ ∈ R.

Moreover, it has an entire holomorphic extension on C satisfying for some s > 0,

|FQ(f)(z)| ≤ Ce Imz
2

4a (1 + |Imz|)s.

By (1.1) we have for all z = ξ + iη ∈ C,

|FQ(f)(z)| ≤
∫
R
|f(x)||Λξ(x)||x|2α+1dx(2.3)

≤ e
η2

4a

∫
R

eax
2

Q(x)|f(x)|
(1 + |x|)

k
p

(1 + |x|)
k
p e−a(x−

η
2a )

2

|x|2α+1dx.(2.4)

By Hölder inequality we have

|FQ(f)(z)| ≤ e
η2

4a

(∫
R

epax
2

Q(x)p|f(x)|p

(1 + |x|)k
|x|2α+1dx

) 1
p (∫

R
(1 + |x|)

kp′
p e−ap

′(x− η
2a )

2

|x|2α+1dx

) 1
p′

according to (2.1) we get that

|FQ(f)(ξ + iη)| ≤ Ce
η2

4a

(∫
R
(1 + |x|)

kp′
p e−ap

′(x− η
2a )

2

|x|2α+1dx

) 1
p′

≤ Ce
η2

4a

(∫ ∞
0

(1 + |x|)
kp′
p +2α+1e−ap

′(x− η
2a )

2

dx

) 1
p′

≤ Ce
η2

4a (1 + |η|)
k
p+

2α+1
p′ .

If ab = 1
4 , then

|FQ(f)(ξ + iη)| ≤ Cebη
2

(1 + |η|)
k
p+

2α+1
p′ .

We put g(z) = ebz
2FQ(f)(z), then

|g(z)| ≤ Ceb|Rez|
2

(1 + |Imz|)
k
p+

2α+1
p′ .

It follows from (2.2) that ∫
R

|g(z)|r

(1 + |ξ|)m
dξ <∞.
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Lemma 2.1. Let h be an entire function on C such that

|h(z)| ≤ Cea|Rez|
2

(1 + |Imz|)l

for some l > 0, a > 0 and ∫
R

|h(x)|r

(1 + |x|)m
|P (x)|dx <∞

for some r ≥ 1, m > 1 and P is a polynomial with degree m. Then h is a polynomial
with degh ≤ min{l, m−M−1r } and if m ≤ r +M + 1, then h is a constant.

From this Lemma, g is a polynomial, we say Pb with degPb ≤ min{kp
′

p + 2α+1
p′

, m−1r }.
Then FQ(f)(x) = Pb(x)e−bx

2

then,

f(x) = Qb(x)N(x, b)

where degPb = degQb. Therefore, nonzero f satisfies (1.10) provided that

k > 2α+ 2 + pmin

{
kp
′

p
+

2α+ 1

p′
,
m− 1

q

}
.

If m < r + 1, by Lemma 1 we have g as a constant and FQ(f)(x) = Ce−bx
2

and
f(x) = CN(x, b). If m > 1 and k > 2α + 2, these functions satisfy (2.1) and (2.2),
which proves (ii).

If ab > 1
4 , then we can find positive constants a1 and b1 such that a > a1 =

1
4b1

> 1
4b . Then f and FQ(f) also satisfy (2.2) with a and b replaced by a1 and

b1 respectively. Then FQ(f)(x) = Pb1(x)e−b1x
2

. FQ(f) cannot satisfy (2.2) unless
Pb1 = 0, which implies that f = 0, this proves (i). If ab < 1

4 , then for all δ ∈]b, 1
4a [,

the functions of the form f(x) = P (x)N(x, δ), where P is a polynomial on R, satisfy
(2.1) and (2.2). This proves (iii).

3. Mathematical Formulas

4. Miyachi’s Theorem for the Q-Fourier-Dunkl Transform

Theorem 4.1. Let f be a measurable function on R such that

eax
2

f ∈ LpQ(R) + LrQ(R)(4.1)

and ∫
R

log+ |FQ(f)(ξ)ebξ
2 |

λ
dξ <∞,(4.2)

for some constants a, b, λ > 0 and 1 ≤ p, r ≤ +∞.
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(i) if ab > 1
4 then f = 0 almost everywhere.

(ii) if ab = 1
4 then f = cN(., b) with |c| ≤ λ.

(iii) if ab > 1
4 then for all δ ∈]b, 14 [, all functions of the form f(x) = P (x)N(x, δ),

where P is a polynomial on R satisfy (2.1) and (2.2).

To prove this result, we need the following lemmas.

Lemma 4.1. [5] Let h be an entire function on C such that

|h(z)| ≤ AeB|Rez|
2

,

and ∫
R

log+ |h(y)|dy <∞,(4.3)

for some constants A and B. Then h is a constant.

Lemma 4.2. Let r ∈ [1,+∞], a > 0. Then for g ∈ LrQ(R) there exist c > 0 such
that

‖ eax
2 tXQ(e−ay

2

g) ‖r≤ c ‖ g ‖r,Q .

Proof. From the hypothesis, it follows that e−ay
2

belongs to L1
Q(R). Then by

Proposition 1.1, tXQ(e−ay
2

g) is defined almost everywhere on R. Here we consider
two cases:

i) If r ∈ [1,+∞[ then

‖ eax
2 tXQ(e−ay

2

g) ‖rr ≤
∫
R
earx

2

(

∫
R
Q(y)e−ay

2

|g(y)|dνx(y))rdx,

≤
∫
R
earx

2

(∫
R
|Q(y)g(y)|rdνx(y)

) r
r
(∫

R
e−ar

′y2dνx(y)

) r
r′

dx

where r′ is the conjugate exponent for r. Since∫
R
e−ry

2

dνx(y) = Ce−rx
2

,(4.4)

for r > 0 it follows from (4.4) that

‖ eax
2 tXQ(e−ay

2

g) ‖rr ≤ C

∫
R

tXQ(|g|r)(x)dx,

= C

∫
R
|g(x)|r|x|2α+1dx <∞.

ii) If r =∞ then it follows from (4.4) that

‖ eax
2 tXQ(e−ay

2

g) ‖r ≤ eax
2 tXQ(e−ay

2

)(x)‖g‖Q,∞
= C‖g‖Q,∞.
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Lemma 4.3. Let r, p ∈ [1,+∞] and let f be a measurable function on R such that

eax
2

f ∈ LpQ(R) + LrQ(R)(4.5)

for some a > 0. Then for all z ∈ C, the integral

FQ(f)(z) =

∫
R
f(x)Λz,Q(−x)|x|2α+1dx

is well defined. FQ(f)(z) is entire and there exists C > 0 such that for all ξ, η ∈ R,

|FQ(f)(ξ + iη)| ≤ Ce
η2

4a .(4.6)

Proof. From (5) and Hölder’s inequality we have the first assertion. For (4.6)
using (4.5) we have f ∈ L1

Q(R) and tXQ(f) ∈ L1(R). for all ξ, η ∈ R,

FQ(f)(ξ + iη) =

∫
R

tXQ(f)(x)e−ix(ξ+iη)dx

|FQ (f) (ξ + iη)| ≤ e
η2

4a

∫
R
eax

2 ∣∣tXQ (f) (x)
∣∣ e−ax2+xη− η

2

4a dx

≤ e
η2

4a

∫
R
eax

2 ∣∣tXQ (f) (x)
∣∣ e−a(x− η

2a )
2

dx.

From (4.5) we can deduce that there exists u ∈ LpQ(R) and v ∈ LrQ(R) such that

f(x) = e−ax
2

u (x) + e−ax
2

v (x) ,

by Lemma 4 we have∫
R
eax

2 ∣∣tXQ (f) (x)
∣∣ e−a(x− η

2a )
2

dx ≤ C
(
‖u‖p,Q + ‖v‖r,Q

)
<∞,

which proves the Lemma.

Proof of Theorem

� If ab > 1
4 . Let h be a function on C defined by

h(z) = e
z2

4aFQ (f) (z) .

h is entire function on C, it follows from (4.6) that

∀ξ ∈ R, ∀η ∈ R |h (ξ + iη)| ≤ Ce
ξ2

4a .(4.7)
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On the other hand, we have∫
R

log+ |h (y)| dy =

∫
R

log+

∣∣∣∣e y24aFQ (f) (y)

∣∣∣∣ dy
=

∫
R

log+

∣∣∣eby2FQ (f) (y)
∣∣∣

λ
λe(

1
4a−b)y

2

dy

≤
∫
R

log+

∣∣∣eby2FQ (f) (y)
∣∣∣

λ
dy +

∫
R
λe(

1
4a−b)y

2

dy

because log+(cd) ≤ log+(c) + d for all c, d > 0. Since ab > 1
4 , (2.2) implies

that ∫
R

log+ |h(y)|dy <∞.(4.8)

A combination of (4.7), (4.8) and Lemma 3 shows that h is a constant and

FQ (f) (y) = Ce−
1
4ay

2

.

Since ab > 1
4 , (2.2) holds whenever C = 0 and the injectivity of FQ implies

that f = 0 almost everywhere.

� If ab = 1
4 . We deduce from previous case that FQ(f) = Ce−

ξ2

4a . Then (2.2)
holds whenever |C| ≤ λ. Hence f = CN(., b) with |C| ≤ λ.

� If ab < 1
4 . If f is a given form, then FQ(f)(y) = Q(y)e−δy

2

for some Q.

In the contintion, we will give an analogue of Hardy’s theorem [?] for the Q-Fourier-
Dunkl transform.

Theorem 4.2. Hardy Let N ∈ N. Assume that f ∈ L2
Q(R) is such that

|f(x)| ≤Me−
1
4ax

2

a.e , ∀y ∈ R, |FQ(f)(y)| ≤M(1 + |y|)Ne−by
2

,(4.9)

for some constants a > 0, b > 0 and M > 0. Then,
i) If ab > 1

4 , then f = 0 a.e.
ii) If ab = 1

4 , then the function f is of the form

f(x) =
∑
|s|≤N

asWs(
1

4a
, x) a.e. , as ∈ C.

iii) If ab < 1
4 , there are infinitely many nonzero functions of f satisfying the condi-

tions (4.9).

Proof. The first condition of (4.9) implies that f ∈ L1
Q(R). So by Proposition

1.1, the function tXQ(f) is defined almost everywhere. By using the relation (1.13),
we deduce that for all x ∈ R,

|tXQ(f)(x)| ≤M0e
−ax2

,
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where M0 is a positive constant. So

|tXQ(f)(x)| ≤M0(1 + |x|)Ne−ax
2

,(4.10)

On the other hand from (1.13) and (4.9) we have for all x ∈ R,

|F(tXQ)(f)(y)| ≤M(1 + |y|)Ne−b|y|
2

,(4.11)

The relations (4.10) and (4.11) show that the conditions of Proposition 3.4 of [2],
p.36, are satisfied by the function tXQ(f). Thus we get:
i) If ab > 1

4 , tXQ(f) = 0 a.e. Using (1.13) we deduce

∀y ∈ R,FQ(f)(y) = F ◦ (tXQ)(f)(y) = 0.

Then by the injectivity of FQ we have f = 0 a.e.

ii) If ab = 1
4 , then tXQ(f)(x) = P (x)e−ax

2

, where P is a polynomial of degree lower
than N . Using this relation and (1.13), we deduce that

∀x ∈ R, FQ(f)(y) = F ◦t XQ(f)(y) = F(P (x)e−δx
2

)(y).

but

∀x ∈ R, F(P (x)e−δx
2

)(y) = S(y)e
−y2
4δ ,

with S a polynomial of degree lower than N .
Thus from (1.11), we obtain

∀x ∈ R, FQ(f)(y) = FQ

 ∑
|s|<N−1

2

asWs(
1

4δ
, .)

 (y).

The injectivity of the transform FQ implies

f(x) =
∑
|s|≤N

asWs(
1

4a
, x) a.e.

iii) If ab < 1
4 , let t ∈]a, 1

4b [ and f(x) = C
e−tx

2

Q(x)
for some real constant C, these

functions satisfy the conditions (4.9).
In the next part, we will give an analogue of Morgan’s theorem [7] for the Q-

Fourier-Dunkl transform.

Theorem 4.3. Morgan Let 1 < p < 2 and r be the conjugate exponent of p. As-
sume that f ∈ L2

Q(R) satisfies∫
R
e
ap

p |x|
p

|f(x)||x|2α+1dx < +∞, and
∫
R
e
br

r |y|
r

|FQ(f)(y)|dy < +∞,(4.12)

for some constants a > 0, b > 0.

Then if ab > | cos(pπ2 )|
1
p , we have f = 0 a.e.
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Proof. The first condition of (4.12) implies that f ∈ L1
Q(R). So by Proposition

1.1, the function tXQ(f) is defined almost everywhere. By using the relation (4.12)
and Proposition 1.1, we deduce that:∫

R
|tXQ(f)(x)|e

ap

p |x|
p

dx ≤
∫
R
e
ap

p |x|
p

|f(x)||x|2α+1dx < +∞.

So ∫
R
|tXQ(f)(x)|e

ap

p |x|
p

dx < +∞(4.13)

On the other hand, from (1.13) and (4.12) we have:∫
R
e
bq

q |y|
q

|FQ(f)(y)|dy =

∫
R
e
bq

q |y|
q

|F(tXQ)(f)(y)|dy < +∞.(4.14)

The relations (4.13) and (4.14) are the conditions of Theorem 1.4, p.26 of [2], which

are satisfied by the function tXQ(f). Thus we deduce that if ab > | cos(pπ2 )|
1
p we

have tXQ(f) = 0 a.e. Using the same proof as in the end of Theorem 4, we have
obtained f(y) = 0. a.e. y ∈ R.
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A SOLUTION ALGORITHM FOR p-MEDIAN LOCATION
PROBLEM ON UNCERTAIN RANDOM NETWORKS

Akram Soltanpour, Fahimeh Baroughi and Behrooz Alizadeh

Abstract. This paper investigates the classical p-median location problem in a network
in which some of the vertex weights and the distances between vertices are uncertain
and while others are random. For solving the p-median problem in an uncertain random
network, an optimization model based on the chance theory is proposed first and then
an algorithm is presented to find the p-median. Finally, a numerical example is given
to illustrate the efficiency of the proposed method.
Keywords: Location problem; p-median; Chance theory; Uncertain random network.

1. Introduction

Location problems have received strong theoretical interest due to their relevance
in practice. One of the well-known location problems which was considered in
the literature is the p-median location problem which is stated as follows: Let
N = (V,E) be an undirected connected network with vertex set V , | V |= n,
edge set E and let p be a constant with p ≤ n. Every edge e ∈ E has a positive
length and each vertex vi ∈ V is associated with a nonnegative weight wi that it
is the demand of the client at this vertex. Let d(x, y) denote the distance between
x, y ∈ N which is equal to the length of the shortest path connecting these two
points. In the classical p-median problem, the aim is to locate p pairwise different
facilities m1, . . . ,mp on the network N (i.e., on vertices or edges) which minimize
the sum of weighted distances from each vertex to its closest facility:

(P1) : min
Xp⊂N,|Xp|=p

∑
vi∈V

wid(vi, Xp)

where
d(vi, Xp) = min

j=1,2,...,p
d(vi,mj), Xp = {m1, . . . ,mp}.

An optimal solution X∗p is called a p-median.
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Hakimi [13] showed that there exists an optimal solution among the set of ver-
tices. This property is called vertex optimality. Later, Kariv and Hakimi [16] proved
that the classical p-median problem was NP-hard, even if N was a planar graph of
maximum degree 3.

Now, let dij = d(vi, vj) be the distance from demand vertex vi to candidate
facility at vertex vj . Also, let w = {wi | vi ∈ V } and d = {dij | vi, vj ∈ V } denote
the set of the vertex weights and the set of distances between vertices, respectively.
Then in the network N , the optimal objective value of the p-median problem is a
function of w and d, which is denoted as f(w, d) in this paper.

We are going to present a 0-1 linear programming formulation of the classical
discrete p-median problem. Let xij be the variable that is equal to 1 if the demands
of the vertex vi are served by a facility at the vertex vj , and 0 otherwise. Also,
let the variable xj be equal to 1 if there is an open facility at the vertex vj , and 0
otherwise. Then, the 0-1 linear programming formulation of the classical discrete
p-median problem can be stated as follows:

(P2) : min
∑n

i=1

∑n
j=1 widijxij

s.t.
∑n

j=1 xij = 1 ∀i = 1, . . . , n,

xij ≤ xj ∀i, j = 1, . . . , n,∑n
j=1 xj = p,

xij , xj ∈ {0, 1} ∀i, j = 1, . . . , n.

This model minimizes the total weighted distance between each demand vertex and
the nearest facility. The first set of constraints requires each demand vertex to be
assigned to exactly one facility. The second set of constraints allows the demand
of the vertex vi to be assigned to a vertex vj only if there is an open facility in
this location. The third set of constraints states that exactly p facilities are to be
located. Finally, the last constraints are the standard integrality conditions [8, 28].

The p-median location problems have been studied by many researchers. Kariv
and Hakimi [16] presented an O(p2n2) time algorithm for the p-median location
problem on tree networks. Gavish and Sridhar [10] proposed an algorithm for the
2-median problem on trees which is run in O(n log n) time. Tamir [36] improved the
time complexity of the p-median problem on trees to O(pn2). Benkoczi and Bhat-
tacharya [6] presented an algorithm with time complexity of O(pn log n) for solving
the p-median problem on interval networks. Also, they designed an O(n logp+2 n)
time algorithm to solve the p-median problem on trees [1]. For the 1-median prob-
lem on wheel networks, Hatzl [14] provided an algorithm with linear running time.
In addition, he showed that the 2-median problem on the cactus networks can be
calculated at O(n2) time. Chang et al. [7] proved that the connected p-median
problem on block graphs was NP-hard and for the case that the lengths of the
edges were equal to one, he proposed an O(n) time algorithm. In 2017, Nguyen et
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al. [30]presented a simple algorithm with linear running time to find the 1-median
location on a cactus network. In the real life, we are usually faced with various
types of non-determinacy. For example, in location problems, we are usually not
sure of the vertex weights and the distances between vertices of a network. For
dealing with non-determinacy phenomena, probability theory was introduced by
Kolmogorov [17] in 1933 for modeling frequencies, while in 2007, uncertainty the-
ory was presented by Liu [18] for modeling belief degrees.

The early works mainly focus on handling randomness, i.e., regarding distances
between vertices and vertex weights as random variables. Berman and Krass [5]
investigated the p-median problem with unreliable facilities and complete informa-
tion on a line. They presented an approach for solving the problem that was based
on representing the stochastic problem as a linear combination of deterministic me-
dian problems for which analytical results are available. Berman and Wang [3]
studied the problem of locating p facilities to serve clients residing at the vertices
of a network with discrete probabilistic demand weights. Tadei et al. [37] tried
to find the location of p facilities when the cost for using a facility is a stochastic
variable with unknown probability distribution. Berman and Drezner [4] investi-
gated the p-median problem with stochastic objective value. Their aim was to find
the location of p facilities such that the expected value of the objective function in
the future is minimized. When the stochastic network is a tree, Mirchandani and
Oudjit [27] used a selective enumeration approach for solving the 2-median prob-
lem. Various results on the p-median problem on stochastic networks are given in
[2, 9, 23, 24, 25, 26].

Stochastic network optimization models work well when there are enough data
to estimate the probability distributions of vertex weights and distances between
the vertices. When we do not have enough samples to estimate the probability dis-
tributions of the vertex weights and the distances between vertices, we have to invite
experts to give the belief degrees about the vertex weights and distances between
vertices. Some researchers applied the uncertainty theory to deal with the location
problems: for example the uncertain models for single facility location problems
were investigated by Yuan Gao [12], the hierarchical facility location for the reverse
logistics network design under uncertainty was studied by Wang and Yang [38], the
capacitated facility location-allocation problem under uncertain environment was
investigated by Wen et al. [39], the inverse 1-median problem on a tree under un-
certain cost coefficients was solved by Nguyen and Chi [29] and the classical p-center
location problem on a network with the uncertain vertex weights and the uncertain
distances was studied by Soltanpour et al. [35].

In many cases, uncertainty and randomness simultaneously appear in a complex
system. Specifically, for some non-deterministic phenomena, we have enough obser-
vational data to obtain their probability distribution functions, while for others, we
can only estimate them by expert data. In order to describe this complex system,
in 2013 the chance theory was developed by Liu [21] with the concepts of uncertain
random variable, chance measure and chance distribution. Liu [21] also introduced
the concepts of expected value and variance of uncertain random variables. For cal-
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culating the variance of uncertain random variables, Guo and Wang [11] presented
a formula based on uncertainty distribution. Sheng and Yao [34] verified a formula
to calculate the variance using chance distribution and inverse chance distribution.
As an important contribution to chance theory, Liu [22] presented an operational
law of uncertain random variables. In addition, Hou [15] investigated the distance
between uncertain random variables, and Yao and Gao [40] proved a law of large
numbers for the uncertain random variables. In order to model the optimization
problems with uncertainty and randomness, uncertain random programming was
introduced by Liu [22] in 2013. For a survey on the uncertain random optimization
problems, the reader is referred to [31, 32, 33].

In this paper, we will investigate the p-median location problem on a network
with uncertain random vertex weights and distances. In the p-median problem too,
there are some circumstances by which there are enough data for some of vertex
weights and distances to estimate their probability distributions. On the other
hand, there are no samples to estimate the probability distributions for some other
vertex weights and distances so that we have to invite experts to give the belief
degrees about them. Therefore, data are divided into categories; some of them have
probability distributions and the others have uncertainty distributions.

The article is organized as follows: In the next section some basic concepts
and properties of the uncertainty theory and chance theory will be introduced.
In Section 3., we will introduce an uncertain random network and give an ideal
chance distribution function of the p-median. Then, we propose an algorithm to
calculate the ideal chance distribution function of the problem under investigation
on uncertain random networks. Section 4. presents a model for finding the p-median
and proposes an algorithm to seek the p-median of an uncertain random network.
A numerical example is presented in Section 5. to illustrate the efficiency of our
proposed method. Finally, Section 6. gives a brief summary to the paper.

2. Preliminary concepts and definitions

In this section, we will introduce some concepts and theorems of the uncertainty
theory and chance theory.

2.1. Uncertainty theory

The uncertainty theory, introduced by Liu [18], provides a new approach to
deal with non-determinacy factors. Nowadays, the uncertainty theory has become a
branch of mathematics for modeling human uncertainty based on normality, duality,
subadditivity, and product axioms.

In the following part, we will introduce some foundational concepts and proper-
ties of the uncertainty theory, which will be used throughout this paper [18, 19, 20].

Definition 2.1. Let Γ be a nonempty set, L a σ-algebra over Γ. A set function
M : L → [0, 1] is called an uncertain measure if it satisfies the following axioms:



A Solution Algorithm for p-Median Location Problem on Uncertain Random Networks 59

Axiom 1: (Normality Axiom) M{Γ} = 1 for the universal set Γ.
Axiom 2: ( Duality Axiom) M{Λ}+M{Λc} = 1 for any event Λ ∈ L (Λc is com-
pliment of Λ).
Axiom 3: (Subadditivity Axiom) For every countable sequence of events Λ1,Λ2, . . .,
we have

M

{ ∞⋃
i=1

Λi

}
≤
∞∑
i=1

M{Λi}.

The triple (Γ,L,M) is called an uncertainty space. Moreover, in order to pro-
vide an operational law, Liu defined the product uncertain measure on the product
σ-algebra L as follows.

Axiom 4: (Product Axiom) Let (Γk,Lk,Mk) be uncertainty spaces for k = 1, 2, . . ..
Then the product uncertain measure M is an uncertain measure satisfying

M

{ ∞∏
k=1

Λk

}
=

∞∧
k=1

M{Λk}

where Λk are arbitrary chosen events from Lk for k = 1, 2, . . ., respectively.

Definition 2.2. An uncertain variable is a measurable function ξ from an uncer-
tainty space to the set of real numbers, i.e., for any Borel set B of real numbers,
the set

{ξ ∈ B} = {γ ∈ Γ | ξ(γ) ∈ B}

is an event.

In order to describe an uncertain variable, a concept of uncertainty distribution
is defined as follows.

Definition 2.3. The uncertainty distribution function φ of an uncertain variable
ξ is defined by

φ(x) =M{ξ ≤ x}

for any real number x.

Definition 2.4. The uncertain variables ξ1, ξ2, . . . , ξn are said to be independent
if

M

{
n⋂

i=1

{ξi ∈ Bi}

}
=

n∧
i=1

M{ξi ∈ Bi}

for any Borel sets B1, B2, . . . , Bn of real numbers.

Definition 2.5. Let ξ be an uncertain variable with regular uncertainty distribu-
tion function φ. Then the inverse function φ−1 is called the inverse uncertainty
distribution function of ξ.
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The distribution of a monotonous function of uncertain variables can be obtained
by the following theorem.

Theorem 2.1. Let ξ1, ξ2, . . . , ξn be the independent uncertain variables with reg-
ular uncertainty distribution functions φ1, φ2, . . . , φn, respectively. If the function
f(x1, x2, . . . , xn) is strictly increasing with respect to x1, x2, . . . , xn, then
ν = f(ξ1, ξ2, . . . , ξn) is an uncertain variable with inverse uncertainty distribution
function

ψ−1(α) = f(φ−11 (α), φ−12 (α), . . . , φ−1n (α)).

2.2. Chance theory

In this subsection, we will introduce some foundational definitions and properties
of the uncertain random variable, the chance measure, the chance distribution and
the operational law, [21, 22].

Let (Γ,L,M) be an uncertainty space and (Ω,A, P r) be a probability space.
The product (Γ,L,M)× (Ω,A, P r) is called a chance space.

Definition 2.6. Let (Γ,L,M)× (Ω,A, P r) be a chance space, and let
Θ ∈ L×A be an uncertain random event. Then the chance measure of Θ is defined
as

Ch{Θ} =

∫ 1

0

Pr{ω ∈ Ω|M{γ ∈ Γ|(γ, ω) ∈ Θ} ≥ r}dr.

Liu [21] proved that a chance measure satisfies normality, duality, and mono-
tonicity properties, that is

(1) Ch{Γ× Ω} = 1.

(2) Ch{Θ}+ Ch{Θc} = 1 for any event Θ (Θc is compliment of Θ).

(3) Ch{Θ1} ≤ Ch{Θ2} for any real number set Θ1 ⊂ Θ2.

Moreover, Hou [15] proved the subadditivity of chance measure, that is,

Ch

{ ∞⋃
i=1

Θi

}
≤
∞∑
i=1

Ch{Θi}

for a sequence of events Θ1,Θ2, . . . .

Theoretically, an uncertain random variable is a measurable function on the
chance space. It is usually used to deal with measurable functions of uncertain
variables and random variables.

Definition 2.7. An uncertain random variable is a measurable function θ from a
chance space (Γ,L,M) × (Ω,A, P r) to the set of real numbers, i.e., {θ ∈ B} is an
event for any Borel set B.
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Note that random variables and uncertain variables can be regarded as special
cases of uncertain random variables.

Definition 2.8. The chance distribution function of an uncertain random variable
θ is defined by

Φ(x) = Ch{θ ≤ x}
for any real number x.

The chance distribution function of a random variable is just its probability
distribution function, and the chance distribution function of an uncertain variable
is just its uncertainty distribution function.

Theorem 2.2. Let η1, η2, . . . , ηm be the independent random variables with proba-
bility distribution functions Ψ1,Ψ2, . . . ,Ψm respectively, and let τ1, τ2, . . . , τn be the
uncertain variables. Then the uncertain random variable

θ = f(η1, η2, . . . , ηm, τ1, τ2, . . . , τn)

has a chance distribution function

Φ(x) =

∫
Rm

F (x, y1, y2, . . . , ym)dΨ1(y1)dΨ2(y2) . . . dΨm(ym)

where F (x, y1, y2, . . . , ym) is the uncertainty distribution function of uncertain vari-
able f(y1, y2, . . . , ym, τ1, τ2, . . . , τn) for any real numbers y1, y2, . . . , ym.

3. The ideal chance distribution function of the p-median

In this section, we will introduce the uncertain random network and the ideal
chance distribution function of p-median. Then, we propose an algorithm for cal-
culating the ideal chance distribution function. First, some assumptions are listed
as follows.

(1) The undirected uncertain random network is connected.

(2) The weight of each vertex and the distances (shortest path length) between
vertices are finite.

(3) The weight of each vertex and the distances between vertices are positive
uncertain variables or positive random variables.

(4) All the uncertain variables and the random variables are independent.

Definition 3.1. The quartette (V,U ,R,W) is said to be an uncertain random
network if V = {v1, v2, . . . , vn} is the vertex set and U ,R,W are defined as follows.

U = {(vi, vj)| the shortest distance between vertices vi and vj is uncertain}⋃
{vk| the weight of the vertex vk is uncertain},
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R = {(vi, vj)| the shortest distance between vertices vi and vj is random}⋃
{vk| the weight of thevertex vk is random},

and W is the collection of uncertain and random vertex weights and uncertain and
random vertex distances.

In this paper, all deterministic distances and weights are regarded as special
uncertain distances and weights.

Let ηk and ξij denote the weight of vertex vk, vk ∈ U ∪ R, and the distance
between two vertices vi and vj , (vi, vj) ∈ U ∪ R, respectively. Then ηk and
ξij are uncertain variables if vk, (vi, vj) ∈ U , and ηk and ξij are random vari-
ables if vk, (vi, vj) ∈ R. Without loss of generality, we assume that the uncertain
weight ηk and the distance ξij for vk, (vi, vj) ∈ U are defined on uncertainty spaces
(Γ1,L1,M1) and (Γ2,L2,M2), respectively, and also the random weight ηk and the
distance ξij for vk, (vi, vj) ∈ R are defined on probability spaces (Ω1,A1, P r1) and
(Ω2,A2, P r2), respectively. Since the weights and the distances are assumed to be
finite, we have ak ≤ ηk ≤ bk, aij ≤ ξij ≤ bij , where ak, aij and bk, bij are the lower
bounds and the upper bounds, respectively.

Define η = {ηk| vk ∈ U ∪ R} and ξ = {ξij | (vi, vj) ∈ U ∪ R}. We can denote
the network with the uncertain random weights and distances as (V,U ,R,W). The
optimal value of the p-median problem is a function of weights and distances which
is denoted as f in this paper. Obviously, f(η, ξ) is an uncertain random variable.
For an uncertain random network, the optimal value of the p-median problem,
f(η, ξ), is an increasing function with respect to each component of ηk and ξij . The
chance distribution function of f(η, ξ) is called an ideal chance distribution function
associated with uncertain random network (V,U ,R,W). Note that the ideal chance
distribution function is unique for a given uncertain random network. The following
theorem explains how to calculate an ideal chance distribution function.

Theorem 3.1. Let (V,U ,R,W) be an uncertain random network. Assume that
the uncertain weights ηk and the uncertain distances ξij have regular uncertainty
distribution functions Υk and Υij for vk ∈ U and (vi, vj) ∈ U and also the random
weights ηk and the random distances ξij have probability distribution functions Ψk

and Ψij for vk ∈ R and (vi, vj) ∈ R, respectively. Then the ideal chance distribution
function associated with the uncertain random network (V,U ,R,W) is

Φ(z) =
∫∞
0
. . .

∫∞
0
F (z; yk, yij | vk, (vi, vj) ∈ R)∏

vk∈R dΨk(yk)
∏

(vi,vj)∈R dΨij(yij)
(3.1)

where F (z; yk, yij | vk, (vi, vj) ∈ R) is the uncertainty distribution function of the
uncertain variable f(yk, yij | vk, (vi, vj) ∈ R; ηk, ξij | vk, (vi, vj) ∈ U), and it is deter-
mined by its inverse uncertainty distribution function F−1(α; yk, yij |vk, (vi, vj) ∈ R)
which is equal to

f(yk, yij | vk, (vi, vj) ∈ R; Υ−1k (α),Υ−1ij (α)| vk, (vi, vj) ∈ U),

and f can be calculated by using (P2).
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Proof. Let f(ηk, ξij | vk, (vi, vj) ∈ U ∪R) be the sum of the weighted distance of the
p-median. By Definitions 2.6 and 2.8 and also Theorem 2.2, we can obtain the ideal
chance distribution function as follows.

Φ(z) = Ch{f(ηk, ξij | vk, (vi, vj) ∈ U ∪R) ≤ z}

=
∫ 1

0
Pr{ω1 ∈ Ω1, ω2 ∈ Ω2| M{f(ηk(ω1), ξij(ω2)|vk, (vi, vj) ∈ R,
ηk, ξij |vk, (vi, vj) ∈ U) ≤ z} ≥ r}dr

=
∫∞
0
. . .

∫∞
0
M{f(ηk(ω1), ξij(ω2)| vk, (vi, vj) ∈ R, ηk, ξij |vk, (vi, vj) ∈ U) ≤ z}∏

vk∈R dΨk(yk)
∏

(vi,vj)∈R dΨij(yij)

=
∫∞
0
. . .

∫∞
0
F (z; yk, yij | vk, (vi, vj) ∈ R)

∏
vk∈R dΨk(yk)

∏
(vi,vj)∈R dΨij(yij)

where F (z; yk, yij |vk, (vi, vj) ∈ R) is the uncertainty distribution function of uncer-
tain variable f(yk, yij | vk, (vi, vj) ∈ R; ηk, ξij | vk, (vi, vj) ∈ U) for any real numbers
yk, yij , vk, (vi, vj) ∈ R, and it is determined by its inverse uncertainty distribution
F−1(α; yk, yij , vk, (vi, vj) ∈ R). By Theorem 2.1, for given α ∈ (0, 1), we have

F−1(α; yk, yij , vk, (vi, vj) ∈ R)

= f(yk, yij | vk, (vi, vj) ∈ R; Υ−1k (α),Υ−1ij (α)| vk, (vi, vj) ∈ U),

which is just the optimal value of the p-median problem of a determinacy network
and f is a strictly increasing function with respect to ηk and ξij , where ηk and ξij
denote the weight of the vertex vi and the shortest distance between two vertices
vi and vj , respectively. We can calculate f by using (P2). Thus the theorem is
proved.

Note that, it is difficult to calculate the ideal chance distribution function by
using formula (3.1). Hence, in order to calculate the ideal chance distribution func-
tion of the p-median in an uncertain random network, we propose the following
algorithm:

Algorithm 1

1. For any yk and yij , vk, (vi, vj) ∈ R, give partitions
∏

k and
∏

ij of intervals
[ak, bk] and [aij , bij ] with step ∆ = 0.01. Let random variables ηk and ξij
take values in {yk| yk = ak + 0.01 ∗ i for i = 1, 2, . . . , (bk − ak) ∗ 100} and
{yij | yij = aij + 0.01 ∗ i for i = 1, 2, . . . , (bij − aij) ∗ 100}, respectively.

2. Calculate F−1(α; yk, yij , vk, (vi, vj) ∈ R) by using (P2) for given yk and yij
and each α ∈ {0.01, 0.02, . . . , 0.99}.

3. Obtain the uncertainty distribution function of F (z; yk, yij | vk, (vi, vj) ∈ R),
from its discrete form via linear interpolation.

4. Input F (z; yk, yij | vk, (vi, vj) ∈ R) into formula (3.1) to calculate the chance
distribution function Φ(z) for each z.
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4. The p-median model in uncertain random networks

In this section, we will consider the p-median problem in an uncertain random
network and present an algorithm for finding the p-median.

Given a connected and undirected uncertain random network (V,U ,R,W). Let
Vp ⊆ V, |Vp| = p, and let the variable xj be equal to 1 if vj ∈ Vp, and 0 otherwise.
Also let xij be the variable that is equal to 1 if the nearest vertex to the vertex
vi in Vp is the vertex vj , and 0 otherwise. A p-facility location is represented by
{xj , xij | vj , (vi, vj) ∈ U ∪R}, where∑

(vi,vj)∈U∪R xij = 1 ∀vi ∈ U ∪R,

xij ≤ xj ∀vj , (vi, vj) ∈ U ∪R,∑
vj∈U∪R xj = p,

xij , xj ∈ {0, 1} ∀vj , (vi, vj) ∈ U ∪R.

Therefore the sum of weighted distances of a p-facility location
{xj , xij | vj , (vi, vj) ∈ U ∪R} is∑

vi∈U∪R

∑
(vi,vj)∈U∪R

ηiξijxij

which is obviously an uncertain random variable. Its chance distribution function
is denoted by Ψ(z), i.e.,

Ψ(z) = Ch

 ∑
vi∈U∪R

∑
(vi,vj)∈U∪R

ηiξijxij ≤ z

 .

Based on Theorem 2.2, we suggest the following algorithm to calculate the
chance distribution function which corresponds to the p-facility location

{xj , xij | vj , (vi, vj) ∈ U ∪R}.

Algorithm 2

1. Step 1 as described in Algorithm 1.

2. For given yk and yij and each α ∈ {0.01, 0.02, . . . , 0.99}, calculate
F−1(α; yk, yij , vk, (vi, vj) ∈ R), which is the sum of the weighted distances of
the corresponding p-facility location.

3. Use discrete form of linear interpolation to obtain the uncertainty distribution
function of F (z; yk, yij | vk, (vi, vj) ∈ R).
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4. Input F (z; yk, yij | vk, (vi, vj) ∈ R) into formula∫∞
0
. . .

∫∞
0
F (z; yk, yij | vk, (vi, vj) ∈ R)

∏
vk∈R dΨk(yk)

∏
(vi,vj)∈R dΨij(yij)

and calculate the chance distribution function Ψ(z) for each z.

Theorem 4.1. Let (V,U ,R,W) be an uncertain random network and let Φ(z) be
an ideal chance distribution function associated with it. Assume that
{xj , xij | vj , (vi, vj) ∈ U ∪R} is a given p-facility location. Then we have

Ψ(z) ≤ Φ(z).

Proof. Obviously, by Theorem 3.1, the ideal chance distribution function of the
p-median Φ(z) is the smallest sum distribution. So we can obtain the chance dis-
tribution function of any p-facility location

Ψ(z) ≤ Φ(z).

The theorem is proved.

In order to find the p-median location of an uncertain random network (V,U ,R,W),
we give the following definition.

Definition 4.1. Let (V,U ,R,W) be an uncertain random network and let Φ(z)
be the ideal chance distribution function of the p-median. Assume that Ψ(z) is the
chance distribution function of a p-facility location {xj , xij | vj , (vi, vj) ∈ U ∪R}. If
Ψ(z) is the closest the Φ(z), i.e.,∫ ∞

0

{Φ(z)−Ψ(z)}dz

is minimum, then the p-facility location {xj , xij | vj , (vi, vj) ∈ U ∪ R} is called the
p-median in an uncertain random network.

Based on Definition 4.1 and the above statements, we formulate the following
optimization model to determine a p-median for an uncertain random network.

(P3) : min
∫∞
0
{Φ(z)−Ψ(z)}dz

s.t.
∑

(vi,vj)∈U∪R xij = 1 ∀vi ∈ U ∪R,

xij ≤ xj ∀vj , (vi, vj) ∈ U ∪R,∑
vj∈U∪R xj = p,

xij , xj ∈ {0, 1} ∀vj , (vi, vj) ∈ U ∪R,
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where Φ(z) is the ideal chance distribution function and

Ψ(z) = Ch

 ∑
vi∈U∪R

∑
(vi,vj)∈U∪R

ηiξijxij ≤ z


is the chance distribution function of any p-facility location.

In order to find the p-median in an uncertain random network (V,U ,R,W), we
propose the following algorithm.

Algorithm 3

1. Calculate the ideal chance distribution function for the uncertain random
network by using Algorithm 1.

2. Consider all the p-facility locations in the uncertain random network.

3. Calculate the chance distribution function of the sum of weighted distances
for each p-facility location by using Algorithm 2.

4. Calculate the objective function of Model (P3) for given p-facility location,
and choose the minimum value of objective function, which corresponds to
the desired p-median.

5. An illustrative example

In this section, we give an example for the 2-median location problem in an
uncertain random network to illustrate the proposed algorithms.

Consider goods distribution system. Assume that the system is given as the
network N in Figure 5.1 where the vertices denote urban areas. In this system,
warehouses of the distribution company and supermarkets are facilities and clients,
respectively. There is a supermarket at each area. Suppose that the weight ηi of
the vertex vi is equal to the average monthly purchase of residents of this area from
the supermarket located at vertex vi. Some of the vertex weights and the distances
between vertices in the network are uncertain, while others are random (see Table
5.1). Our aim is to find two vertices on the network N to locate warehouses of the
distribution company which will minimize the sum of weighted distances from each
supermarket to its closest warehouse.

V = {v1, v2, v3, v4, v5, v6},
U = {v1, v2, v4, v5, v6} ∪ {(v1, v2), (v1, v4), (v2, v5), (v3, v4)(v4, v6)},
R = {v3} ∪ {(v2, v3)},
W = {η1, η2, η3, η4, η5, η6} ∪ {ξ12, ξ14, ξ23, ξ25, ξ34, ξ46}.

Note that if the distance between some vertices or weight of some vertices are
considered as constant values, then we regard them as special uncertain variables.



A Solution Algorithm for p-Median Location Problem on Uncertain Random Networks 67

Fig. 5.1: An uncertain random network

Table 5.1: Uncertainty and probability distributions

vertex ηi arc ξij
v1 2 (v1, v2) L(2, 3)
v2 L(2, 4) (v1, v4) L(3, 4)
v3 U (2, 3 ) (v2, v3) U (4, 6 )
v4 3 (v2, v5) 2
v5 L(1, 2) (v3, v4) L(2, 3)
v6 L(2, 3) (v4, v6) 5

From Theorem 3.1, we can obtain the ideal chance distribution function associ-
ated with the network (V,U ,R,W) as follows:

Φ(z) =

∫ ∞
0

∫ ∞
0

F (z; y3, y23)dΨ3(y3)dΨ23(y23)

where F (z; y3, y23) is determined by its inverse uncertainty distribution function

F−1(α; y3, y23) = f(Υ−11 (α),Υ−12 (α), y3,Υ
−1
4 (α),Υ−15 (α),Υ−16 (α); Υ−112 (α),Υ−114 (α), y23,

Υ−125 (α),Υ−134 (α),Υ−146 (α)).

Give a partition
∏

3 on interval [2, 3] with step 0.01, and let random variable η3
take values in

{y3 | y3 = 2 + 0.01i for i = 1, . . . , 100}.

Also give a partition
∏

23 on interval [4, 6] with step 0.01, and let random
variable η23 take values in

{y23 | y23 = 4 + 0.01i for i = 1, . . . , 200}.
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For any y3 ∈
∏

3, y23 ∈
∏

23, given α ∈ {0.01, 0.02, . . . , 0.99}, we calculate
F−1(α; y3, y23) by using the model (P2).

We may first calculate the ideal chance distribution function Φ(z) associated
with the network by Algorithm 1.

Then we will calculate the chance distribution function of the total weighted
distance of each 2-facility location( i.e., Ψ(z)) by Algorithm 2, which is shown in
Figure 5.2.

Fig. 5.2: The shapes of chance distribution functions of all 2-facilities for the ex-
ample

Using Algorithm 3, we will calculate the difference between the chance distri-
bution function of total weighted distance of each 2-facility location and the ideal
one, which is given as Table 5.2.

Model (P3) implies that the vertices v2 and v4 are the desired warehouses lo-
cations since the difference between the chance distribution function and the ideal
one is minimum.
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Table 5.2: Difference between the chance distribution function and the ideal chance
distribution function

2-facility location {v1, v2} {v1, v3} {v1, v4} {v1, v5} {v1, v6}
Difference 20.015 13.759 6.259 27.234 13.234

2-facility location {v2, v3} {v2, v4} {v2, v5} {v2, v6} {v3, v4}
Difference 7.511 0 36.234 8.759 18.261

2-facility location {v3, v5} {v3, v6} {v4, v5} {v4, v6} {v5, v6}
Difference 14.261 18.261 5.009 17.009 21.006

6. Conclusions

In this paper, we have investigated the p-median location problem in an un-
certain random network, i.e., a network in which the weights of vertices and the
distances between vertices are uncertain random variables. We first introduced the
concept of the ideal chance distribution function and then presented an algorithm
to calculate the ideal chance distribution function of the p-median associated with
the uncertain random network. We have formulated the discrete p-median location
problem in an uncertain random network and presented an algorithm to find the
p-median. Finally, to illustrate the efficiency of the proposed method, we gave a
numerical example.
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SOME PROPERTIES OF BIVATIATE FIBONACCI AND LUCAS
QUATERNION POLYNOMIALS

Arzu Özkoç Öztürk and Faruk Kaplan

Abstract. In this work, we introduce bivariate Fibonacci quaternion polynomials and
bivariate Lucas quaternion polynomials. We present generating function, Binet formula,
matrix representation, binomial formulas and some basic identities for the bivariate
Fibonacci and Lucas quaternion polynomial sequences. Moreover we give various kinds
of sums for these quaternion polynomials.
Keywords: Bivariate Fibonacci quaternion polynomials, Bivariate Lucas quaternion
polynomials, Generating function, Binet formula.

1. Introduction

In mathematics, Fibonacci and Lucas or other special numbers are investiga-
tion topic of great interest. Classical Fibonacci sequence {Fn}n∈N is defined by a
recurrence identity;

Fn =

 0 if n = 0
1 if n = 1

Fn−1 + Fn−2 if n ≥ 2.

The Lucas sequence {Ln}n∈N is defined by some recurrence identity with dif-
ferent starting values;

Ln =

 2 if n = 0
1 if n = 1

Ln−1 + Ln−2 if n ≥ 2.

Received September 21, 2018; accepted Octover 10, 2018
2010 Mathematics Subject Classification. Primary 11B39 ; Secondary 11R52

73

© 2020 by University of Niš, Serbia | Creative Commons License: CC BY-NC-ND
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Let p(x) and q(x) be polynomials with real coefficients of the (p, q)−Fibonacci
polynomials are defined by the recurrence relation

Fp,q,n+1 = p(x)Fp,q,n + q(x)Fp,q,n−1

with the initial conditions Fp,q,0 = 0, Fp,q,1 = 1. Also for the p(x) and q(x)
polynomials with real coefficients the (p, q)−Lucas polynomials are defined by the
recurrence relation

Lp,q,n+1 = p(x)Lp,q,n + q(x)Lp,q,n−1

with initial conditions Lp,q,0 = 2, Lp,q,1 = p(x) .

Definition 1.1. [1] For n ≥ 2, bivariate Fibonacci polynomials are defined as
recurrence relation

Fn(x, y) = xFn−1(x, y) + yFn−2(x, y).(1.1)

We can compute the first few bivariate Fibonacci polynomials as follow F0(x, y) =
0, F1(x, y) = 1, F2(x, y) = x, F3(x, y) = x2 + y, F4(x, y) = x3 + 2xy. Charac-
teristic equation of relation (1.1) is

h2 − xh− y = 0(1.2)

and so the roots of (1.2) are α = α(x, y) =
x+
√
x2+4y

2 and β = β(x, y) =
x−
√
x2+4y

2 . Also it has Binet’s formula Fn(x, y) = αn−βn

α−β for n ≥ 0.

Definition 1.2. [1] For n ≥ 2, bivariate Lucas polynomials are defined as recur-
rence relation

Ln(x, y) = xLn−1(x, y) + yLn−2(x, y)

with initial conditionals L0(x, y) = 2 and L1(x, y) = 1.

Likely, let compute the first few terms of Lucas polynomials L0(x, y) = 2,
L1(x, y) = 1, L2(x, y) = x + 2y, L3(x, y) = x2 + 2xy + y, L4(x, y) = x3 + 2x2y +
2xy + 2y2. Also it has Binet’s formula Ln(x, y) = αn + βn for n ≥ 0.

Some authors considered special sequence polynomials for example generalized
Fibonacci and Lucas polynomials in [7] and also bivariate Fibonacci and Lucas like
polynomials in [6].

Normed division algebra, nowadays which is so important topic consists of the
real numbers R, complex numbers C, quaternions H and octonions O. Prime facie,
directly we can not extend sundry results on real and complex numbers to quater-
nions due to quaternions are noncommutative normed division algebra over the real
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numbers, even it looks like things are going to be done with quaternions H [3]. For
a0, a1,a2,a3 ∈ R , a quaternion is defined by

e = a0e0 + a1e1 + a2e2 + a3e3

where e0 = 1, e1,e2, and e3 are unit vectors which verifies the following rules

(e1)
2

= (e2)
2

= (e3)
2

= e1e2e3 = −1.(1.3)

From equation (1.3), we get

e1e2 = −e2e1 = e3, e2e3 = −e3e2 = e1, e1e3 = −e3e1 = e2.

Some new quaternion and octonion polynomials are studied in [2, 4, 5, 8, 9].

2. Bivariate Fibonacci and Lucas quaternion polynomials

Now, we define new quaternion polynomials which are called bivariate Fibonacci
quaternion polynomials (QBF ) and bivariate Lucas quaternion polynomials (QBL).

Definition 2.1. Bivariate Fibonacci quaternion polynomials (QBF ) are defined
as the recurrence relation

QBFn(x, y) =

3∑
k=0

Fn+k(x, y)ek

= Fn(x, y)e0 + Fn+1(x, y)e1 + Fn+2(x, y)e2 + Fn+3(x, y)e3(2.1)

where Fn+k(x, y) is the n− th bivariate Fibonacci polynomial with the initial con-
ditions QBF0(x, y) = e1 + xe2 + (x2 + y)e3 and QBF1(x, y) = e0 + xe1 + (x2 +
y)e2 + (x3 + 2xy)e3.

Furthermore,

QBFn+1(x, y) =

3∑
k=0

Fn+1+k(x, y)ek

= x

3∑
k=0

Fn+k(x, y)ek + y

3∑
k=0

Fn+k−1(x, y)ek.

So we get recurrence relation as follow

QBFn+1(x, y) = xQBFn(x, y) + yQBFn−1(x, y).(2.2)
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Similarly, bivariate Lucas quaternion polynomials QBL are defined as the re-
currence relation

QBLn(x, y) =

3∑
k=0

Ln+k(x, y)ek

= Ln(x, y)e0 + Ln+1(x, y)e1 + Ln+2(x, y)e2 + Ln+3(x, y)e3(2.3)

where Ln+k(x, y) is the n − th bivariate Lucas polynomial and with the initial
conditions QBL0(x, y) = 2e0 +e1 +(x+2y)e2 +(x2 +2xy+y)e3 and QBL1(x, y) =
e0 +(x+y)e1 +(x2 +2xy+y)e2 +(x3 +2x2y+2xy+2y2)e3. Moreover, recurrence
relation is

QBLn+1(x, y) = xQBLn(x, y) + yQBLn−1(x, y).(2.4)

Let α(x, y) =
x+
√
x2+4y

2 and β(x, y) =
x−
√
x2+4y

2 denote the roots of the char-

acteristic equation such that
√
x2 + 4y = ∆,

t2 − xt− yt = 0

on the recurrence relation of (2.2) and (2.4).

From now on, for convenience of representation, we adopt the following notation

α(x, y) = α, β(x, y) = β, ∆ =
√
x2 + 4y.

Equations that can be obtained with these roots are as follow

α+ β = x

α− β = ∆

αβ = −y(2.5)

α

β
= −α

2

y

β

α
= −β

2

y
.

We continue with the generating function results.

Theorem 2.1. The generating functions for QBF and QBL polynomials are re-
spectively

∞∑
n=0

QBFn(x, y)tn =
QBF0(x, y) + [QBF1(x, y)− xQBF0(x, y)] t

1− xt− yt2
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and

∞∑
n=0

QBLn(x, y)tn =
QBL0(x, y) + [QBL1(x, y)− xQBL0(x, y)] t

1− xt− yt2
.

Proof. To compute the generating function of QBF polynomials

∞∑
n=0

QBFn(x, y)tn

= QBF0(x, y) +QBF1(x, y)t+QBF2(x, y)t2 + · · ·+QBFn(x, y)tn + · · ·

then using the equations of−xt (
∑∞
n=0QBFn(x, y)tn) and−yt2 (

∑∞
n=0QBFn(x, y)tn)

∞∑
n=0

QBFn(x, y)tn + (−xt)
∞∑
n=0

QBFn(x, y)tn + (−yt2)

∞∑
n=0

QBFn(x, y)tn

= QBF0(x, y) + [QBF1(x, y)− xQBF0(x, y)] t

+ [QBF2(x, y)− xQBF1(x, y)− yQBF0(x, y)] t2

+ · · ·+ [QBFn(x, y)− xQBFn−1(x, y)− yQBFn−2(x, y)] tn + · · ·

Consequently,

∞∑
n=0

QBFn(x, y)tn(1− xt− yt2) = QBF0(x, y) + (QBF1(x, y)− xQBF0(x, y))t

is valid. Similar proof can be done for QBL polynomials.

Now we can give the following theorems.

Lemma 2.1. If we rearrange the Theorem 2.1, we have the generating functions
as follows

∞∑
n=0

QBFn(x, y)tn =

QBF1(x,y)−βQBF0(x,y)
1−αt − QBF1(x,y)−α(x,y)QBF0(x,y)

1−βt

α− β

and

∞∑
n=0

QBLn(x, y)tn =

QBL1(x,y)−βQBL0(x,y)
1−αt − QBL1(x,y)−α(x,y)QBL0(x,y)

1−βt

α− β
.
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Proof. If we use Theorem 2.1 and recurrence relation (2.2), then we have

∞∑
n=0

QBFn(x, y)tn

=

(
QBF0(x, y) + (QBF1(x, y)− (α+ β)QBF0(x, y))t

(1− αt)(1− βt)

)
×
(
α− β
α− β

)

=

{
QBF1(x, y)(1− βt) + βQBF0(x, y)(−1 + βt)

+QBF1(x, y)(−1 + αt) + αQBF0(x, y)(1− αt)

}
(1− αt)(1− βt)(α− β)

=

QBF1(x,y)−βQBF0(x,y)
1−αt − QBF1(x,y)−α(x,y)QBF0(x,y)

1−βt

α− β
.

Hence the proof is completed. The other QBL polynomials can be proved simi-
larly.

Lemma 2.2. For k ≥ 0, let bivariate Fibonacci and Lucas polynomials are Fn(x, y)
and Ln(x, y). We have

(i) Fk+1(x, y)− αFk(x, y) = βk

(ii) Fk+1(x, y)− βFk(x, y) = αk

(iii)
αLk(x, y)− Lk+1(x, y)

α− β
= βk

(iv)
Lk+1(x, y)− βLk(x, y)

α− β
= αk.

Proof. (i) We can prove it by induction method. Let k = 1, then F2(x, y) −
αF1(x, y) = β.

Now let us assume that the equation is Fn(x, y) − αFn−1(x, y) = βn−1, for
k = n− 1. For k = n it becomes,

βn = βn−1β

= ((Fn(x, y)− αFn−1(x, y))β

= βFn(x, y)− αβFn−1(x, y)

= (α+ β − α)Fn(x, y)− αFn(x, y)− αβFn(x, y)

= xFn(x, y) + yFn(x, y)− αFn(x, y)

= Fn−1(x, y)− αFn(x, y).

so this completes the proof. (ii), (iii) and (iv) can be done similarly.
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Now we want to derive the Binet formulas for QBF and QBL polynomials. To
get this we can give the following theorem.

Theorem 2.2. The Binet formulas of QBF and QBL polynomials are given as

QBFn(x, y) =
α∗αn − β∗βn

α− β
QBLn(x, y) = α∗αn + β∗βn

for n ≥ 0, where α∗ =
3∑
k=0

αkek and β∗ =
3∑
k=0

βkek.

Proof. Recall that generating function is

∞∑
n=0

QBFn(x, y)tn =
QBF0(x, y) + (QBF1(x, y)− xQBF0(x, y))t

1− xt− yt2
.

So using the Lemma 2.1 and Lemma 2.2, we have

∞∑
n=0

QBFn(x, y)tn

=

∞∑
k=0

(Fk+1 − βFk+1)ek

∞∑
n=0

αntn −
∞∑
k=0

(Fk+1 − αFk+1)ek

∞∑
n=0

βntn.

So we get,

∞∑
n=0

(
α∗αn − β∗βn

α− β

)
tn

this is valid. Binet formula for the other QBL polynomial can be done similarly.

We derive generating functions for the (mk + s) − th order of QBF and QBL
polynomials.

Theorem 2.3. For all n ∈ N and m, s ∈ Z, we have

∞∑
k=0

QBFmk+s(x, y)xk =
QBFs(x, y)− (−y)mQBFs−m(x, y)x

(−y)m − Lm(x, y) + 1

and

∞∑
k=0

QBLmk+s(x, y)xk =
QBLs(x, y)− (−y)mQBLs−m(x, y)x

(−y)m − Lm(x, y) + 1
.
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Proof. Using Binet formula and equation (2.5), we have

∞∑
k=0

QBFmk+s(x, y)xk

=

∞∑
k=0

α∗αmk+s − β∗βmk+s

α− β
xk

=
α∗αs

α− β

∞∑
k=0

αmkxk − β∗βs

α− β

∞∑
k=0

βmkxk

=
α∗αs

α− β

(
1

1− αmx

)
− β∗βs

α− β

(
1

1− βmx

)

=

α∗αs−β∗βs

α−β − (αβ)m
(
α∗αs−m−β∗βs−m

α−β

)
x

1− (αm + βm)x+ (αβ)mx2

this is valid. The other result can be done similarly.

We formulate the sum of the first n terms of these sequences of QBF and QBL
polynomials.

Theorem 2.4. The sum of the first n−terms of the quaternion sequences QBFn(x, y)
and QBLn(x, y) is given by

n∑
k=0

QBFk(x, y) =

{ −yQBFn(x, y)−QBFn+1(x, y)

+QBF0(x, y)− α∗β−β∗α
α−β

}
(α− 1)(β − 1)

and

n∑
k=0

QBLk(x, y) =

{
−yQBLn(x, y)−QBLn+1(x, y)

+QBL0(x, y) + α∗β + β∗α

}
(α− 1)(β − 1)

.

Proof. Using Binet formula and equation (2.5), we get

n∑
k=0

QBFk(x, y)

=

n∑
k=0

α∗αk − β∗βk

α− β

=
1

α− β

{
α∗

n∑
k=0

αk − β∗
n∑
k=0

βk

}
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=
1

α− β

{
α∗(

αn+1 − 1

α− 1
)− β∗(β

n+1 − 1

β − 1
)

}
=

1

(α− 1)(β − 1)

{
αβ(α∗αn−β∗βn)

α−β − α∗αn+1−β∗βn+1

α−β
+α∗−β∗

α−β −
α∗β−αβ∗

α−β

}
.

The other case can be done similarly.

We derive summation formulas for the (mk + s) − th order of QBF and QBL
polynomials.

Theorem 2.5. For all n ∈ N and m, s ∈ Z,we have

n∑
k=0

QBFmk+s(x, y) =

{
(−y)m(QBFmn+s(x, y)−QBFs−m(x, y))
−QBFmn+m+s(x, y) +QBFs(x, y)

}
(−y)m − Fm(x, y) + 1

and

n∑
k=0

QBLmk+s(x, y) =

{
(−y)m(QBLmn+s(x, y)−QBLs−m(x, y))
−QBLmn+m+s(x, y) +QBLs(x, y)

}
(−y)m − Lm(x, y) + 1

.

Proof. Using Binet formula, equation (2.5), we have

n∑
k=0

QBFmk+s(x, y)

=

n∑
k=0

α∗αmk+s − β∗βmk+s

α− β

=
α∗αs

α− β

(
αmn+m − 1

αm − 1

)
− α∗αs

α− β

(
αmn+m − 1

αm − 1

)

=

{
α∗(αmn+sαmβm − αmn+m+s − αsβm + αs)
−β∗(βmn+sαmβm − βmn+m+s − αmβs + βs)

}
(α− β)(αmβm − αm − βm + 1)

=
(αβ)m(α∗αmn+s − β∗αmn+s)− (α∗αmn+m+s − β∗βmn+m+s)

(α− β)(αmβm − αm − βm + 1)

+
−(αβ)m(α∗αs−m − β∗αs−m)− (α∗αmn+m+s − β∗βmn+m+s)

(α− β)(αmβm − αm − βm + 1)
.

Other case can be done similarly.
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Now, some new results for binomial summation of these sequences are derived
by using their Binet forms.

Theorem 2.6. Let n be a non-negative integer. Then we have the following bino-
mial sum formulas for odd and even terms,

(i)
n∑
k=0

(
n

k

)
yn−kxkQBFk(x, y) = QBF2n(x, y)

(ii)
n∑
k=0

(
n

k

)
yn−kxkQBFk(x, y) = QBF2n+1(x, y)

(iii)
n∑
k=0

(
n

k

)
yn−kxkQBLk(x, y) = QBL2n(x, y)

(iv)
n∑
k=0

(
n

k

)
yn−kxkQBLk(x, y) = QBL2n+1(x, y).

Proof. (i) Let P =
∑n
k=0

(
n
k

)
yn−kxkQBFk(x, y). From Binet formula, we change

the right-hand side of P into:

P =

n∑
k=0

(
n

k

)
yn−kxk

(
α∗αk − β∗βk

α− β

)
.

Elementary calculations implies that

P =
α∗(y + xα)n − β∗(y + xβ)n

α− β
.

From equation (2.5), we get

α∗α2n − β∗β2n

α− β
= QBF2n(x, y).

The other cases (ii),(iii) and (iv) can be done similarly.

Now we can also formulate the Catalan’s identity, Cassini’s identity and d’Ocagne’s
identity by using Binet formulas.

Theorem 2.7. (Catalan’s Identity) For n and k non-negative integer such that
k ≤ n, we have

QBFn+k(x, y)QBFn−k(x, y)−QBF 2
n(x, y)

= (−y)n−kFn−k(x, y)

(
α∗β∗βk − β∗α∗αk

(α− β)

)
and

QBLn+k(x, y)QBLn−k(x, y)−QBL2
n(x, y)

= (−y)n−kFn−k(x, y)
√
M(α∗β∗βk − β∗α∗αk).
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Proof. Using Binet formula, we obtain

QBFn+k(x, y)QBFn−k(x, y)−QBF 2
n(x, y)

=

(
α∗αn+k − β∗βn+k

α− β

)(
α∗αn−k − β∗βn−k

α− β

)
−
(
α∗αn − β∗βn

α− β

)
=

(αβ)n

(α− β)2

(
α∗β∗

(
αk − βk

α− β

)
+ β∗α∗

(
βk − αk

α− β

))
= (αβ)n−k

(
αk − βk

α− β

)(
α∗β∗βk − β∗α∗αk

α− β

)
.

Theorem 2.8. For any natural number n, Cassini’s identities for QBF and QBL
polynomials are

QBFn+1(x, y)QBFn−1(x, y)−QBF 2
n(x, y) = (−y)n−1

(
α∗β∗β − β∗α∗α

α− β

)
and

QBLn+1(x, y)QBLn−1(x, y)−QBL2
n(x, y) = (−y)n−1

√
M(α∗β∗β − β∗α∗α).

Proof. Let k = 1 in Catalan’s identity so the proof is completed for both of QBF
and QBL polynomials.

Theorem 2.9. (d’Ocagne’s Identity) Let QBFn and QBLn be n-th QBF and

QBL polynomials. The d’Ocagne’s identities are

QBFk(x, y)QBFn+1(x, y)−QBFk+1(x, y)QBFn(x, y)

=
(−1)nyn

α− β
(α∗β∗αk−n − β∗α∗βk−n)

and

QBLk(x, y)QBLn+1(x, y)−QBLk+1(x, y)QBLn(x, y)

= (α− β)(β∗α∗βkαn − α∗β∗αkβn).

Proof. From Binet formula to left -hand side, we get

QBFk(x, y)QBFn+1(x, y)−QBFk+1(x, y)QBFn(x, y)

=

(
α∗αk − β∗βk

α− β

)(
α∗αn+1 − β∗βn+1

α− β

)
−
(
α∗αk+1 − β∗βk+1

α− β

)(
α∗αn − β∗βn

α− β

)
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=
1

(α− β)2

{
(α∗)2αn+k+1 − β∗α∗βkαn+1 − α∗β∗αkβn+1 + (β∗)2βn+k+1

−(α∗)2αn+k+1 + β∗α∗βk+1αn + α∗β∗αk+1βn − (β∗)2βn+k+1

}
=

β∗α∗βkαn(β − α) + α∗β∗αkβn(α− β)

(α− β)2

=
(αβ)n

(α− β)
(α∗β∗αk−n − β∗α∗βk−n).

The other case can be done similarly.

The corresponding identities for QBF and QBL polynomials are contained in
the next theorem.

Theorem 2.10. For n ≥ 0, the following statements hold:

yQBF 2
n(x, y) +QBF 2

n+1(x, y) =
(α∗)2α2n+1 − (β∗)2β2n+1

α− β

and

yQBL2
n(x, y) +QBL2

n+1(x, y) = (α− β)((α∗)2α2n+1 − (β∗)2β2n+1).

Proof. Using Binet formula and equation (2.5), we obtain

yQBF 2
n(x, y) +QBF 2

n+1(x, y)

= y

(
α∗αn − β∗βn

α− β

)2

+

(
α∗αn+1 − β∗βn+1

α− β

)2

=
1

(α− β)2

{
y(α∗)2α2n − yβ∗α∗ − yα∗β∗(αβ)n + y(β∗)2β2n + (α∗)2α2n+2

−β∗α∗(αβ)n+1 − α∗β∗(αβ)n+1 + (β∗)2β2n+2

}
=

1

(α− β)2
{
y(α∗)2α2n + (α∗)2α2n+2 + y(β∗)2β2n + (β∗)2β2n+2

}
=

(α∗)2α2n+1 − (β∗)2β2n+1

(α− β)
.

Other case can be done similarly.

Matrix method can use to get results for not only different identities but also
algebraic representations in the study of recurrence relations.

In[10], the Pell quaternion matrix is defined by

R(n) =

(
Rn Rn−1
Rn−1 Rn−2

)
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and also was obtain equality as follow(
Rn Rn−1
Rn−1 Rn−2

)
=

(
R2 R1

R1 R0

)(
2 1
0 1

)n−2

where n ≥ 2 is an integer.

Now, we define the matrix forQBFn(x, y) andQBLn(x, y). The matrixQBFn(x, y)(n)
and QBLn(x, y)(n) that play role of R(n). These are

QBFn(x, y)(n) =

(
QBFn+1(x, y) yQBFn(x, y)
QBFn(x, y) yQBFn(x, y)

)

and

QBLn(x, y)(n) =

(
QBLn+1(x, y) yQBLn(x, y)
QBLn(x, y) yQBLn(x, y)

)
for n ≥ 1.

Theorem 2.11. For an integer n ≥ 1, we have

QBFn(x, y)(n) =

(
QBF2(x, y) yQBF1(x, y)
QBF1(x, y) yQBF0(x, y)

)(
x y
1 0

)n−1
and

QBLn(x, y)(n) =

(
QBL2(x, y) yQBL1(x, y)
QBL1(x, y) yQBL0(x, y)

)(
x y
1 0

)n−1
.

Proof. Induction method can be used to prove it. Let n = 1, then basis step is
clear. Now let us assume that the equation is valid for n = k − 1. For n = k, it
becomes (

QBF2(x, y) yQBF1(x, y)
QBF1(x, y) yQBF0(x, y)

)(
x y
1 0

)k−1
=

(
QBF2(x, y) yQBF1(x, y)
QBF1(x, y) yQBF0(x, y)

)(
x y
1 0

)k−2(
x y
1 0

)
=

(
QBFk(x, y) yQBFk−1(x, y)
QBFk−1(x, y) yQBFk−2(x, y)

)(
x y
1 0

)
=

(
QBFk+1(x, y) yQBFk(x, y)
QBFk(x, y) yQBFk−1(x, y)

)
.

which completes the proof. The other case can be done similarly.
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3. Conclusion

This work studied bivariate Fibonacci and Lucas quaternion polynomials. Since bi-
variate Fibonacci and Lucas quaternion polynomials were not intensive studied until
now, we expect to find in the future more and surprising new properties. For this
purpose, Fibonacci and Lucas quaternion polynomials was used and investigated in
detail particularly in the first part. Also in the other part, Binet formulas, generat-
ing functions, matrix representation and some identities of bivariate Fibonacci and
Lucas quaternion polynomials were computed. Quaternions have great importance
as they are used in quantum physics, applied mathematics, graph theory and differ-
ential equations. Thus, in our future studies we plan to examine bivariate Fibonacci
and Lucas octonion polynomials and their key features.
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4. A. İpek: On (p, q)−Fibonacci quaternions and their Binet formulas, generating
function and certain binomial sums. Adv. Appl. Clifford Algebras. 27 (2017),
1343–1351.

5. N. Kilic: The h(x )−Lucas quaternion polynomials. Annales Mathematicae et
Informaticae. 47 (2017), 119–128.

6. E. G. Kocer and S. Tuncez: Bivariate Fibonacci and Lucas like polynomials.
Gazi University Journal of Science. 29(1) (2016), 109–113.

7. A. Nalli and P. Haukkanen: On generalized Fibonacci and Lucas polynomials.
Chaos, Solitons and Fractals. 42 (2009), 3179–3186.
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Duzce University

Science and Art Faculty

Department of Mathematics

Duzce, Turkey



Some Properties of Bivariate Fibonacci and Lucas Quaternion Polynomials 87

arzuozkoc@duzce.edu.tr

Faruk Kaplan

Duzce University

Science and Art Faculty

Department of Mathematics

Duzce, Turkey

farkaplan@gmail.com



 



FACTA UNIVERSITATIS (NIŠ)
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QUASI-CONFORMAL CURVATURE TENSOR OF GENERALIZED
SASAKIAN-SPACE-FORMS
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Abstract. The present paper deals with the study of generalized Sasakian-space-forms
with the conditions Cq(ξ,X).S = 0, Cq(ξ,X).R = 0 and Cq(ξ,X).Cq = 0, where R,
S and Cq denote Riemannian curvature tensor, Ricci tensor and quasi-conformal cur-
vature tensor of the space-form, respectively. In the end of the paper, we have given
some examples to support our results.
Keywords: Quasi-conformal curvature tensor; generalized Sasakian-space-forms; Ein-
stein manifold; Pseudosymmetric manifold.

1. Introduction

An almost contact metric manifold M2n+1(φ, ξ, η, g) is said to be a generalized
Sasakian-space-form if the curvature tensor of the manifold has the following form

R(X,Y )Z = f1 {g(Y,Z)X − g(X,Z)Y }
+ f2 {(g(X,φZ)φY − g(Y, φZ)φX + 2g(X,φY )φZ)}
+ f3

(
(η(X)η(Z)Y − η(Y )η(Z)X

+ g(X,Z)η(Y )ξ − g(Y,Z)η(X)ξ)
)
,(1.1)

for any vector fields X, Y, Z on M2n+1. By taking f1 = c+3
4 and f2 = f3 = c−1

4 ,
where c denotes constant φ-sectional curvature tensor, we get different kind of gen-
eralized Sasakian-space-forms. This idea was introduced by P. Alegre, D. Blair and
A. Carriazo [13] in 2004. P. Alegre and Carriazo [15], A. Sarkar, S. K. Hui, etc.
[19, 21, 22] studied generalized Sasakian-space-forms by considering the cosymplec-
tic space of Kenmotsu space form as particular types of generalized Sasakian-space-
forms. In 2006, U. Kim [22] studied conformally flat generalized Sasakian-space-
form and locally symmetric generalized Sasakian-space-form. He proved some geo-
metric properties of generalized Sasakian-space-forms which depends on the nature
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of the functions f1, f2 and f3. Also, he proved that if a generalized Sasakian-space-
form M2n+1(f1, f2, f3) is locally symmetric then (f1 − f3) is constant. In [21] De
and Sarkar studied the projective curvature tensor of generalized Sasakian-space-
forms and proved that generalized Sasakian-space-forms is projectively flat if and
only if f3 = 3f2

1−2n . D.G. Prakasha and H. G. Nagaraja [8] studied quasiconformally
semi-symmetric generalized Sasakian-space-forms. They proved that a generalized
Sasakian-space-forms is quasiconformally semi-symmetric if and only if either space
form is quasiconformally flat or f1 = f2. Recently, Hui and Prakasha [17] have stud-
ied C-Bochner curvature tensor of generalized Sasakian-space-forms. S. K. Hui and
D. G. Prakasha [17] studied the C-Bochner pseudosymmetric generalized Sasakian-
space-forms. The generalized Sasakian-space-forms have also been studied in ([9],
[18], [10], [11], [23]) and many others. Throughout their study, C-Bochner curvature
tensor B satisfied the conditions B(ξ,X).S = 0, B(ξ,X).R = 0 and B(ξ,X).B = 0,
where R and S denoted the Riemannian curvature tensor and Ricci curvature ten-
sor of the space form respectively. After investigations of the above mentioned
developments, we plan to study the quasi-conformal curvature tensor of generalized
Sasakian-space-forms.

2. Preliminaries

A Riemannian manifold (M2n+1, g) of dimension (2n + 1) is said to be an almost
contact metric manifold [7] if there exists a tensior field φ of type (1, 1), a vector
field ξ (called the structure vector field) and a 1-form η on M such that

φ2(X) = −X + η(X)ξ,(2.1)

g(φX, φY ) = g(X,Y )− η(X)η(Y )(2.2)

and

η(ξ) = 1,(2.3)

for any vector fields X, Y on M . In an almost contact metric manifold, we have
φξ = 0 and ηoφ = 0. Then such type of manifold is called a contact metric manifold
if dη = Φ, where Φ(X,Y ) = g(X,φY ) is called the fundamental 2-form of M (2n+1).
A contact metric manifold is said to be K-contact manifold if and only if the co-
varient derivative of ξ satisfies

∇Xξ = −φX,(2.4)

for any vector field X on M.
The almost contact metric structure of M is said to be normal if

[φ, φ](X,Y ) = −2dη(X,Y )φ,(2.5)
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for any vector fields X and Y, where [φ, φ] denotes the Nijenhuis torsion of φ.
A normal contact metric manifold is called Sasakian manifold. An almost contact
metric manifold is Sasakian if and only if

(∇Xφ)Y = g(X,Y )ξ − η(Y )X,(2.6)

for any vector fields X, Y.
The generalized Sasakian-space-forms M2n+1(f1, f2, f3) satisfies the following rela-
tions [13]

R(X, Y ) ξ = (f1 − f3) {η(Y )X − η(X)Y } ,(2.7)

R(ξ, X)Y = (f1 − f3) {g(X,Y )ξ − η(Y )X} ,(2.8)

S(X,Y ) = (2nf1 + 3f2 − f3)g(X,Y )− {3f2 + (2n− 1)f3} η(X)η(Y ).(2.9)

Replacing Y by ξ in the equation (2.9), we get

S(X, ξ) = 2n(f1 − f3)η(X).(2.10)

Replacing X and Y by ξ in the equation (2.9), we get

S(ξ, ξ) = 2n(f1 − f3),(2.11)

from the equation (2.9), we have

r = 2n(2n+ 1)f1 + 6nf2 − 4nf3.(2.12)

Again from (2.9), we have

QX = (2nf1 + 3f2 − f3)X − (3f2 + (2n− 1)f3)η(X)ξ.(2.13)

Replacing X by ξ in the above equation, we get

Qξ = 2n(f1 − f3)ξ.(2.14)

In a Riemannian manifold of dimension (2n + 1) the quasi-conformal curvature
tensor is defined by [12]

Cq(X,Y )Z = aR(X,Y )Z + b
(
S(Y,Z)X − S(X,Z)Y

+ g(Y, Z)QX − g(X,Z)QY
)

− r

2n+ 1

[ a
2n

+ 2b
]
{g(Y,Z)X − g(X,Z)Y } ,(2.15)

where a and b are constants such that a, b 6= 0, Q is the Ricci operator, i.e.,
g(QX,Y ) = S(X,Y ), for all X and Y and r is scalar curvature of the manifold.
Using the equations (2.7)-(2.15), we have
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Cq(X,Y )ξ =

[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
{η(X)Y − η(Y )X} ,(2.16)

Cq(ξ, Y )Z =

[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
{η(Z)Y − g(Y,Z)ξ} ,(2.17)

and

η(Cq(X,Y )Z) =

[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

] (
g(Z,X)η(Y )

− g(Y, Z)η(X)
)
.(2.18)

This is required quasi-conformal curvature tensor in generalized Sasakian-space-
forms.

3. Quasi-conformal Pseudosymmetric generalized
Sasakian-Space-Forms

Let (M, g) be a Riemannian manifold and let ∇ be the Levi-Civita connection of
(M, g). A Riemannian manifold is called locally symmetric if ∇R = 0, where R is
the Riemannian curvature tensor of (M, g). The locally symmetric manifolds have
been studied by different differential geometry through various aproaches and they
extended semisymmetric manifolds by [2, 3, 4, 5, 6, 24], recurrent manifolds by
Walker [1], conformally recurrent manifold by Adati and Miyazawa [20].
According to Z. I. Szab

′
o [24], if the manifold M satisfies the condition

(R(X,Y ).R)(U, V )W = 0, X, Y, U, V,W ∈ χ(M)(3.1)

for all vector fields X and Y, then the manifold is called semi-symmetric manifold.
For a (0, k)- tensor field T on M, k ≥ 1 and a symmetric (0, 2)-tensor field A on M
the (0, k+2)-tensor fields R.T and Q(A, T) are defined by

(R.T )(X1, .....Xk;X,Y ) = −T (R(X,Y )X1, X2, .......Xk)

− .....− T (X1, ........Xk−1, R(X,Y )Xk),(3.2)

and

Q(A, T )(X1, .....Xk;X,Y ) = −T ((X ∧A Y )X1, X2, .......Xk)

− .....− T (X1, .....Xk−1, (X ∧A Y )Xk),(3.3)

where X ∧A Y is the endomorphism given by

(X ∧A Y )Z = A(Y,Z)X −A(X,Z)Y.(3.4)
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According to R. Deszcz [16], a Riemannian manifold is said to be pseudosymmetric
if

R.R = LRQ(g,R),(3.5)

holds on Ur =
{
x ∈M |R− r

n(n−1)G 6= 0 at x
}

, where G is (0, 4)-tensor defined by

G(X1, X2, X3, X4) = g((X1 ∧X2)X3, X4) and LR is some smooth function on UR.
A Riemannian manifold M is said to be quasi-conformal pseudosymmetric if

R.Cq = LCq Q(g, Cq),(3.6)

holds on the set UCq = {x ∈M : Cq 6= 0 at x}, where LCq is some function on UCq

and Cq is the quasi-conformal curvature tensor.
Let M2n+1(f1, f2, f3) be quasi-conformal pseudosymmetric generalized Sasakian-
space-form then from the equation(3.6), we have

(R(X, ξ).Cq)(U, V )W = LCq [((X ∧g ξ).Cq)(U, V )W ].(3.7)

Using the equations (3.2) and (3.3) in the equation (3.7), we get

R(X, ξ)Cq(U, V )W − Cq(R(X, ξ)U, V )W − Cq(U,R(X, ξ)V )W

− Cq(U, V )R(X, ξ)W

= LCq

(
(X ∧g ξ)Cq(U, V )W

− Cq((X ∧g ξ)U, V )W

− Cq(U, (X ∧g ξ)V )W − Cq(U, V )(X ∧g ξ)W
)
.(3.8)

Again, using the equations (2.7) and (3.4) in (3.8), we conclude the following

(f1 − f3)
(
g(ξ, Cq(U, V )W )X − g(X,Cq(U, V )W )ξ

− η(U)Cq(X,V )W

+ g(X,U)Cq(ξ, V )W − η(V ) Cq(U,X)W

+ g(X,V )Cq(U, ξ)W − η(W )Cq(U, V )X

+ g(X,W )Cq(U, V )ξ
)

= LCq

(
g(ξ, Cq(U, V )W )X − g(X,Cq(U, V )W )ξ

− η(U)Cq(X,V )W

+ g(X,U)Cq(ξ, V )W − η(V )Cq(U,X)W

+ g(X,V )Cq(U, ξ)W − η(W )Cq(U, V )X

+ g(X,W )Cq(U, V )ξ
)
.(3.9)

The above expression can be written as

(f1 − f3 − LCq )
(
g(ξ, Cq(U, V )W )X − g(X,Cq(U, V )W )ξ

− η(U)Cq(X,V )W + g(X,U)Cq(ξ, V )W

− η(V )Cq(U,X)W + g(X,V )Cq(U, ξ)W

− η(W )Cq(U, V )X + g(X,W )Cq(U, V )ξ
)

= 0,(3.10)
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which implies either LCq = f1 − f3 or(
g(ξ, Cq(U, V )W )X − g(X,Cq(U, V )W )ξ − η(U)Cq(X,V )W

+ g(X,U)Cq(ξ, V )W − η(V )Cq(U,X)W

+ g(X,V )Cq(U, ξ)W − η(W )Cq(U, V )X

+ g(X,W )Cq(U, V )ξ
)

= 0.(3.11)

Putting W = ξ in the equation (3.11) and using the equations (2.17) and (2.18), we
have

Cq(U, V )X =

[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
(g(X,U)V

− g(X,V )U),(3.12)

contracting V in the above equation, we have[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
2ng(U,X) = 0,(3.13)

this implies that

(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1
= 0,(3.14)

from the above equation two conditions arise, either

a = −(2n− 1)b(3.15)

or

f3 =
3f2

(1− 2n)
.(3.16)

Using the equations (3.15) or (3.16) in (2.16) and (2.17), we get

Cq(ξ, Y )Z = 0,(3.17)

and

Cq(X,Y )ξ = 0,(3.18)

this means M2n+1(f1, f2, f3) is quasi-conformally flat.
Thus, we conclude:

Theorem 3.1. Let M2n+1(f1, f2, f3) be a (2n+1)-dimensional generalized Sasakian-
space-form. If M2n+1(f1, f2, f3) is quasi-conformal pseudosymmetric then
M2n+1(f1, f2, f3) is quasiconformally flat if at least one of the following conditions
holds:

(i)f3 =
3f2

(1− 2n)
(ii)a = −(2n− 1)b, (iii)LCq = f1 − f3.
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Now we propose:

Theorem 3.2. Let M2n+1(f1, f2, f3) be a (2n+1)-dimensional generalized Sasakian-
space-form. Then M2n+1(f1, f2, f3) satisfies Cq(ξ,X).S = 0 if and only if at least
one of the following conditions holds:

(i) f3 =
3f2

(1− 2n)
, (ii) a = −(2n− 1)b, (iii)S(X,U) = 2n(f1 − f3)g(X,U).

Proof. If generalized Sasakian-space-form satisfies Cq(ξ,X).S = 0.
Then from the equation (3.2), we have

S(Cq(ξ,X)U, ξ) + S(U,Cq(ξ,X)ξ) = 0,(3.19)

From the equation (2.10), we have

S(Cq(ξ,X)U, ξ) = 2n(f1 − f3)η(Cq(ξ,X)U).(3.20)

Now with the help of equations (2.17) and (3.20), we can write

S(Cq(ξ,X)U, ξ) = 2n(f1 − f3)

[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
(η(X)η(U)

− g(X,U)).(3.21)

Again in view of the equation (2.17), we have

S(Cq(ξ,X)ξ, U) =

[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
(S(X,U)

− 2n(f1 − f3)η(X)η(U)).(3.22)

By using the expressions (3.21) and (3.22) in (3.19), we infer[
(a+(2n−1)b)((2n−1)f3+3f2)

2n+1

]
(S(X,U)

−2n(f1 − f3)g(X,U)) = 0,(3.23)

which implies that if Cq(ξ,X).S = 0 then either a = −(2n− 1)b or f3 = 3f2
(1−2n) or

S(X,U) = 2n(f1 − f3)g(X,U).
Conversely, it is clear that if a = −(2n− 1)b or f3 = 3f2

(1−2n) or S(X,U) = 2n(f1 −
f3)g(X,U) then from (2.17), we have

Cq(ξ,X).S = 0.(3.24)

Now we take Cq(ξ, U).R = 0.
Then from the equation (3.2), we have

Cq(ξ, U)R(X,Y )Z −R(Cq(ξ, U)X,Y )Z

−R(X,Cq(ξ, U)Y )Z −R(X,Y )Cq(ξ, U)Z = 0,(3.25)
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which in view of the equation (2.17), we have[
(a+(2n−1)b)((2n−1)f3+3f2)

2n+1

] (
η(R(X,Y )Z)U

−g(U,R(X,Y )Z)ξ − η(X)R(U, Y )Z

+g(U,X)R(ξ, Y )Z − η(Y )R(X,U)Z + g(U, Y )R(X, ξ)Z

−η(Z)R(X,Y )U + g(U,Z)R(X,Y )ξ
)

= 0,(3.26)

using Z = ξ and (2.2) in the above equation, we infer[
(a+(2n−1)b)((2n−1)f3+3f2)

2n+1

]
(
(f1 − f3)(g(U, Y )X − g(U,X)Y )−R(X,Y )U

)
= 0,(3.27)

which implies that if Cq(ξ,X).R = 0 then either a = −(2n− 1)b or f3 = 3f2
(1−2n)

or
R(X,Y )U = (f1 − f3)(g(U, Y )X − g(U,X)Y ).
Thus, we conclude:

Theorem 3.3. Let M2n+1(f1, f2, f3) be a (2n+1)-dimensional generalized Sasakian-
space-form. If M2n+1(f1, f2, f3) satisfying Cq(ξ, U).R = 0 then at least one of the
following necessarily holds:

(i) f3 = 3f2
(1−2n) , (ii) a = −(2n− 1)b,

(iii)R(X,Y )U = (f1 − f3)(g(U,X)Y − g(U, Y )X).

Now we propose:

Theorem 3.4. Let M2n+1(f1, f2, f3) be a (2n+1)-dimensional generalized Sasakian-
space-form. Then M2n+1(f1, f2, f3) satisfies Cq(ξ,X).Cq = 0 if and only if either
f3 = 3f2

(1−2n) or a = −(2n− 1)b.

Proof. If generalized Sasakian-space-form satisfies Cq(ξ,X).Cq = 0. Then, from
the equation (3.2) we have

Cq(ξ,X)Cq(U, V )W − Cq(Cq(ξ,X)U, V )W

−Cq(U,Cq(ξ,X)V )W − Cq(U, V )Cq(ξ,X)W = 0,(3.28)

by which in view of the equation (2.16) we get[
(a+(2n−1)b)((2n−1)f3+3f2)

2n+1

] (
η(Cq(U, V )W )X

−g(X,Cq(U, V )W )ξ − η(U)Cq(X,V )W

+g(X,U)Cq(V, ξ)W − η(V )Cq(U,X)W + g(X,V )Cq(U, ξ)W

+g(W,X)Cq(U, V )ξ − η(W )Cq(U, V )X
)

= 0.(3.29)



Quasi-conformal Curvature Tensor of Generalized Sasakian-Space-Forms........ 97

By using V = ξ in the above equation, we infer[
(a+(2n−1)b)((2n−1)f3+3f2)

2n+1

] (
(Cq(U,X)W

+
[
(a+(2n−1)b)((2n−1)f3+3f2)

2n+1

]
(g(X,W )U)

−g(U,W )X)
)

= 0,(3.30)

which implies that either a = −(2n− 1)b or f3 = 3f2
(1−2n) or

Cq(U,X)W =
( (a+(2n−1)b)((2n−1)f3+3f2)

2n+1

)
(g(U,W )X − g(X,W )U),(3.31)

contracting U in the above equation, we have[
(a+ (2n− 1)b)((2n− 1)f3 + 3f2)

2n+ 1

]
2ng(X,V ) = 0,(3.32)

this implies that either a = −(2n−1)b or f3 = 3f2
(1−2n) . Conversely, ifM2n+1(f1, f2, f3)

satisfies a = −(2n− 1)b or f3 = 3f2
(1−2n) , then in view of (2.17)

we have Cq(ξ,X).Cq = 0.

4. Examples

Example 4.1. [13] Let N(λ1, λ2) be generalized Sasakian-space-forms of dimension 4,
then by the warped product M × N endowed with the almost contact metric structure
(φ, ξ, η, gf ), Sasakian space form M(f1, f2, f3) is generalized with

f1 =
λ1 − (f

′
)2

f2
, f2 =

λ2

f2
, f3 =

λ1 − (f
′
)2

f2
+
f

′′

f
,(4.1)

where λ1 and λ2 are constants, f = f(t), t ∈ R and f
′

denotes the derivative of f with
respect to t.
If we take λ1 = − 3λ2

7
and f(t) = eKt, K is constant,

then f1 = − 1
e2Kt [ 3λ2

7
+ K2e2Kt], f2 = λ2

e2Kt and f3 = − 1
e2Kt [ 3λ2

7
]. Hence f3 = 3f2

(1−2n)
, if

n = 4.

Example 4.2. [14] Let N(c) be a complex space form, and by the warped product M =
(−π

2
, π
2

) ×f N endowed with the almost contact metric structure (φ, ξ, η, gf ), Sasakian
space form M(f1, f2, f3) is generalized with functions

f1 =
c− 4(f

′
)2

4f2
, f2 =

c

4f2
, f3 =

c− 4(f
′
)2

4f2
+
f

′′

f
,(4.2)

where f = f(t), t ∈ R and f
′

denotes the derivative of f with respect to t.
If we take c = 0 and f(t) = eKt, K is constant,

then f1 = −K2, f2 = f3 = 0. Hence f3 = 3f2
(1−2n)

.
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ON KENMOTSU MANIFOLDS WITH A SEMI-SYMMERIC
METRIC CONNECTION

Sunil Yadav, Sudhakar Kr Chaubey and Rajendra Prasad

Abstract. The aim of the present paper is to study the properties of locally and glob-
ally φ-concircularly symmetric Kenmotsu manifolds endowed with a semi-symmetric
metric connection. First, we will prove that the locally φ-symmetric and the globally
φ-concircularly symmetric Kenmotsu manifolds are equivalent. Next, we will study
three dimensional locally φ-symmetric, locally φ-concircularly symmetric and locally
φ-concircularly recurrent Kenmotsu manifolds with respect to such connection and will
obtain some geometrical results. In the end, we will construct a non-trivial example
of Kenmotsu manifold admitting a semi-symmetric metric connection and validate our
results.

Keywords: Kenmotsu manifolds, φ-symmetric manifolds, η-parallel Ricci tensor, semi-
symmetric metric connection, concircular curvature tensor.

1. Introduction

The product of an almost contact manifold M and the real line R carries a natural
almost complex structure. However, if one takes M to be an almost contact metric
manifold and suppose that the product metric G on M × R is Kähler, then the
structure on M is cosymplectic [19] and not Sasakian. On the other hand, Oubina
[25] pointed that if the conformally related metric e2tG, t being the coordinates on
R is Kähler, then M is Sasakian and vice versa.

In [34], Tanno classified almost contact metric manifolds whose automorphism
group possesses the maximum dimension. For such manifold M , the sectional cur-
vature of the plane section containing ξ is constant, say c. If c >, =, and < 0, then
M is said be a homogeneous Sasakian manifold of constant sectional curvature,
product of a line or a circle with Kähler manifold of constant holomorphic sectional
curvature, and warped product space R ×f Cn, respectively. In 1972, Kenmotsu
[23] characterized the geometrical properties of the manifold when c < 0, called
Kenmotsu manifold. The geometrical properties of this manifold have been studied
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by many geometers, for instance (see, [3], [7]-[11], [15], [16], [22], [26], [33], [36], [40],
[41]).

In general, a geodesic circle (a curve whose first curvature is constant and sec-
ond curvature is identically zero) does not transform into a geodesic circle by the
conformal transformation

(1.1) g̃ij = ψ2gij

of the fundamental tensor gij . A transformation which preserves the geodesic circle
was first introduced by Yano [37]. The conformal transformation (1.1) satisfying
the partial differential equation

ψ;i;j = φgij

change a geodesic circle into a geodesic circle. Such transformation is known as the
concircular transformation and the geometry which leads with such transformation
is known as the concircular geometry [37].

A (1, 3) type tensor C which remains invariant under the transformation (1.1),
for an n-dimensional Riemannian manifold M , given by

(1.2) C(X,Y )Z = R(X,Y )Z − r

n(n− 1)
[g(Y,Z)X − g(X,Z)Y ]

for all vector fields X, Y and Z on M is known as a concircular curvature tensor
[37], where R, r, and ∇ are the Riemannian curvature tensor, the scalar curvature,
and the Levi-Civita connection, respectively. In view of (1.2), it is obvious that

(1.3) (∇WC)(X,Y )Z = (∇WR)(X,Y )Z − dr(W )

n(n− 1)
[g(Y, Z)X − g(X,Z)Y ] .

The importance of the concircular transformation and the concircular curvature
tensor are well known in the differential geometry of F -structures such as complex,
almost complex, Kähler, almost Kähler, contact and almost contact structures ([37],
[6], [35]). In a recent paper, Ahsan and Siddiqui [1] have studied the application of
concircular curvature in general relativity and cosmology.

Let (M, g) be a Riemannian manifold of dimension n. A linear connection ∇̃ on
(M, g), whose torsion tensor T̃ of type (1, 2) is defined by

T̃ (X,Y ) = ∇̃XY − ∇̃YX − [X,Y ]

For arbitrary vector, fields X and Y on M are said to be torsion free or symmetric
if T̃ vanishes, otherwise it is non-symmetric. If the connection ∇̃ satisfies ∇̃g = 0
on (M, g), then it is called metric connection, otherwise it is non-metric. In [17],
Friedmann and Schouten introduced the notion of semi-symmetric linear connection
on a differentiable manifold. Hayden [18] introduced the idea of semi-symmetric lin-
ear connection with non-zero torsion on a Riemannian manifold. The systematic
study of the semi-symmetric metric connection on the Riemannian manifold was
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introduced by Yano [38]. He proved that a Riemannian manifold endowed with a
semi-symmetric metric connection has vanishing curvature tensor with respect to
the semi-symmetric metric connection if and only if it is conformally flat. This
result was generalized for vanishing Ricci tensor of the semi-symmetric metric con-
nection by T. Imai ([20], [21]). Various geometrical and physical properties of this
connection have been studied by many authors among whom are ([2]-[4], [12]-[14],
[27]- [31], [39]). Motivated by the above studies, the authors will continue to study
the properties of the Kenmotsu manifolds equipped with a semi-symmetric metric
connection. The present paper is organized in the following manner:

After the introduction in Section 1, we will notify you on the basic results
of the Kenmotsu manifolds and the semi-symmetric metric connection in Section
2 and Section 3, respectively. In section 4, we will start the study of globally
φ-concircularly symmetric Kenmotsu manifold and prove that the manifold is η-
Einstein as well as locally φ-symmetric.The following sections deal with the study
of locally φ-symmetric, locally φ-concircularly symmetric, Ricci semisymmetric,
η-parallel Ricci tensor and locally φ-concircularly recurrent Kenmotsu manifolds
equipped with a semi-symmetric metric connection. In the last section, we will
construct an example of three dimensional Kenmotsu manifold admitting a semi-
symmetric metric connection to verify some results of our paper.

2. Preliminaries

Let M be an n(= 2m + 1)-dimensional connected almost contact metric manifold
with an almost contact structure (φ, ξ, η, g), that is, M admits a (1, 1)-type tensor
field φ, a (1, 0)-type vector field ξ, a 1-form η, and a compatible Riemannian metric
g satisfies

(2.1) φ2X = −X + η(X)ξ, η(ξ) = 1, φξ = 0, η(φX) = 0,

(2.2) g(φX, φY ) = g(X,Y )− η(X)η(Y ), g(X, ξ) = η(X)

for all X, Y ∈ T (M), where T (M) denotes the tangent space of M [5]. If an almost
contact metric manifold M satisfies

(2.3) (∇Xφ)(Y ) = g(φX, Y )ξ − η(Y )φX

for all X, Y ∈ T (M), then M is called a Kenmotsu manifold [23]. From (2.1)-(2.3),
it can be easily prove that

(2.4) ∇Xξ = X − η(X)ξ

and

(2.5) (∇Xη)(Y ) = g(X,Y )− η(X)η(Y )

for all X, Y ∈ T (M). Let S denote the Ricci tensor of M . It is noticed that M
satisfies the following relations.

(2.6) R(X,Y )ξ = η(X)Y − η(Y )X,
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(2.7) R(ξ,X)Y = η(Y )X − g(X,Y )ξ

and

(2.8) S(X, ξ) = −(n− 1)η(X)

for allX, Y ∈ T (M). The curvature tensor R in a 3-dimensional Kenmotsu manifold
M assumes the form

R(X,Y )Z =

(
r + 4

2

)
[g(Y,Z)X − g(X,Z)Y ]−

(
r + 6

2

)
[g(Y,Z)η(X)ξ

−g(X,Z)η(Y )ξ + η(Y )η(Z)X − η(X)η(Z)Y ].(2.9)

After contracting X it becomes

(2.10) S(Y, Z) =
1

2
[(r + 2)g(Y,Z)− (r + 6)η(X)η(Y )]

for all X, Y ∈ T (M).

An n-dimensional Kenmotsu manifold (M, g) is said to be an η-Einstein manifold
if its non-vanishing Ricci-tensor S takes the form

(2.11) S(X,Y ) = ag(X,Y ) + bη(X)η(Y )

for all X, Y ∈ T (M), where a and b are smooth functions on (M, g). If b = 0 and
a is constant, then η-Einstein manifold becomes Einstein manifold. Kenmotsu [23]
proved that if (M, g) is an n-dimensional η-Einstein manifold, then a+b = −(n−1).

ll

3. Semi-symmetric metric connection on Kenmotsu manifold

Let M be an n-dimensional Kenmotsu manifold endowed with a Riemannian metric
g. A linear connection ∇̃ on (M, g) is said to be a semi-symmetric metric connection
[38] if the torsion tensor T̃ of the connection ∇̃ and the Riemannian metric g satisfies
(3.1)
ll., l, kmlkvmmmmmmmmmmmmmmmmmmmmT̃ (X,Y ) = η(Y )X − η(X)Y

and

(3.2) ∇̃g = 0

for all X, Y ∈ T (M). The Levi-Civita connection ∇ and the semi-symmetric metric
connection ∇̃ on (M, g) are connected by

(3.3) ∇̃XY = ∇XY + η(Y )X − g(X,Y )ξ

for all X, Y ∈ T (M) [38]. From (2.1), (2.2) and (3.3), it follows that

(3.4) (∇̃Xη)(Y ) = (∇Xη)(Y )− η(X)η(Y ) + g(X,Y ).
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The curvature tensors R and R̃ with respect to ∇ and ∇̃, respectively, are connected
by

(3.5) R̃(X,Y )Z = R(X,Y )Z +α(X,Z)Y −α(Y,Z)X + g(X,Z)AY − g(Y,Z)AX,

where α is a tensor field of type (0, 2) and A, a tensor field of type (1, 1), are related
by

(3.6) α(Y, Z) = g(AY,Z) = (∇Y η)(Z)− η(Y )η(Z) +
1

2
g(Y, Z),

for all X, Y , Z ∈ T (M) [38]. From (2.1), (2.5), (3.5) and (3.6), it follows that

R̃(X,Y )Z = R(X,Y )Z − 3g(Y, Z)X + 3g(X,Z)Y + 2η(Y )η(Z)X

−2η(X)η(Z)Y + 2η(X)g(Y, Z)ξ − 2η(Y )g(X,Z)ξ.(3.7)

Contracting (3.7) along X, we get

(3.8) S̃(Y, Z) = S(Y, Z)− (3n− 5)g(Y, Z) + 2(n− 2)η(Y )η(Z),

which becomes

(3.9) r̃ = r − n(3n− 7)− 4.

Here S̃ and r̃ denote the Ricci tensor and the scalar curvature with respect to the
connection ∇̃. Replacing Z by ξ in (3.8) and using (2.8), we have

(3.10) S̃(Y, ξ) = −2(n− 1)g(Y, ξ).

Thus we can state:

Proposition 3.1. Let M be an n-dimensional, n > 3, Kenmotsu manifold equipped
with a semi-symmetric metric connection ∇̃. Then ξ is an eigen vector of S̃ corre-
sponding to the eigenvalue −2(n− 1).

4. Globally φ-concircularly symmetric Kenmotsu manifold with a
semi-symmetric metric connection

In this section, we will study the properties of the globally φ-concircularly symmetric
Kenmotsu manifold equipped with a semi-symmetric metric connection ∇̃ and prove
our result in the form of theorems.

Definition 4.1. A Kenmotsu manifold M of dimension n is said to be locally
φ-symmetric with respect to the semi-symmetric metric connection ∇̃ if the non-
vanishing curvature tensor R̃ satisfies the relation

φ2((∇̃W R̃)(X,Y )Z) = 0

for all vector fields X, Y , Z and W orthogonal to ξ.
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This notion was introduced by Takahashi [32] for Sasakian manifold.

Definition 4.2. An n-dimensional Kenmotsu manifold M is said to be a globally
φ-concircularly symmetric manifold with respect to ∇ if the non-zero concircular
curvature tensor C satisfies

(4.1) φ2((∇WC)(X,Y )Z) = 0

for all vector fields X, Y , Z, W ∈ T (M).

Definition 4.3. An n-dimensional Kenmotsu manifoldM equipped with the semi-
symmetric metric connection ∇̃ is said to be a globally φ-concircularly symmetric
Kenmotsu manifold with respect to ∇̃ if the non-vanishing concircular curvature
tensor C̃ with respect to ∇̃ satisfies

φ2((∇̃W C̃)(X,Y )Z) = 0(4.2)

for arbitrary vector fields X, Y , Z and W . Here C̃ is a concircular curvature tensor
[37] with respect to ∇̃ and is defined by

(4.3) C̃(X,Y )Z = R̃(X,Y )Z − r̃

n(n− 1)
[g(Y,Z)X − g(X,Z)Y ] .

Theorem 4.1. An n-dimensional, n ≥ 3, globally φ-concircularly symmetric Ken-
motsu manifold M equipped with a semi-symmetric metric connection ∇̃ is an η-
Einstein manifold.

Proof. We suppose that M is a globally φ-concircularly symmetric Kenmotsu man-
ifold with respect to a semi-symmetric metric connection ∇̃. Then we have

φ2((∇̃W C̃)(X,Y )Z) = 0.

In view of (2.1), the above equation becomes

−(∇̃W C̃)(X,Y )Z + η((∇̃W C̃)(X,Y )Z)ξ = 0.

Equation (1.3) along with above equation give

−g((∇̃W R̃)(X,Y )Z,U) +
dr̃(W )

n(n− 1)
[g(Y, Z)g(X,U)− g(X,Z)g(Y, U)]

+η((∇̃W R̃)(X,Y )Z)η(U)− dr̃(W )

n(n− 1)
[g(Y,Z)η(X)− g(X,Z)η(Y )] η(U) = 0.

Replacing X = U = ei, where {ei, i = 1, 2, 3, ..., n}, be an orthonormal basis of the
tangent space at each point of the manifold M and then summing over i, 1 ≤ i ≤ n,
we get

−(∇̃W S̃)(Y,Z) +
dr̃(W )

n
g(Y,Z) + η((∇̃W R̃)(ξ, Y )Z)

− dr̃(W )

n(n− 1)
[g(Y,Z)− η(Y )η(Z)] = 0.
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Putting Z = ξ in the above equation and using (2.1), we get

(4.4) −(∇̃W S̃)(Y, ξ) +
dr̃(W )

n
η(Y ) + η((∇̃W R̃)(ξ, Y )ξ) = 0.

In view of (2.1), (2.2), (2.4), (2.6), (2.7), (3.3) and (3.7), we conclude that

η((∇̃W R̃)(ξ, Y )ξ) = 0

and hence the equation (4.4) becomes

(4.5) (∇̃W S̃)(Y, ξ) =
dr̃(W )

n
η(Y ).

Substituting Y = ξ in (4.5) and using (2.1) and (2.8), we get dr̃(W ) = 0. This
implies that r̃ is a constant. So from (4.5), we obtain

(4.6) (∇̃W S̃)(Y, ξ) = 0.

It is well known that

(∇̃W S̃)(Y, ξ) = ∇̃W S̃(Y, ξ)− S̃(∇̃WY, ξ)− S̃(Y, ∇̃W ξ).

In view of (2.1), (2.2), (2.4), (2.5), (2.8), (3.3), (3.4), (3.10) and (4.6), above equation
takes the form

S(Y,W ) = (n− 3)g(Y,W )− 2(n− 2)η(Y )η(W ).

Hence the statement of the Theorem 4.1 is proved.

From the above equation, it is clear that r = (n − 1)(n − 4). Hence the scalar
curvature under consideration is constant. Thus we have

Corollary 4.1. An n-dimensional, n > 3, globally φ-concircularly symmetric Ken-
motsu manifold M equipped with a semi-symmetric metric connection ∇̃ possesses
a constant scalar curvature.

Theorem 4.2. Let M be an n-dimensional, n > 3, Kenmotsu manifold admits a
semi-symmetric metric connection ∇̃. Then the globally φ-concircularly symmetric
manifold and the locally φ-symmetric manifold with respect to ∇̃ coincide.

Proof. We suppose that the manifold M is globally φ-concircularly symmetric with
respect to a semi-symmetric metric connection ∇̃. Since r is constant on M and
therefore r̃ is also constant. The covariant derivative of (4.3) gives

(4.7) (∇̃W C̃)(X,Y )Z = (∇̃W R̃)(X,Y )Z.
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In view of (3.3), (3.4) and (3.7), we get

(∇̃W R̃)(X,Y )Z = (∇̃WR)(X,Y )Z + 2{(∇W η)(Y )− η(Y )η(W )

+g(Y,W )}η(Z)X + 2 {(∇W η)(Z)− η(Z)η(W ) + g(Z,W )} η(Y )X

−2 {(∇W η)(X)− η(X)η(W ) + g(X,W )} η(Z)Y

−2 {(∇W η)(Z)− η(Z)η(W ) + g(Z,W )} η(X)Y

+2g(Y,Z) {(∇W η)(X)− η(X)η(W ) + g(X,W )} ξ
+2 {∇W ξ +W − η(W )ξ} {η(X)g(Y,Z) + η(Y )g(X,Z)}
−2g(X,Z) {(∇W η)(Y ) + η(Y )η(W )− g(Y,W )} ξ.(4.8)

Using (2.4) and (2.5) in (4.8), we obtain

(∇̃W R̃)(X,Y )Z = (∇̃WR)(X,Y )Z + 4 {−η(Y )η(W ) + g(Y,W )} η(Z)X

+4 {−η(Z)η(W ) + g(Z,W )} η(Y )X

−4 {−η(X)η(W ) + g(X,W )} η(Z)Y

−4 {−η(Z)η(W ) + g(Z,W )} η(X)Y

+4g(Y,Z) {−η(X)η(W ) + g(X,W )} ξ
+4 {η(X)g(Y,Z) + η(Y )g(X,Z)} {W − η(W )ξ} .(4.9)

If X, Y , Z and W are orthogonal to ξ then from above equation, we get

(4.10) (∇̃W R̃)(X,Y )Z = (∇̃WR)(X,Y )Z + 4g(Y, Z)g(X,W )ξ.

In view of (4.7) and (4.10), we have

(∇̃W C̃)(X,Y )Z = (∇̃WR)(X,Y )Z + 4g(Y, Z)g(X,W )ξ.

Operating φ2 on either sides of the above equation and then using (2.1) we get

(4.11) φ2(∇̃W C̃)(X,Y )Z = φ2(∇̃WR)(X,Y )Z

for all vector fields X, Y , Z and W orthogonal to ξ. From the equations (4.7) and
(4.9), it is clear that the equation (4.11) satisfies for all vector fields X, Y , Z and
W on M . Hence the statement of the Theorem 4.2 is proved.

Remark 4.1. The last equation shows that a locally φ-symmetric Kenmotsu man-
ifold with respect to the semi-symmetric metric connection ∇̃ is always globally φ-
concircularly symmetric manifold. Thus we conclude that on a Kenmotsu manifold
locally φ-symmetric and globally φ-symmetric manifolds are equivalent correspond-
ing to the connection ∇̃.

5. Three dimensional locally φ-symmetric Kenmotsu manifolds with
respect to the semi-symmetric metric connection

This section deals with the study of the locally φ-symmetric Kenmotsu manifold
M with respect to a semi-symmetric metric connection ∇̃. Now, we will consider
a 3-dimensional locally φ-symmetric Kenmotsu manifold equipped with a semi-
symmetric metric connection ∇̃ and prove the following:
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Theorem 5.1. A 3-dimensional Kenmotsu manifold equipped with a semi-symmetric
metric connection ∇̃ is locally φ-symmetric with respect to the connection ∇̃ if and
only if dr(W ) = 0, W is an orthonormal vector field to ξ.

Proof. From (2.9) and (3.7), we get

R̃(X,Y )Z =

(
r − 2

2

)
{g(Y,Z)X − g(X,Z)Y }

+

(
r + 2

2

)
[η(Y )g(X,Z)ξ + η(X)η(Z)Y

−η(X)g(Y, Z)ξ − η(Y )η(Z)X].(5.1)

Taking covariant differentiation of (5.1) with respect to the semi-symmetric metric
connection ∇̃ along W , we have

(∇̃W R̃)(X,Y )Z =
dr(W )

2
[g(Y, Z)X − g(X,Z)Y − η(X)η(Z)Y

+ {−g(X,Z)η(Y ) + g(Y,Z)η(X)} ξ + η(Y )η(Z)X]

+

(
r + 2

2

)
[g(X,Z)(∇̃W η)(Y )ξ + g(X,Z)η(Y )∇̃W ξ

−g(Y,Z)(∇̃W η)(X)ξ − g(Y,Z)η(X)∇̃W ξ
+η(Z)(∇̃W η)(X)Y + η(X)(∇̃W η)(Z)Y

−η(Z)(∇̃W η)(Y )X − η(Y )(∇̃W η)(Z)X].(5.2)

In consequence of (3.3) and (3.4), (5.2) becomes

(∇̃W R̃)(X,Y )Z =
dr(W )

2
[g(Y, Z)X − g(X,Z)Y − g(X,Z)η(Y )ξ

−η(X)η(Z)Y + g(Y, Z)η(X)ξ + η(Y )η(Z)X]

+

(
r + 2

2

)
[−η(X)g(Y,Z) {∇W ξ +W − η(W )ξ}

−g(Y,Z) {(∇W η)(X)− η(X)η(W ) + g(X,W )} ξ
+η(Z) {(∇W η)(X)− η(X)η(W ) + g(X,W )}Y
+η(X) {(∇W η)(Z)− η(W )η(Z) + g(Z,W )}Y
−η(Z) {(∇W η)(Y )− η(Y )η(W ) + g(Y,W )}X
−η(Y ) {(∇W η)(Z)− η(Z)η(W ) + g(Z,W )}X
+g(X,Z) {(∇W η)(Y )− η(Y )η(W ) + g(Y,W )} ξ
+g(X,Z)η(Y ) {∇W ξ +W − η(W )ξ}].(5.3)

Let us suppose that the vector fields X, Y , Z and W are orthogonal to ξ, therefore
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(5.3) becomes

(∇̃W R̃)(X,Y )Z =
dr(W )

2
{g(Y,Z)X − g(X,Z)Y }

+

(
r + 2

2

)
[g(X,Z) {(∇W η)(Y ) + g(Y,W )}

−g(Y,Z) {(∇W η)(X) + g(X,W )}]ξ.(5.4)

Operating φ2 on both sides of (5.4) and then using (2.1) and (2.2), we obtain

(5.5) φ2((∇̃W R̃)(X,Y )Z) = −dr(W )

2
{g(Y,Z)X − g(X,Z)Y } .

From the equation (5.5), it is obvious that the manifold M is locally φ-symmetric
Kenmotsu manifold with respect to ∇̃ if and only if dr(W ) = 0. Hence the statement
of the Theorem 5.1 is proved.

6. Three dimensional Locally φ-concircularly symmetric Kenmotsu
manifold with a semi-symmetric metric connection

Definition 6.1. A Kenmotsu manifold M is said to be locally φ-concircularly
symmetric with respect to the semi-symmetric metric connection ∇̃ if its concircular
curvature tensor C̃ satisfies

φ2((∇̃W C̃)(X,Y )Z) = 0

for all vector fields W , X, Y and Z orthogonal to ξ.

Theorem 6.1. A 3-dimensional Kenmotsu manifold M with respect to the semi-
symmetric metric connection ∇̃ is locally φ-concircularly symmetric manifold with
respect to the connection ∇̃ if and only if the scalar curvature r is constant.

Proof. From (2.9) and (3.7), it follows that

R̃(X,Y )Z =

(
r − 2

2

)
{g(Y,Z)X − g(X,Z)Y }

+

(
r + 2

2

)
[η(X)η(Z)Y − η(Y )η(Z)X

+ {g(X,Z)η(Y )− g(Y,Z)η(X)} ξ].(6.1)

In view of (1.2) and (6.1), we get

C̃(X,Y )Z =

(
r − 2

2

)
{g(Y, Z)X − g(X,Z)Y }

+

(
r + 2

2

)
[η(X)η(Z)Y − η(Y )η(Z)X

+ {g(X,Z)η(Y )− g(Y,Z)η(X)} ξ]

+
r

6
{g(Y, Z)X − g(X,Z)Y } .(6.2)
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Taking covariant derivative of (6.2) with respect to the semi-symmetric metric con-
nection ∇̃ along W , we have

(∇̃W C̃)(X,Y )Z =
dr(W )

2
[g(Y,Z)X − g(X,Z)Y + η(X)η(Z)Y

+ {η(Y )g(X,Z)− η(X)g(Y,Z)} ξ − η(Y )η(Z)X]

+

(
r + 2

2

)
[g(X,Z)(∇̃W η)(Y )ξ + g(X,Z)η(Y )∇̃W ξ

−g(Y,Z)(∇̃W η)(X)ξ − g(Y,Z)η(X)∇̃W ξ + η(X)(∇̃W η)(Z)Y

−η(Z)(∇̃W η)(Y )X − η(Y )(∇̃W η)(Z)X + η(Z)(∇̃W η)(X)Y ]

+
dr(W )

6
{g(Y, Z)X − g(X,Z)Y } .(6.3)

Let us consider that the vector fields X, Y and Z are orthonormal to ξ and therefore
(6.3) converts into the form

(∇̃W C̃)(X,Y )Z =
dr(W )

2
{g(Y,Z)X − g(X,Z)Y }

+

(
r + 2

2

){
g(X,Z)(∇̃W η)(Y )− g(Y,Z)(∇̃W η)(X)

}
ξ

+
dr(W )

6
{g(Y, Z)X − g(X,Z)Y } .(6.4)

Using (3.4) in (6.4), we obtain

(∇̃W C̃)(X,Y )Z =
2dr(W )

3
{g(Y, Z)X − g(X,Z)Y }+

(
r + 2

2

)
[g(X,Z)(∇W η)(Y )

−g(X,Z)η(Y )η(W )− g(Y,Z)(∇W η)(X) + g(Y,W )g(X,Z)

−g(Y, Z)g(X,W ) + g(Y, Z)η(X)η(W )]ξ.(6.5)

Applying φ2 on both sides of (6.5) and using (2.1), we get

φ2
(

(∇̃W C̃)(X,Y )Z
)

=
2dr(W )

3
{g(Y,Z)X − g(X,Z)Y } .

This proved the statement of the Theorem 6.1.

From the Theorem 5.1 and the Theorem 6.1, we can state the following:

Corollary 6.1. A 3-dimensional Kenmotsu manifold with respect to the semi-
symmetric metric connection ∇̃ is locally φ-concircularly symmetric with respect
to the connection ∇̃ if and only if it is locally φ-symmetric with respect to ∇̃.

[’]
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7. Three dimensional Ricci semisymmetric Kenmotsu manifold with
respect to the semi-symmetric metric connection

The following section delas with the study of a 3-dimensional Ricci semisymmetric
Kenmotsu manifold with respect to the semi-symmetric metric connection with tha
aim to prove some geometrical results.

Theorem 7.1. A 3-dimensional Ricci semisymmetric Kenmotsu manifold with re-
spect to a semi-symmetric metric connection ∇̃ possesses a constant scalar curva-
ture.

Proof. Let us consider a 3-dimensional Kenmotsu manifold M equipped with a
semi-symmetric metric connection ∇̃ which satisfies R̃(X,Y ) · S̃ = 0, that is, M is
Ricci semisymmetric with respect to ∇̃ and then we have

(7.1) S̃(R̃(X,Y )Z,W ) + S̃(Z, R̃(X,Y )W ) = 0.

Replacing X by ξ in (7.1), we get

(7.2) S̃(R̃(ξ, Y )Z,W ) + S̃(Z, R̃(ξ, Y )W ) = 0.

From (5.1), it is obvious that

(7.3) R̃(ξ, Y )Z = −2 {g(Y, Z)ξ − η(Z)Y } .

By virtue of (3.10), (7.2) and (7.3), we obtain

(7.4) η(Z)S̃(Y,W ) + 4η(W )g(Y, Z) + η(W )S̃(Z, Y ) + 4η(Z)g(Y,W ) = 0.

Let {ei}, i = 1, 2, 3, is an orthonormal basis of the tangent space at each point
of the manifold M . Putting Y = Z = ei in (7.4) and taking summation over i,
1 ≤ i ≤ 3, we get

(r̃ + 12)η(W ) = 0.

Since η(W ) 6= 0, in general, therefore r̃ = −12 (constant). This proved the state-
ment of the Theorem 7.1.

In consequence of the Theorem 6.1 and Theorem 7.1, we state:

Corollary 7.1. If a 3-dimensional Kenmotsu manifold M with respect to a semi-
symmetric metric connection ∇̃ satisfies the condition R̃(X,Y ) · S̃ = 0, then M is
locally φ-symmetric as well as locally φ-concircularly symmetric with respect to ∇̃,
respectively.

8. η-parallel Ricci tensor with respect to the semi-symmetric metric
connection
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Definition 8.1. A Ricci tensor S̃ of a Kenmotsu manifold M equipped with a
semi-symmetric metric connection ∇̃ is called η-parallel with respect to ∇̃ if it S̃ is
non-zero and satisfies

(8.1) (∇̃X S̃)(φY, φZ) = 0

for all vector fields X, Y and Z on M .

The notion of η-parallel Ricci tensor on a Sasakian manifold was introduced
by M. Kon [24]. Since then, many authors studied the geometrical and physical
properties of this tensor.

Theorem 8.1. If a 3-dimensional Kenmotsu manifold M with respect to the semi-
symmetric metric connection ∇̃ possesses an η-parallel Ricci tensor, then the scalar
curvature of M is constant.

Proof. In view of (2.2), (2.9) and (3.8), we have

(8.2) S̃(φX, φY ) =

(
r̃ + 4

2

)
{g(X,Y )− η(X)η(Y )} .

Differentiating (8.2) covariantly with respect to the semi-symmetric metric connec-
tion ∇̃ along W , we get

(∇̃W S̃)(φX, φY ) =
dr̃(W )

2
{g(X,Y )− η(X)η(Y )}

−
(
r̃ + 4

2

){
(∇̃W η)(X)η(Y ) + (∇̃W η)(Y )η(X)

}
−S̃((∇̃Wφ)(X), φY )− S̃(φX, (∇̃Wφ)(Y )).(8.3)

In view of (2.1), (2.3), (2.5), (3.3), (3.4), (8.1) and (8.3), it can be easily found that

dr̃(W )

2
{g(X,Y )− η(X)η(Y )}+ 2η(X)S̃(φW,φY ) + 2η(Y )S̃(φW,φX)

−(r̃ + 4) {η(Y )g(X,W ) + η(X)g(Y,W )− 2η(X)η(Y )η(W )} = 0.(8.4)

In consequence of (8.2), (8.4) becomes

dr̃(W ) {g(X,Y )− η(X)η(Y )} = 0,

which gives
dr̃(W ) = 0⇐⇒ r̃ is constant.

Hence the statement of the Theorem 8.1 is proved.

In the light of the Theorem 6.1 and Theorem 8.1, we state the following corollary.

Corollary 8.1. If a 3-dimensional Kenmotsu manifold M equipped with a semi-
symmetric metric connection ∇̃ has η-parallel Ricci tensor, then the manifold is
locally φ-symmetric as well as locally φ-concircularly symmetric with respect to ∇̃,
respectively.
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9. Three dimensional locally φ-concircularly recurrent Kenmotsu
manifold with respect to the semi-symmetric metric connection

Definition 9.1. A Kenmotsu manifold M equipped with a semi-symmetric metric
connection ∇̃ is said to be φ-concircularly recurrent with respect to ∇̃ if there exists
a non-zero 1-form A on M such that

(9.1) φ2((∇̃W C̃)(X,Y )Z) = A(W )C̃(X,Y )Z

for arbitrary vector fields X, Y , Z and W , where C̃ is the concircular curvature
tensor with respect to the semi-symmetric metric connection ∇̃. If the 1-form A
vanishes identically on M , then the manifold M with ∇̃ is reduced to a locally
φ-concircularly symmetric manifold with respect to ∇̃.

Theorem 9.1. If a 3-dimensional locally φ-concircularly recurrent Kenmotsu man-
ifold admits a semi-symmetric metric connection ∇̃, then the curvature tensor with
respect to ∇̃ assumes the form (9.7).

Proof. From (3.9) and (5.5), we have

(9.2) φ2((∇̃W R̃)(X,Y )Z) = −dr̃(W )

2
{g(Y,Z)X − g(X,Z)Y } .

On the other hand, from (1.3), it is seen that (for n = 3)

(9.3) (∇̃W C̃)(X,Y )Z = (∇̃W R̃)(X,Y )Z − dr̃(W )

6
{g(Y, Z)X − g(X,Z)Y } .

Applying φ2 on both sides of (9.3), we get
(9.4)

φ2((∇̃W C̃)(X,Y )Z) = φ2((∇̃W R̃)(X,Y )Z)− dr̃(W )

6

{
g(Y, Z)φ2X − g(X,Z)φ2Y

}
.

In consequence of (2.1), (9.1) and (9.2), it is obvious that

A(W )C̃(X,Y )Z = −dr̃(W )

3
{g(Y, Z)X − g(X,Z)Y }

−dr̃(W )

6
{η(X)g(Y, Z)− η(Y )g(X,Z)} ξ.(9.5)

Replacing W with ξ in (9.5), we get

C̃(X,Y )Z = − dr̃(ξ)
3A(ξ)

{g(Y,Z)X − g(X,Z)Y }

− dr̃(ξ)
6A(ξ)

{η(X)g(Y,Z)− η(Y )g(X,Z)} ξ,(9.6)

provided A(ξ) 6= 0. In view of (1.2) and (9.6), we have

(9.7) R̃(X,Y )Z = a {g(Y,Z)X − g(X,Z)Y } − b {η(X)g(Y, Z)− η(Y )g(X,Z)} ξ,

where a =
{
r̃
6 −

dr̃(ξ)
3A(ξ)

}
, b = dr̃(ξ)

6A(ξ) and A is a non-zero 1-form.
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10. Example of a Kenmotsu manifold admitting a semi-symmetric
metric connection

In this section, we will construct a non-trivial example of a Kenmotsu manifold
admitting the semi-symmetric metric connection and after that we will validate our
results.

Example 10.1. Let

M = {(x, y, z) ∈ R3 : x, y, z( 6= 0) ∈ R},

be a three dimensional Riemannian manifold, where (x, y, z) denotes the standard coordi-
nates of a point in R3. Let us suppose that

e1 = z
∂

∂x
, e2 = z

∂

∂y
, e3 = −z ∂

∂z

be a set of linearly independent vector fields at each point of the manifold M and therefore
it forms a basis for the tangent space T (M). We also define the Riemannian metric g of
the manifold by g(ei, ej) = δij , where δij denotes the Kronecker delta and i, j = 1, 2, 3.
Let us consider a 1-form η defined by η(Z) = g(Z, e3) for any Z ∈ T (M) and a tensor field
φ of type (1, 1) defined by

φ(e1) = −e2, φ(e2) = e1, φ(e3) = 0.

By the linearity properties of φ and g, we can easily verify the following relations

φ2X = −X + η(X)e3, η(e3) = 1, g(φX, φY ) = g(X,Y )− η(X)η(Y )

for arbitrary vector fields X, Y ∈ T (M). This shows that for ξ = e3, the structure
(φ, ξ, η, g) defines an almost contact metric structure on M .

If ∇ represents the Levi-Civita connection with respect to the Riemannian metric g,
then with the help of above relations, we can easily calculate the non-vanishing components
of Lie bracket as:

[e1, e2] = 0, [e1, e3] = e1, [e2, e3] = e2.

We recall the Koszul’s formula

2g(∇XY,Z) = Xg(Y,Z) + Y g(X,Z)− Zg(X,Y )

−g(X, [Y,Z])− g(Y, [X,Z]) + g(Z, [X,Y ])

for all vector fields X,Y, Z ∈ T (M). It is obvious from Koszul’s formula that

∇e1e1 = −e3, ∇e1e2 = 0, ∇e1e3 = e1,

∇e2e1 = 0, ∇e2e2 = −e3, ∇e2e3 = e2,

∇e3e1 = 0, ∇e3e2 = 0, ∇e3e3 = 0.

From the above calculations, we can observe that ∇Xξ = X − η(X)ξ for ξ = e3. Thus
the manifold (M, g) is a Kenmotsu manifold of dimension 3 and the structure (φ, η, ξ, g)
denotes the Kenmotsu structure on the manifold M [16].
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In consequence of (3.3) and the above results, we can find that

∇̃e1e1 = −2e3, ∇̃e1e2 = 0, ∇̃e1e3 = 2e1,

∇̃e2e1 = 0, ∇̃e2e2 = −2e3, ∇̃e2e3 = 2e2,

∇̃e3e1 = 0, ∇̃e3e2 = 0, ∇̃e3e3 = 0

and also the components of torsion tensor T̃ are

T̃ (ei, ei) = ∇̃eiei − ∇̃eiei − [ei, ei] = 0, for i = 1, 2, 3

T̃ (e1, e2) = 0, T̃ (e1, e3) = e1, T̃ (e2, e3) = e2.

This shows that T̃ 6= 0 and, therefore, by the equation (3.1), we can say that the linear
connection defined in (3.3) is a semi-symmetric connection on (M, g). By straightforward
calculation, we can also find

(∇̃e1g)(e2, e3) = 0, (∇̃e2g)(e3, e1) = 0, (∇̃e3g)(e1, e2) = 0

and other components by symmetric properties. This demonstrates that the equation (3.2)
is satisfied and hence the linear connection defined by (3.3) is a semi-symmetric metric
connection on M . Thus, we can say that the manifold (M, g) is a 3-dimensional Kenmotsu
manifold equipped with a semi-symmetric metric connection defined by (3.3).

With the help of the above discussions, we can calculate the curvature and Ricci tensors
of M with respect to the semi-symmetric metric connection ∇̃ as

R̃(e1, e2)e3 = 0, R̃(e1, e3)e3 = −2e1, R̃(e3, e2)e2 = −2e3,

R̃(e3, e1)e1 = −2e3, R̃(e2, e1)e1 = −4e2, R̃(e2, e3)e3 = −2e2,

R̃(e1, e2)e2 = 0, S̃(e1, e1) = −6, S̃(e2, e2) = −2, S̃(e3, e3) = −4

and other components can be calculated by skew-symmetric properties. We can easily
observe that the equation (3.10) is verified.

Next, we have to prove that the manifold (M, g) is a Ricci semisymmetric with respect
to the connection ∇̃, i.e., R̃ · S̃ = 0. For instance,

(R̃(e3, e1) · S̃)(e1, e1) = 0, (R̃(e3, e2) · S̃)(e1, e1) = 0, (R̃(e3, e3) · S̃)(e1, e1) = 0.

In a similar way, we can verify other components. Also, we can prove that r̃ = −12
(constant) and hence the Theorem 7.1 is verified. Moreover, it can be easily seen that the
Theorem 5.1, Theorem 6.1 and the Theorem 8.1have been verified.

Acknowledgments. The authors express their thanks and gratitude to the
Editor and the anonymous referees for their suggestions.

REFERENCES

1. Z. Ahsan and M. A. Siddiqui: Concircular curvature tensor and fluid spacetimes.
Int J Theor Phys 48 (2009), 3202–3212.

2. K. Amur and S. S. Purjar: On submanifolds of a Riemannian manifold admitting a
semi-symmetric metric connection. Tensor N. S. 32 (1978), 35–38.



On Kenmotsu Manifolds with a Semi-Symmetric Metric Connection 117

3. A. Barman, U. C. De and P. Majhi: On Kenmotsu manifolds admitting a special
type of semi-symmetric non-metric φ-connection. Novi Sad J. Math. 48 (1) (2018),
47–60.

4. T. Q. Binh: On semi-symmetric connection. Periodica Math Hungerica 21 (1990),
101–107.

5. D. E. Blair: Riemannian geometry of contact and symplectic manifolds. Progress
in Mathematics 203 Birkhauser Boston Inc., Boston, 2002.

6. D. E. Blair, J. S. Kim, and M. M. Tripathi: On the concircular curvature tensor
of a contact metric manifold. J Korean Math Soc 42 (2005), 883–892.

7. S. K. Chaubey and R. H. Ojha: On the m-projective curvature tensor of a Kenmotsu
manifold. Differential Geometry-Dynamical Systems 12 (2010), 52–60.

8. S. K. Chaubey, S. Prakash and R. Nivas: Some properties of m-projective curvature
tensor in Kenmotsu manifolds. Bulletin of Math. Analysis and Applications 4 (3)
(2012), 48–56.

9. S. K. Chaubey and R. H. Ojha: On a semi-symmetric non-metric connection. Filo-
mat 26 (2) (2012), 63–69.

10. S. K. Chaubey and C. S. Prasad: On generalized φ-recurrent Kenmotsu manifolds.
TWMS J. App. Eng. Math. 5 (1) (2015), 1–9.

11. S. K. Chaubey and S. K. Yadav: Study of Kenmotsu manifolds with semi-symmetric
metric connection. Universal Journal of Mathematics and Applications 1 (2) (2018),
89–97.

12. S. K. Chaubey, J. W. Lee and S. K. Yadav: Riemannian manifolds
with a semi-symmetric metric P -connection. J. Korean Math. Soc. (2019)
https://doi.org/10.4134/JKMS.j180642.

13. U. C. De and J. Sengupta: On a type of semi-symmetric metric connection on an
almost contact metric manifold. Filomat 14 (2000), 33–42.

14. U. C. De and S. C. Biswas: On a type of semi symmetric metric connection on a
Riemannian manifold. Publications de l’Institut Mathématique 61 (1997), 90–96.

15. U. C. De and G. Pathak: On 3-dimensional Kenmotsu manifolds. Indian J Pure
and Appl Math 35 (2004), 159–165.

16. U. C. De: On φ-symmetric Kenmotsu manifolds. International Electronic Journal of
Geometry 1 (2008), 33–38.

17. A. Friedmann and J. A. Schouten: Uber die Geometry der halbsymmetrischen
Ubertragung. Math Zeitschr 21 (1924), 211–223.

18. H. A. Hayden Subspace of space with torsion. Proc London Math Soc 34 (1932),
27–50.

19. S. Ianus and D. Smaranda Some remarkable structures on the products of an almost
contact metric manifold with the real line. Paper from the National Colloquium on
Geometry and Topology, Univ Timisoara, 107-110, 1997.

20. T. Imai: Notes on semi-symmetric metric connections. Tensor N S 24 (1972), 293–296.

21. T. Imai: Hypersurfaces of a Riemannian manifold with semi-symmetric metric con-
nection. Tensor N S 23 (1972), 300–306.

22. J. B. Jun, U. C. De and G. Pathak: On Kenmotsu manifolds. J Korean Math Soc
42 (2005), 435–445.



118 S. Yadav, S. K. Chaubey and R. Prasad

23. K. Kenmotsu: A class of almost contact Riemannian manifolds. Tohoku Math J 24
(1972), 93–103.

24. M. Kon: Invariant submanifolds in Sasakian manifolds. Math Annalen 219 (1976),
277–290.

25. J. A. Oubina: New classes of almost contact metric structures. Publ Math Debreccen
32 (1985), 187–193.
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CONFORMAL AND PARACONTACTLY GEODESIC
TRANSFORMATIONS OF ALMOST PARACONTACT METRIC

STRUCTURES

Adara M. Blaga

Abstract. We give the expressions of the virtual and the structure tensor fields of an
almost paracontact metric structure. We also introduce the notion of paracontactly
geodesic transformation and prove that the structure tensor field is invariant under
conformal and paracontactly geodesic transformations. For the particular case of para-
Kenmotsu structure, we give a necessary and sufficient condition for a conformal trans-
formation to map it to an α-para-Kenmotsu structure and show that a para-Kenmotsu
manifold admits no nontrivial paracontactly geodesic transformation of the metric. In
the conformal case, the virtual tensor field is invariant.
Keywords: tensor field, paracontact metric structure, geodesic transformation.

1. Introduction

Let M be a (2n+ 1)-dimensional smooth manifold, ϕ a (1, 1)-tensor field called
the structure endomorphism, ξ a vector field called the characteristic vector field, η
a 1-form called the contact form and g a pseudo-Riemannian metric on M . In this
case, we say that (ϕ, ξ, η, g) defines an almost paracontact metric structure on M
[2] if

1. ϕ2X = X − η(X)ξ, for any X ∈ χ(M);

2. η(ξ) = 1;

3. g(ϕX,ϕY ) = −g(X,Y ) + η(X)η(Y ), for any X, Y ∈ χ(M)

and ϕ induces on the 2n-dimensional distribution ker η an almost paracomplex
structure P and the eigensubbundles corresponding to the eigenvalues 1 and −1 of
P , respectively, have equal dimension n.

From the definition, it follows that ϕξ = 0, η(ϕX) = 0, η(X) = g(X, ξ), g(ξ, ξ) =
1, g(ϕX, Y ) = −g(X,ϕY ), for any X, Y ∈ χ(M) and kerϕ2 = kerϕ.
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2. The virtual and the structure tensor fields

Consider Bϕ
∇(X,Y ) := 1

2ϕ((∇ϕXϕ)ϕY + ϕ((∇ϕ2Xϕ)ϕY )) the virtual and

Cϕ
∇(X,Y ) := 1

2ϕ((∇ϕXϕ)ϕY − ϕ((∇ϕ2Xϕ)ϕY )) the structure tensor fields of the

almost paracontact metric structure (ϕ, ξ, η, g) which is connected to the Nijenhuis
tensor field of ϕ used in studying the normality of the structure.

Proposition 2.1. The virtual and the structure tensor fields of the almost para-
contact metric structure (ϕ, ξ, η, g) have the following properties:

1. ϕ(Bϕ
∇(X,Y )) = Bϕ

∇(ϕX, Y ) = −Bϕ
∇(X,ϕY );

2. Bϕ
∇(ϕX,ϕY ) = −Bϕ

∇(X,Y );

3. g(Bϕ
∇(X,Y ), Z) + g(Y,Bϕ

∇(X,Z)) = 0;

4. ϕ(Cϕ
∇(X,Y )) = −Cϕ

∇(ϕX, Y ) = −Cϕ
∇(X,ϕY );

5. Cϕ
∇(ϕX,ϕY ) = Cϕ

∇(X,Y );

6. g(Cϕ
∇(X,Y ), Z) + g(Y,Cϕ

∇(X,Z)) = 0,

for any X, Y , Z ∈ χ(M).

Proof. Notice that

Bϕ
∇(X,Y ) :=

1

2
ϕ(∇ϕXϕ

2Y − ϕ(∇ϕXϕY ) + ϕ(∇ϕ2Xϕ
2Y − ϕ(∇ϕ2XϕY ))) =

=
1

2
[ϕ(∇ϕXϕ

2Y )− ϕ2(∇ϕXϕY ) + ϕ2(∇ϕ2Xϕ
2Y )− ϕ3(∇ϕ2XϕY )].

We have:

ϕ(Bϕ
∇(X,Y )) =

1

2
[ϕ2(∇ϕXϕ

2Y )− ϕ3(∇ϕXϕY ) + ϕ3(∇ϕ2Xϕ
2Y )− ϕ4(∇ϕ2XϕY )],

Bϕ
∇(ϕX, Y ) =

1

2
[ϕ(∇ϕ2Xϕ

2Y )− ϕ2(∇ϕ2XϕY ) + ϕ2(∇ϕ3Xϕ
2Y )− ϕ3(∇ϕ3XϕY )],

Bϕ
∇(X,ϕY ) =

1

2
[ϕ(∇ϕXϕ

3Y )− ϕ2(∇ϕXϕ
2Y ) + ϕ2(∇ϕ2Xϕ

3Y )− ϕ3(∇ϕ2Xϕ
2Y )],

Bϕ
∇(ϕX,ϕY ) =

1

2
[ϕ(∇ϕ2Xϕ

3Y )−ϕ2(∇ϕ2Xϕ
2Y )+ϕ2(∇ϕ3Xϕ

3Y )−ϕ3(∇ϕ3Xϕ
2Y )].

Because ϕ3 = ϕ and ϕ4 = ϕ2 it follows ϕ(Bϕ
∇(X,Y )) = Bϕ

∇(ϕX, Y ) = −Bϕ
∇(X,ϕY )

and Bϕ
∇(ϕX,ϕY ) = −Bϕ

∇(X,Y ).

Similarly we can show ϕ(Cϕ
∇(X,Y )) = −Cϕ

∇(ϕX, Y ) = −Cϕ
∇(X,ϕY ) and

Cϕ
∇(ϕX,ϕY ) = Cϕ

∇(X,Y ).
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Taking into account that g(ϕX, Y ) = −g(X,ϕY ) and g(ϕ2X,ϕ2Y ) = −g(ϕX,ϕY ),
for any X, Y ∈ χ(M), we get:

g(Bϕ
∇(X,Y ), Z) + g(Y,Bϕ

∇(X,Z)) =

=
1

2
[−g(∇ϕXϕ

2Y, ϕZ)− g(∇ϕXϕY, ϕ
2Z) + g(∇ϕ2Xϕ

2Y, ϕ2Z) + g(∇ϕ2XϕY, ϕZ)−

−g(∇ϕXϕ
2Z,ϕY )− g(∇ϕXϕZ,ϕ

2Y ) + g(∇ϕ2Xϕ
2Z,ϕ2Y ) + g(∇ϕ2XϕZ,ϕY )] =

=
1

2
[−ϕX(g(ϕ2Y, ϕZ))−ϕX(g(ϕY, ϕ2Z))+ϕ2X(g(ϕ2Y, ϕ2Z))+ϕ2X(g(ϕY, ϕZ))] = 0.

Similarly we can show g(Cϕ
∇(X,Y ), Z) + g(Y,Cϕ

∇(X,Z)) = 0.

Let m and l be the complementary projectors on the tangent bundle of M ,
defined by:

m := η ⊗ ξ, l := I − η ⊗ ξ
and denoted by M := Im(m) and L := Im(l) (obviously, l = ϕ2). Then TM =
M⊕L, and from the properties of the almost paracontact metric structure it follows
that M = kerϕ and L = ker η.

By Nϕ, we denoted the Nijenhuis tensor field of ϕ:

Nϕ(X,Y ) := ϕ2[X,Y ] + [ϕX,ϕY ]− ϕ[ϕX, Y ]− ϕ[X,ϕY ] =

= ϕ2(∇XY )− ϕ2(∇YX) +∇ϕXϕY −∇ϕY ϕX−
−ϕ(∇ϕXY ) + ϕ(∇Y ϕX)− ϕ(∇XϕY ) + ϕ(∇ϕYX).

Proposition 2.2. If (ϕ, ξ, η, g) is an almost paracontact metric structure on M ,
then ϕ2(Nϕ(ϕX,ϕY )) = 2(Cϕ

∇(Y,X)− Cϕ
∇(X,Y )), for any X, Y ∈ χ(M).

Proof. We have:

ϕ2(Nϕ(ϕX,ϕY )) = ϕ2(ϕ2(∇ϕXϕY )− ϕ2(∇ϕY ϕX) +∇ϕ2Xϕ
2Y −∇ϕ2Y ϕ

2X−

−ϕ(∇ϕ2XϕY ) + ϕ(∇ϕY ϕ
2X)− ϕ(∇ϕXϕ

2Y ) + ϕ(∇ϕ2Y ϕX)) =

= ϕ4(∇ϕXϕY )− ϕ4(∇ϕY ϕX) + ϕ2(∇ϕ2Xϕ
2Y )− ϕ2(∇ϕ2Y ϕ

2X)−
−ϕ3(∇ϕ2XϕY ) + ϕ3(∇ϕY ϕ

2X)− ϕ3(∇ϕXϕ
2Y ) + ϕ3(∇ϕ2Y ϕX).

Because ϕ3 = ϕ and ϕ4 = ϕ2 it follows

ϕ2(Nϕ(ϕX,ϕY )) = ϕ2(∇ϕXϕY )−ϕ2(∇ϕY ϕX)+ϕ2(∇ϕ2Xϕ
2Y )−ϕ2(∇ϕ2Y ϕ

2X)−

−ϕ(∇ϕ2XϕY ) + ϕ(∇ϕY ϕ
2X)− ϕ(∇ϕXϕ

2Y ) + ϕ(∇ϕ2Y ϕX) =

= −[ϕ(∇ϕXϕ
2Y )− ϕ2(∇ϕXϕY )− ϕ2(∇ϕ2Xϕ

2Y ) + ϕ(∇ϕ2XϕY )]+

+[ϕ(∇ϕY ϕ
2X)− ϕ2(∇ϕY ϕX)− ϕ2(∇ϕ2Y ϕ

2X) + ϕ(∇ϕ2Y ϕX)] =

= −2Cϕ
∇(X,Y ) + 2Cϕ

∇(Y,X).
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Corollary 2.1. Let (ϕ, ξ, η, g) be an almost paracontact metric structure on M .

1. If the Nijenhuis tensor field of ϕ vanishes identically, then the structure tensor
field is symmetric.

2. If the structure tensor field is symmetric, then Nϕ(ϕX,ϕY ) ∈M, for any X,
Y ∈ χ(M).

Proof. From Proposition 2.2 we have for any X, Y ∈ χ(M):

ϕ2(Nϕ(ϕX,ϕY )) = 2(Cϕ
∇(Y,X)− Cϕ

∇(X,Y )).

1. If Nϕ = 0 follows Cϕ
∇(Y,X)− Cϕ

∇(X,Y ) = 0, for any X, Y ∈ χ(M).

2. If Cϕ
∇(Y,X) = Cϕ

∇(X,Y ), for any X, Y ∈ χ(M) follows ϕ2(Nϕ(ϕX,ϕY )) = 0
i.e. Nϕ(ϕX,ϕY ) ∈ kerϕ2 = kerϕ = M.

3. Paracontactly geodesic transformations

We will introduce the notion of paracontactly geodesic transformation of an
almost paracontact metric structure and study the invariance of the virtual and
structure tensor fields under paracontactly geodesic transformations.

Recall that a diffeomorphism between two pseudo-Riemannian manifolds Φ :
(M, g) → (M̄, ḡ) is called geodesic map, if it takes each geodesic of (M, g) to a
geodesic of (M̄, ḡ). In this case, the pseudo-Riemannian metric g̃ := Φ∗ḡ on M is
called geodesic transformation of g. Note that the metrics g and g̃ have common
geodesics.

Let (ϕ, ξ, η, g) be an almost paracontact metric structure on the smooth manifold
M . Then:

Definition 3.1. A geodesic transformation g → g̃ of the pseudo-Riemannian met-
ric g on M is called paracontactly geodesic transformation if (ϕ, ξ, η, g̃) is also an
almost paracontact metric structure on M .

A simple example similar like in the almost contact case [3] is the following.

Example 3.1. Let Φ : (M,ϕ, ξ, η, g) → (M̄, ϕ̄, ξ̄, η̄, ḡ) be a geodesic map preserving the
almost paracontact structure, that is, ϕ̄ = Φ∗ ◦ϕ ◦ (Φ∗)

−1, ξ̄ = Φ∗(ξ), η̄ = (Φ∗)−1η. Then
g → g̃ := Φ∗ḡ is a paracontactly geodesic transformation of g on M .

Let (ϕ, ξ, η, g) be an almost paracontact metric structure on the smooth manifold
M and g → g̃ a paracontactly geodesic transformation of g.

It was proved [5] that the tensor T of the affine deformation from the Levi-Civita
connection ∇ of g to the Levi-Civita connection ∇̃ of g̃ has the form T (X,Y ) :=
∇̃XY − ∇XY = ψ(X)Y + ψ(Y )X, X, Y ∈ χ(M), for ψ an exact 1-form on M
called the 1-form of geodesic distortion. In this case, the Levi-Civita connections
associated to g and g̃ satisfy (∇̃Xϕ)Y = (∇Xϕ)Y + ψ(ϕY )X − ψ(Y )ϕX, for any
X, Y ∈ χ(M).
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Proposition 3.1. The virtual and the structure tensor fields of the transformed
structure have the following properties:

1. Bϕ

∇̃(X,Y ) = Bϕ
∇(X,Y ) + ψ(ϕ2Y )ϕ2X − ψ(ϕY )ϕX;

2. Cϕ

∇̃(X,Y ) = Cϕ
∇(X,Y ),

for any X, Y ∈ χ(M).

Proof.

Bϕ

∇̃(X,Y ) :=
1

2
ϕ((∇̃ϕXϕ)ϕY + ϕ((∇̃ϕ2Xϕ)ϕY )) =

=
1

2
ϕ((∇ϕXϕ)ϕY + ψ(ϕ2Y )ϕX − ψ(ϕY )ϕ2X+

+ϕ((∇ϕ2Xϕ)ϕY + ψ(ϕ2Y )ϕ2X − ψ(ϕY )ϕ3X)) :=

:= Bϕ
∇(X,Y ) +

1

2
[ψ(ϕ2Y )ϕ2X − ψ(ϕY )ϕ3X + ψ(ϕ2Y )ϕ4X − ψ(ϕY )ϕ5X].

Because ϕ3 = ϕ, ϕ4 = ϕ2 and ϕ5 = ϕ, we get the first relation. The second one
can be similarly obtained.

We can therefore state the theorem:

Theorem 3.1. The structure tensor field of an almost paracontact metric struc-
ture is invariant under paracontactly geodesic transformations.

Concerning the virtual tensor, we give necessary and sufficient conditions for it
to be invariant.

Theorem 3.2. The virtual tensor field of the almost paracontact metric structure
(ϕ, ξ, η, g) is invariant under paracontactly geodesic transformations g → g̃ (i.e.
Bϕ

∇̃ = Bϕ
∇) if and only if ψ(ϕ2Y )ϕX − ψ(ϕY )X ∈M, for any X, Y ∈ χ(M).

Proof. From Proposition 3.1, the condition Bϕ

∇̃ = Bϕ
∇ is equivalent to

0 = ψ(ϕ2Y )ϕ2X−ψ(ϕY )ϕX = ϕ[ψ(ϕ2Y )ϕX−ψ(ϕY )X], for anyX, Y ∈ χ(M).

4. Conformal transformations

By a conformal transformation of the almost paracontact metric structure
(ϕ, ξ, η, g) we understand the passage to the almost paracontact metric structure
(ϕ, ξ̃, η̃, g̃), where ξ̃ := efξ, η̃ := e−fη, g̃ := e−2fg, for f a smooth function on the
manifold M . In the part to follow, we shall study the invariance of the virtual and
the structure tensor fields under conformal transformations.

Because the Levi-Civita connection ∇̃ of g̃ and ∇ of g satisfy ∇̃XY = ∇XY −
[X(f)Y + Y (f)X − g(X,Y )gradg(f)] it follows (∇̃Xϕ)Y = (∇Xϕ)Y − df(ϕY )X +
df(Y )ϕX + g(X,ϕY )gradg(f)− g(X,Y )ϕ(gradg(f)), for any X, Y ∈ χ(M).
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Proposition 4.1. The virtual and the structure tensor fields of the transformed
structure have the following properties:

1. Bϕ

∇̃(X,Y ) = Bϕ
∇(X,Y )−df(ϕ2Y )ϕ2X+df(ϕY )ϕX−g(ϕX,ϕY )ϕ2(gradg(f))+

g(ϕX, Y )ϕ(gradg(f));

2. Cϕ

∇̃(X,Y ) = Cϕ
∇(X,Y ),

for any X, Y ∈ χ(M).

Proof.

Bϕ

∇̃(X,Y ) :=
1

2
ϕ((∇̃ϕXϕ)ϕY + ϕ((∇̃ϕ2Xϕ)ϕY )) =

=
1

2
ϕ((∇ϕXϕ)ϕY − df(ϕ2Y )ϕX + df(ϕY )ϕ2X + g(ϕX,ϕ2Y )gradg(f)−

−g(ϕX,ϕY )ϕ(gradg(f)) + ϕ((∇ϕ2Xϕ)ϕY − df(ϕ2Y )ϕ2X + df(ϕY )ϕ3X+

+g(ϕ2X,ϕ2Y )gradg(f)− g(ϕ2X,ϕY )ϕ(gradg(f)))) :=

:= Bϕ
∇(X,Y ) +

1

2
[−df(ϕ2Y )ϕ2X + df(ϕY )ϕ3X + g(ϕX,ϕ2Y )ϕ(gradg(f))−

−g(ϕX,ϕY )ϕ2(gradg(f))− df(ϕ2Y )ϕ4X + df(ϕY )ϕ5X+

+g(ϕ2X,ϕ2Y )ϕ2(gradg(f))− g(ϕ2X,ϕY )ϕ3(gradg(f))].

Because ϕ3 = ϕ, ϕ4 = ϕ2 and ϕ5 = ϕ, g(ϕX, Y ) = −g(X,ϕY ) and g(ϕ2X,ϕ2Y ) =
−g(ϕX,ϕY ), for any X, Y ∈ χ(M), we get the first relation. The second one can
be similarly obtained.

We can therefore state the theorem:

Theorem 4.1. The structure tensor field of an almost paracontact metric struc-
ture is invariant under conformal transformations.

Concerning the virtual tensor, we shall find a necessary and sufficient condition
for it to be also invariant. Note that in the particular case when g̃ = λg, for λ a
constant positive function, Bϕ

∇̃ = Bϕ
∇.

Theorem 4.2. The virtual tensor field of the almost paracontact metric structure
(ϕ, ξ, η, g) is invariant under conformal transformations g → g̃ := e−2fg (i.e. Bϕ

∇̃ =

Bϕ
∇) if and only if gradg(f) ∈M.

Proof. We follow the steps used in proving an analogue result for the almost contact
metric case [4]. Therefore, Bϕ

∇̃ = Bϕ
∇ if and only if for any X, Y ∈ χ(M)

df(ϕ2Y )ϕ2X − df(ϕY )ϕX = −g(ϕX,ϕY )ϕ2(gradg(f)) + g(ϕX, Y )ϕ(gradg(f)).
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Changing the role of X and Y in the previous relation, we obtain:

df(ϕ2X)ϕ2Y − df(ϕX)ϕY = −g(ϕY, ϕX)ϕ2(gradg(f)) + g(ϕY,X)ϕ(gradg(f)) =

= −g(ϕY, ϕX)ϕ2(gradg(f))− g(Y, ϕX)ϕ(gradg(f))

and adding the two relations we get:

df(ϕ2Y )ϕ2X−df(ϕY )ϕX+df(ϕ2X)ϕ2Y−df(ϕX)ϕY = −2g(ϕX,ϕY )ϕ2(gradg(f)).

Then for Y := X we obtain:

df(ϕ2X)ϕ2X − df(ϕX)ϕX = −g(ϕX,ϕX)ϕ2(gradg(f)).

If we assume that g(X,X) = 1 it follows that g(ϕX,ϕX) = −1 + [η(X)]2 and if
X ∈ L we get η(X) = 0 and ϕ2X = X. Therefore, for X ∈ L such that g(X,X) = 1
we obtain g(ϕX,ϕX) = −1 and ϕ2X = X. Then the equality becomes

df(X)X − df(ϕX)ϕX = ϕ2(gradg(f)),

which means that ϕ2(gradg(f)) is a linear combination of the vector fields X and
ϕX. Writing this for X := Y we get:

df(Y )Y − df(ϕY )ϕY = ϕ2(gradg(f))

and substracting the two relations

df(X)X − df(ϕX)ϕX − df(Y )Y + df(ϕY )ϕY = 0.

Since the four vector fields {X,ϕX, Y, ϕY } are linearly independent, we deduce
that df(X) = 0 equivalent to g(gradg(f), X) = 0, for X ∈ L, which means that
gradg(f) ∈ L⊥ = M.

Conversely, if gradg(f) ∈ M = kerϕ we get ϕ2(gradg(f)) = ϕ(gradg(f)) = 0.
Then

df(ϕ2Y )ϕ2X − df(ϕY )ϕX = g(gradg(f), ϕ2Y )ϕ2X − g(gradg(f), ϕY )ϕX =

= g(ϕ2(gradg(f)), Y )ϕ2X + g(ϕ(gradg(f)), Y )ϕX = 0

and so Bϕ

∇̃ = Bϕ
∇.

5. Applications

We shall consider the particular case of a para-Kenmotsu manifold. Let α be a
smooth real function on the smooth manifold M .

Definition 5.1. [6] We say that the almost paracontact metric structure (ϕ, ξ, η, g)
is α-para-Kenmotsu if the Levi-Civita connection ∇ of g satisfies
(∇Xϕ)Y = α[g(ϕX, Y )ξ − η(Y )ϕX], for any X, Y ∈ χ(M).
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For α ≡ 1, we call (ϕ, ξ, η, g) para-Kenmotsu structure.

Theorem 5.1. A conformal transformation with defining function f maps a para-
Kenmotsu structure to an ef -para-Kenmotsu structure if and only if f is locally
constant.

Proof. Let (ϕ, ξ, η, g) be a para-Kenmotsu structure on M and (ϕ, ξ̃, η̃, g̃) be a
conformal transform of (ϕ, ξ, η, g) with ξ̃ = efξ, η̃ = e−fη, g̃ = e−2fg.

We know that:

(∇̃Xϕ)Y = (∇Xϕ)Y−df(ϕY )X+df(Y )ϕX+g(X,ϕY )gradg(f)−g(X,Y )ϕ(gradg(f)),

for any X, Y ∈ χ(M).

If (ϕ, ξ, η, g) is para-Kenmotsu structure, we have:

(∇Xϕ)Y = g(ϕX, Y )ξ − η(Y )ϕX,

for any X, Y ∈ χ(M). It follows:

(∇̃Xϕ)Y = g(ϕX, Y )ξ − η(Y )ϕX − df(ϕY )X + df(Y )ϕX+

+g(X,ϕY )gradg(f)− g(X,Y )ϕ(gradg(f)),

for any X, Y ∈ χ(M). Replacing ξ = e−f ξ̃, η = ef η̃, g = e2f g̃, we obtain:

(∇̃Xϕ)Y = ef [g̃(ϕX, Y )ξ̃ − η̃(Y )ϕX]− df(ϕY )X + df(Y )ϕX+

+e2f [g̃(X,ϕY )gradg(f)− g̃(X,Y )ϕ(gradg(f))],

for any X, Y ∈ χ(M).

Then (ϕ, ξ̃, η̃, g̃) is ef -para-Kenmotsu structure, i.e.

(∇̃Xϕ)Y = ef [g̃(ϕX, Y )ξ̃ − η̃(Y )ϕX],

for any X, Y ∈ χ(M) if and only if

df(ϕY )X − df(Y )ϕX = e2f [g̃(X,ϕY )gradg(f)− g̃(X,Y )ϕ(gradg(f))],

for any X, Y ∈ χ(M). For X := ξ and Y := ξ, because ϕξ = 0, we get
ϕ(gradg(f)) = 0, i.e. gradg(f) ∈ kerϕ = M. Replacing this in the previous
relation, we have:

df(ϕY )X − df(Y )ϕX = e2f g̃(X,ϕY )gradg(f),

for any X, Y ∈ χ(M). For Y := ξ, because ϕξ = 0, we get df(ξ) = 0 which is
equivalent with g(gradg(f), ξ) = 0 and with gradg(f) ⊥ ξ, i.e. gradg(f) ∈ ker η =
L.

Therefore, gradg(f) ∈M ∩ L = {0}, which means that f is locally constant.
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Conversely, if f is locally constant, then df = 0, gradg(f) = 0 and

(∇̃Xϕ)Y = ef [g̃(ϕX, Y )ξ̃ − η̃(Y )ϕX]− df(ϕY )X + df(Y )ϕX+

+e2f [g̃(X,ϕY )gradg(f)− g̃(X,Y )ϕ(gradg(f))] =

= ef [g̃(ϕX, Y )ξ̃ − η̃(Y )ϕX],

for any X, Y ∈ χ(M), i.e. (ϕ, ξ̃, η̃, g̃) is ef -para-Kenmotsu structure.

Corollary 5.1. If a conformal transformation with defining function f maps a
para-Kenmotsu structure to an ef -para-Kenmotsu one, then the virtual tensor field
is invariant.

Proof. From Theorem 5.1 we have that f is locally constant and from Proposition
4.1 we obtain Bϕ

∇̃ = Bϕ
∇.

Theorem 5.2. A para-Kenmotsu manifold admits no nontrivial paracontactly geo-
desic transformation of the metric.

Proof. Let (ϕ, ξ, η, g) be a para-Kenmotsu structure on M and g 7→ g̃ be a para-
contactly geodesic transformation with ∇̃XY = ∇XY + ψ(X)Y + ψ(Y )X, for X,
Y ∈ χ(M).

We know that:

(∇̃Xϕ)Y = (∇Xϕ)Y + ψ(ϕY )X − ψ(Y )ϕX,

for any X, Y ∈ χ(M).

If (ϕ, ξ, η, g) is para-Kenmotsu structure, we have:

(∇Xϕ)Y = g(ϕX, Y )ξ − η(Y )ϕX,

for any X, Y ∈ χ(M). It follows:

(∇̃Xϕ)Y = g(ϕX, Y )ξ − η(Y )ϕX + ψ(ϕY )X − ψ(Y )ϕX,

for any X, Y ∈ χ(M).

If the transformed structure (ϕ, ξ, η, g̃) would be para-Kenmotsu, too, then:

(∇̃Xϕ)Y = g̃(ϕX, Y )ξ − η(Y )ϕX,

for any X, Y ∈ χ(M) and replacing this in the previous relation, we obtain:

[g̃(ϕX, Y )− g(ϕX, Y )]ξ = ψ(ϕY )X − ψ(Y )ϕX,

for any X, Y ∈ χ(M). For X := ξ, because ϕξ = 0, we get ψ(ϕY ) = 0, for any
Y ∈ χ(M). It follows:

[g̃(ϕX, Y )− g(ϕX, Y )]ξ = −ψ(Y )ϕX,

for any X, Y ∈ χ(M) and applying ϕ, we get:

ψ(Y )ϕX = 0,

for any X, Y ∈ χ(M), which implies ψ = 0 or ϕ = 0, that is impossible. Therefore,
the paracontactly geodesic transformation g 7→ g̃ can not map the para-Kenmotsu
structure (ϕ, ξ, η, g) to a para-Kenmotsu one.
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PROPERTIES OF T -SPREAD PRINCIPAL BOREL IDEALS
GENERATED IN DEGREE TWO *

Bahareh Lajmiri and Farhad Rahmati

Abstract. In this paper, we have studied the stability of t-spread principal Borel ideals
in degree two. We have proved that Ass∞(I) = Min(I)∪ {m} , where I = Bt(u) ⊂ S is
a t-spread Borel ideal generated in degree 2 with u = xixn, t + 1 ≤ i ≤ n − t. Indeed,
I has the property that Ass(Im) = Ass(I) for all m ≥ 1 and i ≤ t, in other words, I
is normally torsion free. Moreover, we have shown that I is a set theoretic complete
intersection if and only if u = xn−txn. Also, we have derived some results on the van-
ishing of Lyubeznik numbers of these ideals.
Keywords: Monomial ideals, t-spread principal Borel ideals, Arithmetical rank, Com-
plete intersection.

1. Introduction

Let S = K[x1, . . . , xn] be a polynomial ring and I ⊂ S a graded ideal. By a well-
known result of Brodmann [4], there exists an integer k ≥ 1 such that Ass(Im) =
Ass(Ik) for all m ≥ k. A prime ideal P ∈ Ass∞(I) =

⋃
m≥1 Ass(Im) is called

persistent with respect to I, and whenever P ∈ Ass(Ik) we have P ∈ Ass(Ik+1).
The ideal I has the persistence property if all the prime ideals P ∈ Ass∞(I) are
persistent, that is, if Ass(I) ⊆ Ass(I2) ⊆ · · · ⊆ Ass(Im) ⊆ · · · .

The persistence property for monomial ideals has been intensively studied in the
last years; see for example, [10] and the references therein. Recently, it has been
proved in [1] that t-spread principal Borel ideals have the persistence property. The
so-called t-spread ideals were introduced in [7].

Let t ≥ 1 be an integer. A monomial xi1 · · ·xid ∈ S with i1 ≤ · · · ≤ id is called
t-spread if ij−ij−1 ≥ t for 2 ≤ j ≤ d. We recall from [7] that a monomial ideal I ⊂ S
with the minimal system of monomial generators G(I) is called t-spread principal
Borel if there exists a monomial u ∈ G(I) such that I = Bt(u), where Bt(u) denotes
the smallest t-spread strongly stable ideal which contains u. A monomial ideal I is
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called t-spread strongly stable if it satisfies the following condition: for all u ∈ G(I)
and j ∈ supp(u), if i < j and xi(u/xj) is t-spread, then xi(u/xj) ∈ I.

In this paper, we will study several properties of t-spread principal Borel ideals
Bt(u) generated in small degree. Most part of the paper is devoted to the study of
Ass∞(Bt(u)). In the second part of the paper we will study the arithmetical rank
of Bt(u). In the last part, we will derive some results on the vanishing of Lyubeznik
numbers of Bt(u).

The main result of the first section shows that if I = Bt(u) ⊂ S is a t-spread
Borel ideal generated in degree 2 with u = xixn, t + 1 ≤ i ≤ n − t, then Ass(Im)
is already stabilized at m = 2 and Ass∞(I) = Min(I)∪ {m}, where Min(I) denotes
the set of minimal prime ideals of I and m is the maximal graded ideal of S. The
hypothesis i ≥ t+ 1 might look restrictive, but as we explain in Remark 2.4, this is
the only case when Ass∞(I) ) Min(I).

For the proof, one has to consider monomial localization of a monomial ideal.
Let P = PA = (xj : j 6∈ A) be a monomial prime ideal and I ⊂ S a monomial ideal.
Then the localization of I with respect to P is I(P ) ⊂ S(P ) = K[{xj : j 6∈ A}]
which is obtained from I by applying the K-algebra homomorphism S → S(P )
induced by xj 7→ 1 for j 6∈ A. Moreover, by [11, Lemma 2.3], we have P ∈ Ass(I) if
and only if depthS(P )/I(P ) = 0.

It was observed in [1] that all the powers of a t-spread principal Borel ideal have
linear quotients with respect to the decreasing lexicographic order. By monomial
localization of a t-spread principal Borel ideal generated in degree 2, we can get
monomial ideals which still have linear quotients though they are not generated
in a single degree. Therefore, we can compute the depth of their powers by using
the projective dimension formula given in [9, Chapter 8]. Namely, let I ⊂ S be
a monomial ideal with G(I) = {u1, . . . , um}. We say that I has linear quotients
with respect to the order u1, . . . , um of its minimal monomial generators if for every
j ≥ 1, the ideal quotient Lj = (u1, . . . , uj−1) : uj is generated by variables. If
rj is the number of variables which generate Lj for every j, then proj dimS/I =
max{r1, . . . , rm}+ 1, hence

(1.1) depthS/I = n− 1−max{r1, . . . , rm}.

We should note that the persistence property of every t-spread principal Borel
ideal Bt(u) generated in degree 2 may be derived by using [6, Theorem 2.15] since
Bt(u) can be viewed as the edge ideal of a graph.

Let I ⊂ S be a homogeneous ideal and
√
I the radical of I. Then the arithmetical

rank of I is defined as

ara(I) = min{r ≥ 1 : there exists f1, . . . , fr ∈ I such that
√
I =

√
(f1, . . . , fr)}.

It is known that for every squarefree monomial ideal I ⊂ S, we have

(1.2) ara(I) ≥ cd(I) = proj dim(S/I),
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where cd(I) denotes the cohomological dimension of I [14].

If height(I) = ara(I), the ideal I is called a set-theoretic complete intersection.
An ideal I is called cohomologically complete intersection if ht(I) = cd(I).

There are several classes of squarefree monomial ideals for which equality holds
in inequality (1.2); see, for example, [3, 5, 8, 12]. In [12] and [5] it was shown that
if I ⊂ S is a squarefree monomial ideal with a 2-linear resolution, then ara(I) =
proj dim(S/I). As a consequence of [7, Theorem 1.4], it follows that every t-spread
principal Borel ideal has a 2-linear resolution, thus if I = Bt(u) where u is a t-spread
monomial of degree 2, then we have ara(I) = proj dim(S/I). In Section 3. we give
a direct proof of this equality by using the Schmitt-Vogel Lemma (see [15]) which
might be interesting for the reader. In particular, we derive that I = Bt(u) is a set
theoretic complete intersection ideal if and only if u = xn−txn..

Finally, in Section 4., we derive some results on the vanishing of Lyubeznik
numbers of t-spread principal Borel ideals in degree two.

2. Stability for the associated primes

In this section, we aim at proving the following:

Theorem 2.1. Let I be a t-spread principal Borel ideal, where u = xixn, t+ 1 ≤
i ≤ n− t. Then

Ass(Im) = Min(I) ∪ {m}, for m ≥ 2.

In particular,

Ass∞(I) = Min(I) ∪ {m}.

In order to prove this theorem, we need some preparation.
Let u = xixn with i ≤ t and I = Bt(u). We set S(I) =

⋃
v∈G(I) supp(v). If i < t,

then S(I) ( [n]. Then, as it was observed in the proof of [1, Theorem 3.1], since I
satisfies the l- exchange property, it follows that Im has linear quotients with respect
to >lex for every m ≥ 1. This means that if G(Im) = {u1 >lex u2 >lex . . . uq >lex}
then for every j ≥ 1, the ideal quotient (u1, . . . , uj−1) : uj is generated by variables.

Lemma 2.2. In the above settings, for every j ≥ 1, xn, xi /∈ (u1, ..., uj−1) : uj .

Proof. Clearly xn /∈ (u1, ..., uj−1) : uj since we cannot write xnuj as a multiple of
ul with l ≤ j − 1.

As i ≤ t, the generators of I are the form of xilxjl with 1 ≤ il ≤ i ≤ t,
jl > t. Assume that there exists j ≥ 2 such that xiuj ∈ (u1, ..., uj−1). Let uj =
(xi1xj1) . . . (ximxjm) with 1 ≤ i1 ≤ i2 ≤ · · · ≤ im ≤ i ≤ t and t < j1, . . . , jm ≤ n.
Then uj = (xi1 . . . xim)(xj1 . . . xjm). If xiuj ∈ (u1, ..., uj−1), then there exists some
monomial ul ∈ G(Im) with l ≤ j−1 such that xiuj = ulxs, for some s > i. Let ul =
(xi′1 . . . xi′m)(xj′1 . . . xj′m) with 1 ≤ i′1 ≤ i′2 ≤ . . . ≤ i′m ≤ i ≤ t and t < j′1, . . . , j

′
m ≤ n.
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We have xi(xi1 . . . xim)(xj1 . . . xjm) = (x′i1 . . . x
′
im

)(x′j1 . . . x
′
jm

)xs with s > i . But
then,

i∑
j=1

degxj
(xiuj) = m+ 1 > m =

i∑
j=1

degxj
(ulxs)

which is contradiction.

In particular, by (1.1), the above lemma shows that

depth(K[{xj : j ∈ S(I)}]/Im) > 0, for every m ≥ 1.

First, we will identify the minimal prime ideals of I = Bt(u), where u = xixn
and t+ 1 ≤ i ≤ n− t. By applying [1, Theorem 1.1], it follows that

(2.1) Min(I) = {(x1, ..., xi)} ∪ {(x1, ..., xj1−1, xj1+t, ..., xn) : 1 ≤ j1 ≤ i}.

Let Q be a monomial prime ideal associated to Im for some m ≥ 2. Then
Q = QA = (xj : j /∈ A) for some set A ⊂ [n] and depthS(Q)/I(Q)m = 0, where
S(Q) = K[{xj : j /∈ A}] and I(Q) is the localization of the ideal I with respect to
Q, that is, I(Q) is obtained from I by mapping the variables xj → 1 for j ∈ A.
Therefore, in order to find all the associated monomial prime ideals of Im for m ≥ 2,
we need to consider the localization of I with respect to some variable.

Lemma 2.3. Let k be a positive integer and P{k} = (xj : j ∈ [n]\{k}). Let
I = Bt(u) with u = xixn, t+ 1 ≤ i ≤ n− t, and let k ∈ [n]. Then

(1) If k = 1, then I(P{k}) = (x1+t, . . . , xn).

(2) If 1 < k ≤ t, then

I(P{k}) = (xk+t, . . . , xn) + B̄t−1(xk−1xk+t−1)S(P{k})

where B̄t−1(xk−1xk+t−1) is the (t − 1)-spread principal Borel ideal generated
by xk−1xk+t−1 in the polynomial ring K[{x1, . . . , xk+t−1} \ {xk}].

(3) If t < k ≤ i, then

I(P{k}) = (x1, . . . , xk−t, xk+t, . . . , xn) + B̄t−1(xk−1xk+t−1)S(P{k})

where B̄t−1(xk−1xk+t−1) is the (t−1)-spread principal Borel ideal in the poly-
nomial ring K[{xk−1, . . . , xk+t−1} \ {xk}].

(4) If i < k < i+ t, then

I(P{k}) = (x1, . . . , xk−t) + B̄t−1(xixn)S(P{k})

where B̄t−1(xixn) is the (t− 1)-spread principal Borel ideal in the polynomial
ring K[{xk−t+1, . . . , xn} \ {xk}].
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(5) If k ≥ i+ t, then I(P{k}) = (x1, . . . , xi).

Proof. Assumptions and definition of monomial localization imply that I(P{k}) for
all cases, as desired.

Proof of Theorem 1.1 In order to prove the statement of the theorem, we have to
show that for m ≥ 2, Im there is no other associated prime ideal except the minimal
prime ideals of I and the maximal ideal. Notice that m ∈ Ass(Im) for every m ≥ 2
by [1, Theorem 3.1].

Let Q = QA = (xj : j /∈ A) be a monomial prime ideal which contains Im, Q 6=
m. Then, Q ∈ Ass(Im) if and only if depth S(Q)

I(Q)m = 0 where S(Q) = K[{xj : j /∈ A}]
and I(Q) is the localization of I with respect to Q. Thus, in order to prove the
desired statement, we have to show that ifQ /∈ Min(I), then depthS(Q)/I(Q)m > 0.

We will distinguish the following cases.

Case (i). Q = QA ⊃ (x1, . . . , xi). Let k = maxA. If k ≥ i + t, then I(Q) =
I(P{k}) = (x1, . . . , xi). Since Q 6= (x1, . . . , xi), there exists xl ∈ Q with l > i.
Thus, depthS(Q)/I(Q)m > 0 since xl is regular on S(Q)/I(Q)m. Thus Q is not an
associated prime of Im.

Now we assume that k = maxA < i + t. Obviously, we have k ≥ minA >
i. Then Q = QA ⊃ (x1, . . . , xi, xi+t, . . . , xn). Then by using Lemma 2.3, we get
I(Q) = (x1, . . . , xk−t) + B̄t−1(xixn)S(Q), where B̄t−1(xixn) is the (t − 1)-spread
principal Borel ideal in the polynomial ring K[{xk−t+1, . . . , xn} \ {xk}]. Then

I(Q)m =

m∑
l=0

(x1, . . . , xk−t)
m−l

(B̄t−1(xixn))
l
.

It is easily seen that I(Q)m has linear quotients with respect to decreasing pure
lexicographic order. Let G(I(Q)m) = {w1 >lex . . . >lex wq} be the minimal set of
generators of I(Q)m ordered with respect to the pure lexicographic order. Clearly,
the smallest monomials in G(I(Q)m) are the minimal generators of (Bt−1(xixn))m

ordered decreasingly with respect to the lexicographic order. By Lemma 2.2, since
i− (k− t+1) = (i−k)+(t−1) < t, no ideal quotient of G((Bt−1(xixn))m) contains
xi and xn. Therefore, by using formula (1.1) we get depthS(Q)/I(Q)m > 0. This
shows that Q = QA is not an associated prime of I(Q)m.

Case (ii). Q = QA ⊃ (x1, . . . , xj1−1, xj1+t, . . . , xn) for some j1 ≤ i. Then
A ⊂ [j1, j1 + t], thus k = maxA < i + t and l = minA ≥ j1. If l = 1, that
is, j1 = 1, then I(Q) = I(P{1}) = (x1+t, . . . , xn), by Lemma 2.3. In this case
depthS(Q)/I(Q)m > 0 since Q ⊃ (x1+t, . . . , xn), thus there exists xl ∈ S(Q) which
is regular on S(Q)/I(Q)m. Let now j1 ≥ 2. Then l ≥ 2. We consider the following
subcases:

(a) i < l ≤ k < i+ t;

(b) l ≤ i < k < i+ t;
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(c) l ≤ k ≤ i.

In subcase (a), we get I(Q) = I(P{k}) and we derive that depthS(Q)/I(Q)m > 0
as in case (i). For (b) and (c), we observe that I(Q) is of the form I(Q) =
(x1, . . . , xs−t, xs+t, . . . , xn, B̄t−1(xs−1xs+t−1)) for some s , where B̄t−1(xs−1xs+t−1) ⊂
K[{xs−1, . . . , xs+t−1}\{xs}]. Then, we order the minimal generators of (I(Q))m de-
creasingly with respect to the pure lexicographic order induced by

x1 > · · · > xs−t > xs+t > · · · > xn > xs−t+1 > xs−t+2 > · · · > xs+t−1.

By a similar argument to the one used in case (i), we get depthS(Q)/I(Q)m > 0
since B̄t−1(xs−1xs+t−1) is a (t−1)-spread principal Borel ideal of the form given in
Lemma 2.2. Therefore, no monomial as in Case (ii) is an associated prime of Im.

Remark 2.4. Of course, we may consider the behavior of Ass(Im) when I = Bt(u)
is a t-spread principal Borel ideal generated by u = xixn with i ≤ t. To begin with,
we consider i < t. In this case, S(I) =

⋃
v∈G(I) supp(v) = [n] \ {i + 1, i + 2, . . . , t}

and I = Bt(u) is in fact an i-spread ideal in the polynomial ring K[{xj : j 6∈
{i+ 1, i+ 2, . . . , t}}]. Therefore, we are reduced to considering a t-spread principal
Borel ideal I = Bt(u) where u = xtxn. Then we see that I is the edge ideal of a
bipartite graph on the vertex set {1, 2, . . . , t} ∪ {t + 1, t + 2, . . . , n}. Consequently,
by [16, Theorem 5.9], I has the property that Ass(Im) = Ass(I) for all m ≥ 1, in
other words, I is normally torsion free.

3. Arithmetical rank of principal Borel ideals generated in degree two

In this section, we will give a direct proof of Theorem 3.2 on the arithmetic rank
of a principal Borel ideals of degree 2. As we have mentioned in Introduction, we
can get this result by using [12, Corollary 5.3]. A useful tool in our proof is the
Schmitt-Vogel Lemma (see [15])

Lemma 3.1. Let I ⊂ S be a squarefree monomial and A1, . . . , Ar be some subsets
of the set of monomials of I. Suppose that the following conditions hold:

(SV1) |A1| = 1 and Ai is a finite set for any 2 ≤ i ≤ r;

(SV2) The union of all the sets Ai, i = 1, . . . , r, contains the set of the minimal
monomial generators of I.

(SV3) For any i ≥ 2 and for any two different monomials m1,m2 ∈ Ai there exists
j < i and a monomial m′ ∈ Aj such that m′|m1m2.

Let gi =
∑

mi∈Ai

mi for 1 ≤ i ≤ r. Then
√

(g1, ..., gr) = I. In particular, ara(I) ≤ r.
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Theorem 3.2. Let I be a t-spread principal Borel ideal, where u = xixn, i ≤ n−t.
Then

ara(I) = proj dimS(S/I) = n− t.

Proof. By [7, Theorem 2.3] we have proj dimS(S/I) = n−t. We show that ara(I) =
n−t by using the Schmitt-Vogel Lemma. We will display the minimal generators of I
in an upper triangular tableau as follows. In the first row, we will put the generators
divisible by x1 order decreasingly with respect to the lexicographic order. In the
same manner, in the second row, we will order the monomials divisible by x2. We
shall continue this way up to the row containing the monomial divisible by xi where
we shall put the generators xixn−t . . . xixn. Then our tableau looks as follows.

x1xt+1 x1xt+2 x1xt+3 . . . x1xi+t . . . x1xn−2 x1xn−1 x1xn
x2xt+2 x2xt+3 . . . x2xi+t . . . x2xn−2 x2xn−1 x2xn

. . .
...

...
...

...
xixt+i · · · xixn−2 xixn−1 xixn

Next we define the sets A1, A2, . . . , An−t in the following way. In the first set,
we will put the monomial from the right up corner of the tableau. In the second
set, we will put the two monomials from the right up parallel to the diagonal of
triangular tableau. In the third set, we will collect the three monomials from the
next parallel to the diagonal, and so on. Explicitly, the sets are the following ones.

A1 = {x1xn}
A2 = {x1xn−1, x2xn}
A3 = {x1xn−2, x2xn−1, x3xn}
...
Aj = {x1xn−j+1, x2xn−j+2, ..., xjxn}, for i ≥ j
...
Aj = {x1xn−j+1, x2xn−j+2, ..., xixn−j+i}, for i < j
...
An−t−1 = {x1xt+2, x2xt+3, ..., xixi+t+1}
An−t = {x1xt+1, x2xt+2, ..., xixi+t.}

One may easily check that the sets A1, . . . , An−t verify all conditions of the
Schmitt-Vogel Lemma. The first two conditions of Lemma 3.1 are clearly fulfilled.
We hall sgive an explanation for the third condition only. If we pick up two different
monomials in the set Aj for some j ≥ 2 , let us say m1 from the k-th row and m2

from the l-th row of the tableau with k < l, then we put the monomial which is the
intersection element of the k-th row and the column of m2 as m′ which divides the
product m1m2 and m′ ∈ Ar for some r < j. For instance, if m1 = xkxn−j+k,m2 =
xlxn−j+l ∈ Aj for some k < l then we choose m′ = xkxn−j+l ∈ Ak+j−l which
divides m1m2 = xkxlxn−j+kxn−j+l.
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We recall from [2] that the ideal I is called a set-theoretic complete intersection
if height(I) = ara(I) . An ideal I is called cohomologically complete intersection if
ht(I) = cd(I).

Proposition 3.3. Let I = Bt(u) be a t-spread principal Borel ideal generated in
degree 2. Then I is a set theoretic compete intersection if and only if u = xn−txn.

Proof. Let u = xixn. By Theorem 3.2, we have ara(I) = proj dim(S/I) = n− t. By
[1, Theorem 1.1], we know that height(I) = i. Thus height(I) = ara(I) if and only
if i = n− t.

Proposition 3.4. Let t ≥ 1 be an integer and In,d,t ⊂ S the t-spread Veronese
ideal generated in degree d. Then I is a cohomologically complete intersection ideal.
In particular, cd(In,d,t) = n− t(d− 1).

Proof. By [7, Theorem 2.3 ], I is Cohen-Macaulay and cd(R, In,d,t) = height(In,d,t) =
n− t(d− 1). So In,d,t is cohomologically intersection.

4. Lyubeznik numbers

Suppose that (R,m,K) is a local ring admitting a surjection from an n-dimensional
regular local ring (S, n,K) containing a field, and let I denote the kernel of the
surjection. Given i, j ∈ N, the Lyubeznik number of R with respect to i, j ∈ N, is
defined as

λi,j(R) = dimK ExtiS(K,Hn−j
I (S))

and is denoted λi,j(R). Put d = dimR, Lyubeznik numbers satisfy the following
properties:

(a) λi,j(R) = 0 for j > d or i > j.

(b) λd,d(R) 6= 0.

(c) If R is Cohen-Macaulay, then λd,d(R) = 1.

(d) Euler characteristic,

∑
0≤i,j≤d

(−1)
i−j

λi,j(R) = 1.

Therefore, we can record all nonzero Lyubeznik numbers in the so-called Lyubeznik
table:
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λ0,0 . . . λ0,d

0 . .
0 0 . .
0 0 0 . .
0 0 0 0 λd,d


where λi,j := λi,j(R) for every 0 ≤ i, j ≤ d, see for example [2].

Corollary 4.1. Lyubeznik table of In,d,t = J ⊂ S is

λi,j(S/J) = 0 for all 0 ≤ i, j < d and λd,d = 1,

where dim(S/J) = d.

Proof. [7, Theorem 2.3].

Lemma 4.2. Let S = k[x1, . . . , xn] be a polynomial ring over a field k,m which
denotes its homogeneous maximal ideal (x1, . . . , xn) and I = Bt(u) where u =
xn−txn. Then

λi,j(S/I) = 0 for all 0 ≤ i, j < d and λd,d = 1.

Proof. As I is cohomologically complete intersection,

dim(S/I) = fgrade(I, S).

So
depth(S/I) ≤ fgrade(I, S).

By [2, lemma 3.2] we conclude that

λi,j(S/I) = 0 for all 0 ≤ i, j < d and λd,d = 1.
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αβ−STATISTICAL CONVERGENCE ON TIME SCALES

Bayram Sozbir and Selma Altundag

Abstract. In this paper, we introduce the concepts of αβ−statistical convergence and
strong αβ−Cesàro summability of delta measurable functions on an arbitrary time scale.
Then some inclusion relations and results about these new concepts are presented. We
will also investigate the relationship between statistical convergence and αβ−statistical
convergence on a time scale.
Keywords: statistical convergence, time scale, delta measurable functions, Cesàro
summable.

1. Introduction

The idea of statistical convergence for sequences of real and complex numbers
was introduced by Fast [14] and Steinhaus [15] independently in the same year
(1951) as follows. LetK ⊆ N, the set of natural numbers andKn = {k 6 n : k ∈ K}.
Then the natural density of K is defined by δ (K) = limnn

−1 |Kn| if the limit ex-
ists, where |Kn| denotes the cardinality of Kn. A sequence x = (xk) is said to be
statistically convergent to L if for every ε > 0, the set Kε := {k ∈ N : |xk − L| > ε}
has natural density zero, i.e., for each ε > 0,

lim
n

1

n
|{k 6 n : |xk − L| > ε}| = 0.

In this case, we write st− limx = L. It is known that every convergent sequence is
statistically convergent, but not conversely. For example, suppose that the sequence
x = (xk) defined by xk =

√
k if k is square and xk = 0 otherwise. It is clear that

the sequence x = (xk) is statistically convergent to 0 but it is not convergent. Over
the years, generalizations and applications of this notion have been investigated by
various researchers [2, 8, 10, 11, 13, 16, 17, 18, 19, 20, 21, 24, 26, 29].

Aktuglu [13] introduced αβ−statistical convergence as follows. Let α (n) and
β (n) be two sequences of positive numbers satisfying the following conditions:
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P1 : α and β are both non− decreasing,
P2 : β (n) > α (n) ,
P3 : β (n)− α (n)→∞ as n→∞.

Let Λ denote the set of pairs (α, β) satisfying P1, P2 and P3.

For each pair (α, β) ∈ Λ, 0 < γ 6 1 and K ⊂ N, we define

δα,β (K, γ) = lim
n→∞

∣∣K ∩ Pα,βn

∣∣
(β (n)− α (n) + 1)

γ

where Pα,βn is the closed interval [α (n) , β (n)] and |S| represents the cardinality of
S.

Definition 1.1. [13] A sequence x = (xn) is said to be αβ−statistically convergent
of order γ to L, if for every ε > 0

δα,β ({k : |xk − L| > ε} , γ) = lim
n→∞

∣∣{k ∈ Pα,βn : |xk − L| > ε
}∣∣

(β (n)− α (n) + 1)
γ = 0,

which is denoted by stγαβ− limxn = L. For γ = 1, we say that x is αβ−statistically
convergent to L, and this is denoted by stαβ − limxn = L.

The purpose of our study is to introduce the concept of αβ−statistical conver-
gence on an arbitrary time scale.

A time scale T is an arbitrary non-empty closed subset of the real numbers R
with the subspace topology inherited from the standard topology of R. The theory
of time scales was introduced by Hilger in his Ph. D. thesis supervised by Auldbach
in 1988 (see [3, 27]), in order to unify continuous and discrete analysis. Since
this theory is applicable to any field in which dynamic processes can be described
with discrete or continuous models and is also effective in modeling some real life
problems, it has a tremendous potential for applications and has recently received
much attention, see [1, 12, 22, 23, 28]. In addition, statistical convergence is applied
to time scales by various researchers in literature. For instance, Seyyidoglu and
Tan [25] defined some new notions such as ∆−convergence and ∆−Cauchy, by
using ∆−density. Turan and Duman introduced the concepts of density, statistical
convergence and lacunary statistical convergence of delta measurable real-valued
functions defined on time scales in [5] and [6], respectively. Also, in [7], they obtained
a Tauberian condition for statistical convergence, and established a relationship
between statistical convergence and lacunary statistical convergence on time scales.
Altin, Koyunbakan and Yilmaz [30] gave the notions of m− and (λ,m)−uniform
density of a set and m− and (λ,m)−uniform statistical convergence on an arbitrary
time scales. Furthermore, λ−statistical convergence on time scales was defined by
Yilmaz, Altin and Koyunbakan [9]. Recently, Sozbir and Altundag [4] introduced
the concepts of weighted statistical convergence and

[
N̄ , p

]
T−summability of delta

measurable functions on time scales, and investigated their relations. We here recall
some concepts and notations about the theory of time scales.
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The forward jump operator σ : T→ T can be defined by

σ(t) = inf{s ∈ T : s > t}

for t ∈ T. And the graininess function µ : T → [0,∞) can be defined by µ(t) =
σ(t)− t. In this definition we put inf Ø = supT , where Ø is an empty set. A closed
interval in a time scale T is given by [a, b]T = {t ∈ T : a 6 t 6 b}. Open intervals or
half-open intervals are defined accordingly.

Let F1 denote the family of all left closed and right open intervals of T of the
form [a, b)T = {t ∈ T : a 6 t < b} with a, b ∈ T and a 6 b. The interval [a, a) is
understood as the empty set. F1 is a semiring of subsets of T. Let m1 : F1 → [0,∞)
be a set function on F1 such that m1 ([a, b)T) = b − a. Then, it is known that m1

is a countably additive measure on F1. Now, the Caratheodory extension of the set
function m1 associated with family F1 is said to be the Lebesgue ∆−measure on T
is denoted by µ∆. In this case, it is known that if a ∈ T\ {maxT}, then the single
point set {a} is ∆−measurable and µ∆ ({a}) = σ (a)−a. If a, b ∈ T and a 6 b, then
µ∆ ([a, b)T) = b − a and µ∆ ((a, b)T) = b − σ (a). If a, b ∈ T\ {maxT} and a 6 b,
then µ∆ ((a, b]T) = σ (b)− σ (a) and µ∆ ([a, b]T) = σ (b)− a (see [12]).

We should note that throughout the paper, we consider that T is a time scale
satisfying inf T = t0 > 0 and supT = ∞. Turan and Duman [5] introduced the
concepts of density, statistical convergence and strong p−Cesàro summability of
measurable real valued functions defined on time scales in the following way.

Definition 1.2. [5] Let Ω be a ∆−measurable subset of T. Then, for t ∈ T, we
define the set Ω (t) by

Ω (t) = {s ∈ [t0, t]T : s ∈ Ω} .

In this case, we define the density of Ω on T, denoted by δT (Ω), as follows:

δT (Ω) = lim
t→∞

µ∆ (Ω (t))

µ∆ ([t0, t]T)

provided that the above limit exists.

Definition 1.3. [5] Let f : T → R be a ∆−measurable function. We say that f
is statistically convergent on T to a number L, if for every ε > 0

δT ({t ∈ T : |f (t)− L| > ε}) = 0

holds, i.e., for every ε > 0,

lim
t→∞

µ∆ ({s ∈ [t0, t]T : |f (s)− L| > ε})
µ∆ ([t0, t]T)

= 0,

which is denoted by stT − lim
t→∞

f (t) = L.
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Definition 1.4. [5] Let f : T → R be a ∆−measurable function and 0 < p < ∞.
We say that f is strongly p−Cesàro summable on the time scale T to a number L,
if there exists some L ∈ R such that

lim
t→∞

1

µ∆ ([t0, t]T)

∫
[t0,t]T

|f (s)− L|p∆s = 0.

2. Main Results

In this section, we will begin by introducing the new concepts of αβ−statistical
convergence and strong αβ−Cesàro summability on an arbitrary time scale, which
are our main definitions, and we establish some relations about these notions. We
also examine the relationship between statistical convergence and αβ−statistical
convergence on a time scale.

Now let α, β : T→ R+ be two functions satisfying the following conditions:

T1 : α and β are both non− decreasing,
T2 : σ (β (t)) > α (t) > t0 for all t ∈ T,
T3 : σ (β (t))− α (t)→∞ as t→∞.

And let ΛT denote the set of pairs (α, β) satisfying T1, T2 and T3.

Definition 2.1. Let f : T → R be a ∆−measurable function and (α, β) ∈ ΛT.
Then, f is said to be αβ−statistically convergent to L ∈ R on a time scale T, if for
every ε > 0

lim
t→∞

µ∆ ({s ∈ [α (t) , β (t)]T : |f (s)− L| > ε})
µ∆ ([α (t) , β (t)]T)

= 0,

which is denoted by stT−αβ − lim f (t) = L.

This definition includes the following special cases:

i) If we take α (t) = t0 and β (t) = t for all t ∈ T, then αβ−statistical conver-
gence is reduced to statistical convergence on a time scale introduced in [5].

ii) Let λ = (λn) be a non-decreasing sequence of positive real numbers tending to
∞ such that λn+1 6 λn+1 and λ1 = 1. For T = N, if we choose α (t) = t−λt+t0 and
β (t) = t, then αβ−statistical convergence on a time scale is reduced to λ−statistical
convergence introduced in [24].

Remark 2.1. Let θ = (kr) be an increasing sequence of non-negative integers with
k0 = 0 and σ (kr)− σ (kr−1)→∞ as r →∞, which means that θ is a lacunary sequence
with respect to T. If we take T = N, α (t) = kt−1 + 1 and β (t) = kt, then αβ−statistical
convergence on T gives us the concept of lacunary statistical convergence introduced in
[19]. However, for an arbitrary time scale T, this is not clear, and we leave it as an open
problem.

Proposition 2.1. If f : T → R is αβ−statistically convergent, then its limit is
unique.
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Proposition 2.2. If f, g : T → R with stT−αβ − lim f (t) = L1 and stT−αβ −
lim g (t) = L2, then we have the following:

i) stT−αβ − lim (f (t) + g (t)) = L1 + L2,

ii) stT−αβ − lim (cf (t)) = cL1 for any c ∈ R.

Definition 2.2. Let f : T → R be a ∆−measurable function and (α, β) ∈ ΛT.
Then, one says f is said to be strongly αβ−Cesàro summable on a time scale T, if
there exists some L ∈ R such that

lim
t→∞

1

µ∆ ([α (t) , β (t)]T)

∫
[α(t),β(t)]T

|f (s)− L|∆s = 0.

Theorem 2.1. Let f : T → R be ∆−measurable function and L ∈ R. Then we
have the following:

i) If f is strongly αβ−Cesàro summable to L, then stT−αβ − lim f (t) = L, but
not conversely.

ii) If stT−αβ − lim f (t) = L and f is a bounded function, then f is strongly
αβ−Cesàro summable to L.

Proof. i) Let f is strongly αβ−Cesàro summable to L. Then, for every ε > 0, we
can write that∫

[α(t),β(t)]T

|f (s)− L|∆s >
∫

[α(t),β(t)]T:|f(s)−L|>ε
|f (s)− L|∆s

> εµ∆ ({s ∈ [α (t) , β (t)]T : |f (s)− L| > ε}) ,

which implies that stT−αβ − lim f (t) = L.

To prove the converse, define a function f in each intervals [α (t) , β (t)]T by

f (s) =



1, if s ∈ [α (t) , α (t) + 1)T,
2, if s ∈ [α (t) + 1, α (t) + 2)T,
...[∣∣√ut∣∣] , if s ∈

[
α (t) +

[∣∣√ut∣∣]− 1, α (t) +
[∣∣√ut∣∣])T,

0, otherwise,

where u (t) = σ (β (t))− α (t).

Then, for every ε > 0, we observe that

µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
µ∆([α(t),β(t)]T)

=
µ∆([α(t),α(t)+[|√ut|])T)

µ∆([α(t),β(t)]T)

=
[|√ut|]
ut
→ 0 (as t→∞).

Thus, stT−αβ − lim
t→∞

f (t) = 0.
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On the other hand,

1

µ∆([α(t),β(t)]T)

∫
[α(t),β(t)]T

|f (s)|∆s

= 1
σ(β(t))−α(t)

[|√ut|]∑
m=1

mµ∆ ([α (t) +m− 1, α (t) +m)T)

= 1
ut

[|√ut|]∑
m=1

m

=
1+2+...+[|√ut|]

ut

=
[|√ut|]([|

√
ut|]+1)/2

ut
→ 1

2 6= 0 (as t→∞).

Hence, we obtain that f is not strongly αβ−Cesàro summable to 0. This completes
the proof.

ii) Let f be bounded and stT−αβ − lim f (t) = L. Then, there exists a positive
number M such that |f (t)| 6M for all t ∈ T, and for a given ε > 0, we also have

lim
t→∞

µ∆ ({s ∈ [α (t) , β (t)]T : |f (s)− L| > ε})
µ∆ ([α (t) , β (t)]T)

= 0.

Then, we can easily see that

1

µ∆([α(t),β(t)]T)

∫
[α(t),β(t)]T

|f (s)− L|∆s

= 1

µ∆([α(t),β(t)]T)

∫
[α(t),β(t)]T:|f(s)−L|>ε

|f (s)− L|∆s

+ 1

µ∆([α(t),β(t)]T)

∫
[α(t),β(t)]T:|f(s)−L|<ε

|f (s)− L|∆s

6 M+|L|
µ∆([α(t),β(t)]T)

∫
[α(t),β(t)]T:|f(s)−L|>ε

∆s+ ε

µ∆([α(t),β(t)]T)

∫
[α(t),β(t)]T

∆s

= (M + |L|) µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
µ∆([α(t),β(t)]T)

+ ε.

Letting t → ∞ on the both sides of the last inequality, since ε > 0 is arbitrary, we
have

lim
t→∞

1

µ∆ ([α (t) , β (t)]T)

∫
[α(t),β(t)]T

|f (s)− L|∆s = 0.

So, the proof is completed.
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Theorem 2.2. If lim inf
t→∞

σ(β(t))
α(t) > 1, then stT − lim f (t) = L implies stT−αβ −

lim f (t) = L.

Proof. Suppose that lim inf
t→∞

σ(β(t))
α(t) > 1. Then, for sufficiently large t, there exists

δ > 0 such that σ(β(t))
α(t) > 1 + δ, and hence σ(β(t))−α(t)

σ(β(t)) > δ
1+δ . For a given ε > 0,

we have

µ∆({s∈[t0,β(t)]T:|f(s)−L|>ε})
µ∆([t0,β(t)]T)

>
µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})

σ(β(t))−t0

> σ(β(t))−α(t)
σ(β(t))

µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
σ(β(t))−α(t)

> δ
1+δ

µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
σ(β(t))−α(t) .

Letting t → ∞ on the both sides of the last inequality and also using the stT −
lim f (t) = L, we get

lim
t→∞

µ∆ ({s ∈ [α (t) , β (t)]T : |f (s)− L| > ε})
µ∆ ([α (t) , β (t)]T)

= 0.

This completes the proof of the theorem.

Theorem 2.3. If lim
t→∞

α(t)−t0
σ(β(t))−t0 = 0, then stT−αβ − lim f (t) = L implies stT −

lim f (t) = L.

Proof. Assume that stT−αβ − lim f (t) = L. Then, for every ε > 0, we may write

µ∆({s∈[t0,β(t)]T:|f(s)−L|>ε})
µ∆([t0,β(t)]T)

=
µ∆({s∈[t0,α(t))T:|f(s)−L|>ε})

µ∆([t0,β(t)]T)
+

µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
µ∆([t0,β(t)]T)

=
µ∆({s∈[t0,α(t))T:|f(s)−L|>ε})

σ(β(t))−t0 +
µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})

σ(β(t))−t0

6 α(t)−t0
σ(β(t))−t0 +

µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
σ(β(t))−α(t) .

.

Taking limit as t → ∞ on the both sides of last inequality and using the condition

of lim
t→∞

α(t)−t0
σ(β(t))−t0 = 0, we have

lim
t→∞

µ∆ ({s ∈ [t0, β (t)]T : |f (s)− L| > ε})
µ∆ ([t0, β (t)]T)

= 0,
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which completes the proof.

Now, let (α, β) ∈ ΛT and (α′, β′) ∈ ΛT. In the following theorem αβ−statistical
convergence and α′β′−statistical convergence are compared under the restriction

α (t) 6 α′ (t) < β′ (t) 6 β (t)

for all t ∈ T. Under these conditions above,we have the following theorem:

Theorem 2.4. If lim
t→∞

σ(β′(t))−α′(t)

σ(β(t))−α(t) > 0, then stT−αβ − lim f (t) = L implies

stT−α′β′ − lim f (t) = L.

Proof. Suppose that lim
t→∞

σ(β′(t))−α′(t)

σ(β(t))−α(t) > 0 and stT−αβ− lim f (t) = L. We have the

inclusion

{s ∈ [α′ (t) , β′ (t)]T : |f (s)− L| > ε} ⊆ {s ∈ [α (t) , β (t)]T : |f (s)− L| > ε}

for every ε > 0, and hence

µ∆ ({s ∈ [α′ (t) , β′ (t)]T : |f (s)− L| > ε})

6 µ∆ ({s ∈ [α (t) , β (t)]T : |f (s)− L| > ε}) .

So, we may write that

µ∆({s∈[α(t),β(t)]T:|f(s)−L|>ε})
µ∆([α(t),β(t)]T)

>
µ∆({s∈[α′(t),β′(t)]T:|f(s)−L|>ε})

µ∆([α(t),β(t)]T)

=
σ(β′(t))−α′(t)

σ(β(t))−α(t)

µ∆({s∈[α′(t),β′(t)]T:|f(s)−L|>ε})
σ(β′(t))−α′(t) .

Since stT−αβ − lim f (t) = L, taking limit as t → ∞ on the both sides of last
inequality, we get

lim
t→∞

µ∆ ({s ∈ [α′ (t) , β′ (t)]T : |f (s)− L| > ε})
σ (β′ (t))− α′ (t)

= 0,

which means stT−α′β′ − lim f (t) = L. Hence, the proof is completed.
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Birkhäuser, Boston, 2003.

24. M. Mursaleen: λ−statistical convergence. Math. Slovaca 50 (1) (2000), 111-115.

25. M. S. Seyyidoglu and N. O. Tan: A note on statistical convergence on time scale.
J. Inequal. Appl. 2012 (2012), Paper No. 219.

26. P. Das, E. Savas and S. K. Ghosal: On generalizations of certain summability
methods using ideals. Appl. Math. Lett. 24 (2011), 1509-1514.

27. S. Hilger: Analysis on measure chains-a unified approach to continuous and discrete
calculus. Results Math. 18 (1-2) (1990), 18-56.

28. T. Rzezuchowski: A note on measures on time scales. Demonstr. Math. 38 (1)
(2005), 79-84.
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Abstract. Let G be a connected graph. For an edge e = uv ∈ E(G), suppose n(u)
and n(v) are respectively, the number of vertices of G lying closer to vertex u than to
vertex v and the number of vertices of G lying closer to vertex v than to vertex u. The
Mostar index is a topological index which is defined as Mo(G) =

∑
e∈E(G) f(e), where

f(e) = |n(u) − n(v)|. In this paper, we will compute the Mostar index of a family of
fullerene graphs in terms of the automorphism group.
Keywords: Automorphism group, Mostar index, group action.

1. Introduction

For arbitrary vertices u and v of a graph G, the distance d(u, v) is defined as
the length of a shortest path connecting u and v. For the edge e = uv ∈ E(G),
suppose n(u) and n(v) are respectively, the number of vertices of G lying closer to
vertex u than to vertex v and the number of vertices of G lying closer to vertex v
than to vertex u. The Mostar index is defined as Mo(G) =

∑
e∈E(G) f(e), where

f(e) = |n(u)− n(v)|, see [10].

Let G be a group which acts on the non-empty set Ω. The left action G on
Ω induces a group homomorphism ϕ from G into the symmetric group SΩ, that
satisfies the following two axioms (where we denote ϕ(g, α) as αg): αe = α for all
α ∈ Ω (e denotes the identity element of group G) and α(gh) = (αg)h for all g, h ∈ G
and all α ∈ Ω. The orbit of an element α ∈ Ω is denoted by αG and it is defined
as the set of all αg’s, where g ∈ G. The size of Ω is called the degree of this action.
The stabilizer of an element α ∈ Ω is defined as Gα = {g ∈ G : αg = α}. Let
H = Gα, then for β ∈ Ω (α 6= β), Hβ is denoted by Gα,β . On the other hand, the
orbit-stabilizer theorem implies that |αG|.|Gα| = |G |, see [9].

A bijection σ on the vertex set of graph G is called an automorphism of G if it
preserves the edge set. In other words, if α is an automorphism of G, then e = uv
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is an edge if and only if σ(e) = σ(u)σ(v) is an edge of G. Let Aut(G) be the
set of all automorphisms of G. Then Aut(G) under the composition of mappings
forms a group. The graph G is called vertex-transitive if its automorphism group
has one orbit. This means that for two arbitrary vertices x, y ∈ V (G), there is an
autoorphism ϕ ∈ Aut(G) such that ϕ(x) = y. We can similarly define an edge-
transitive graph.

The aim of this paper is to compute the Mostar index of an infinite family of
fullerene graphs. To do this, we shall first compute the automorphism group of the
fullerene graph, and afterwards we shall compute all edge-orbits. Finally, we shall
determine the contribution of each edge in the formula of Mostar index.

2. Mostar index of fullerenes

If G is a vertex-transitive graph, for every edge e = uv ∈ E(G), we have
n(u) = n(v) and thus Mo(G) = 0. Here, by relyinh on this and knowing that the
action of a group on its orbits is transitive, we will compute the Mostar index of a
benzenoid graph by means of orthogonal cuts. Let F be an orthogonal cut. For the
arbitrary edge e ∈ E(G), all vertices in one shore of F are closer to the end-vertex
of e belonging to the same shore than to the other one. Hence, all edges of the
same orthogonal cut contribute equally to Mo(B). It is proved in [10] that if F ⊂
E (B) is an orthogonal cut of a benzenoid graph B of size p and if the shores of F
have n1 and n2 vertices, respectively, then the total contribution of edges from F
to Mo(B) is equal to p|n1 − n2|. Hence, we have the following theorem.

Theorem 2.1. Let B be a benzenoid graph on n vertices and let F1,. . . , Fq be all
its orthogonal cuts. Let pi denotes the size of Fi, and ni1 and ni2 be the number of
vertices in its shores. Then

Mo(B) =

q∑
i=1

pi|ni1 − ni2 |.

Došlić et al. in [10] proved that since the dodecahedron and the Buckminster
fullerene are the only two vertex-transitive fullerene graphs, we have Mo(C 20) =
Mo(C 60 : Ih) = 0. They also introduced the following open problem:

Problem [10]. Are there other fullerene graphs G such that Mo(G) = 0?

Here, we will compute the Mostar index of an infinite family of fullerenes. This is
the first attempt to give some new results about the above problem. We conjecture
that if F is a fullerene (except dodecahedron and the buckminsterfullerene) then
Mo(F ) 6= 0. Let F be a fullerene with Mo(F ) = 0. Then for all edges e = uv,
we have n(u) = n(v) and thus F is a distance balanced graph. In other words, we
conjectured that a fullerene is distance-balance if and only if F is vertex-transitive.
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Theorem 2.2. Let E1, · · · , Er be the orbits of graph G under the action of Aut(G)
on the set E(G). Then

(2.1) Mo(G) =
r∑
i=1

∑
ei∈Ei

|Ei| × |n(ui)− n(vi)|.

Proof. Let E 1, . . . , Er be the orbits of graph G under the action of Aut(G) on the
set of edges. For two edges e = uv and f = ab in the same edge-orbit of G, one
can prove that {n(u), n(v)}={n(a), n(b)}. This completes the proof.

Fullerenes are polyhedral molecules made entirely of carbon atoms. The most
symmetric fullerene is the famous buckminster fullerene, C60, whose discovery in
1985 marked the birth of fullerene chemistry [23]. In 1991, the buckminster fullerene
was declared ”The Molecule of the Year” by Science magazine, and since then, these
new graphs have been attracting attention of various research communities. Many
methods of graph theory have been applied to investigate the mathematical models
of fullerene molecules called fullerene graphs. M. Ghorbani and A. R. Ashrafi, in a
series of papers [1–8,12–17,21], introduced some infinite classes of fullerene graphs.
At first, they tried to classify fullerenes with respect to their automorphism group.
However, this problem is still open, although Fowler and his co-authors in [11]
showed that fullerenes are realizable within 28 point groups. Recently, Ghorbani et
al. have computed the automorphism group of some classes of polyhedral graphs,
see [18–20].

Fig. 2.1: C10n, n is even.

Example 2.1. Consider the fullerene graph C10n (n is even) as depicted in Figure 2.1.
The vertices of central pentagon are labeled by {11, 21, 31, 41, 51}. These vertices compose
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the first layer of fullerene graph C10n. The vertices of the second layer are the boundary
vertices of five pentagons adjacent to the central pentagon and so on. In [22], it is shown
that the following elements are in the automorphism group of fullerene graph C10n. Let
α be a symmetry element that fixes the vertices 11, 102, 103, · · · , 10n, 52, 53, · · · , 5n and
3n+1 and σ = (11, 1n+1, 21, 2n+1, 31, 3n+1, 41, 4n+1, 51, 5n+1)(12, 2n, 32, 4n, 52, 6n, 72,
8n, 92, 10n)(22, 3n, 42, 5n, 62, 7n, 82, 9n, 102, 1n) (13, 2n−1, 33, 4n−1, 53, 6n−1, 73, 8n−1,
93, 10n−1) (23, 3n−1, 43, 5n−1, 63, 7n−1, 83, 9n−1, 103, 1n−1) · · · (1n/2, 2(n+4)/2, 3n/2,
4(n+4)/2, 5n/2, 6(n+4)/2, 7n/2, 8(n+4)/2, 9n/2, 10(n+4)/2) (2n/2, 3(n+4)/2, 4n/2, 5(n+4)/2, 6n/2,
7(n+4)/2, 8n/2, 9(n+4)/2, 10n/2, 1(n+4)/2) (1(n+2)/2, 2(n+2)/2, 3(n+2)/2, 4(n+2)/2, 5(n+2)/2,
6(n+2)/2, 7(n+2)/2, 8(n+2)/2, 9(n+2)/2, 10(n+2)/2).

It is clear that α2 = σ10 = 1, ασα = σ−1 and G = 〈α, σ〉 6 A = Aut(C10n). On the
other hand, every symmetry element which fixes 11, must also fix 102, 103, · · · , 10n, 52, 53,
· · · , 5n and 3n+1. The identity element and the symmetry element α do this, too. Hence,
the orbit-stabilizer property ensures that |A| = | 11 A|.|A11 | and thus |A| = 10 × 2 = 20
which implies that A ∼= D20. All orbits of the automorphism group C10n are given in Table
1.

Example 2.2. Consider the fullerene graph C10n (n is odd) as depicted in Figure 2.2.
Assume that α is a symmetry element which fixes the points 11, 102, 103, · · · , 10n, 1n+1,
52, 53, · · · , 5n−1 and 5n and σ is a symmetry element by the following permutation
presentation:
σ = (11, 4n+1, 21, 5n+1, 31, 1n+1, 41, 2n+1, 51, 3n+1) (12, 7n, 32, 9n, 52, 1n, 72, 3n, 92, 5n)
(22, 8n, 42, 10n, 62, 2n, 82, 4n, 102, 6n) (13, 7n−1, 33, 9n−1, 53, 1n−1, 73, 3n−1, 93, 5n−1) (23,
8n−1, 43, 10n−1, 63, 2n−1, 83, 4n−1, 103, 6n−1) · · · (1(n+1)/2, 7(n+3)/2, 3(n+1)/2, 9(n+3)/2,
5(n+1)/2, 1(n+3)/2, 7(n+1)/2, 3(n+3)/2, 9(n+1)/2, 5(n+3)/2) (2(n+1)/2, 8(n+3)/2, 4(n+1)/2,
10(n+3)/2, 6(n+1)/2, 2(n+3)/2, 8(n+1)/2, 4(n+3)/2, 10(n+1)/2, 6(n+3)/2).

Similar to the last case, one can see G = 〈α, σ〉 = Aut(C10n) is isomorphic with the
dihedral group D20. The orbits of the automorphism group are given in Table 4.

In the following part, we will count all orbits of fullerene C10n. To do this, let
fix(g) be the set of elements of X fixed by g. By applying Burnside’s Lemma, if
group G acts on the set X, then for g ∈ G, the number of orbits is

(2.2) #O =
1

|G|
∑
g∈G
|fix(g)|.

For every edge e = uv and each automorphism α ∈ Aut(G), define ᾱ(e) =
{α(u), α(v)}. Thus, Aut(G) acts on the set of edges by the above rule and the
Burnside’s Lemma for the set of edges can be rewritten as follows:

(2.3) #Ō =
1

|Ḡ|
∑
ḡ∈Ḡ

|fix(ḡ)|.

Again, consider the fullerene graph C10n, where n is even, as depicted in Figure
2.1. In this part, we will find the permutation presentation of elements of Aut(C10n).
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Fig. 2.2: C10n, n is odd.

It is not difficult to see that there are five symmetry elements of order two in
Aut(C10n) denoted by αi, 1 ≤ i ≤ 5. One can easily check that

fix(α1) = {11, 102, 103, · · · , 10n, 52, 53, · · · , 5n, 3n+1},
fix(α2) = {21, 22, 23, · · · , 2n, 72, 73, · · · , 7n, 4n+1},
fix(α3) = {31, 42, 43, · · · , 4n, 92, 93, · · · , 9n, 5n+1},
fix(α4) = {41, 62, 63, · · · , 6n, 12, 13, · · · , 1n, 1n+1},
fix(α5) = {51, 82, 83, · · · , 8n, 32, 33, · · · , 3n, 2n+1}.

This means that |fix(αi)| = 2n, (1 6 i 6 5). Suppose β1 is an involution that
maps 11 to 2n+1, 21 to 1n+1, 31 to 5n+1, 41 to 4n+1, 51 to 3n+1, 12 to 2n, 22 to 1n,
32 to 10n, 42 to 9n, 52 to 8n, 62 to 7n, 72 to 6n, 82 to 5n, 92 to 5n, 102 to 3n and
so on. It is clear that fix β1 = φ. If we continue with this method, all permutation
presentations of βi’s are as follows:
β 1 = (11, 2n+1)(21, 1n+1)(31, 5n+1)(41, 4n+1)(51, 3n+1)(12, 2n)(22, 1n)(32, 10n)(42,
9n)(52, 8n)(62, 7n)(72, 6n)(82, 5n)(92, 4n)(102, 3n)(13, 2n−1)(23, 1n−1)(33, 10n−1)
(43, 9n−1)(53, 8n−1)(63, 7n−1)(73, 6n−1)(83, 5n−1)(93, 4n−1)(103, 3n−1) · · · (1n/2,
2(n+4)/2)(2n/2, 1(n+4)/2)(3n/2, 10(n+4)/2)(4n/2, 9(n+4)/2)(5n/2, 8(n+4)/2)(6n/2,
7(n+4)/2)(7n/2, 6(n+4)/2)(8n/2, 5(n+4)/2)(9n/2, 4(n+4)/2)(10n/2, 3(n+4)/2)(1(n+2)/2,
2(n+2)/2)(3(n+2)/2, 10(n+2)/2)(4(n+2)/2, 9(n+2)/2)(5(n+2)/2, 8(n+2)/2)(6(n+2)/2,
7(n+2)/2),

β 2 = (11, 3n+1)(21, 2n+1)(31, 1n+1)(41, 5n+1)(51, 4n+1)(12, 4n)(22, 3n)(32, 2n)(42

, 1n)(52, 10n)(62, 9n)(72, 8n)(82, 7n)(92, 6n)(102, 5n)(13, 4n−1)(23, 3n−1)(33, 2n−1)
(43, 1n−1)(53, 10n−1)(63, 9n−1)(73, 8n−1)(83, 7n−1)(93, 6n−1)(103, 5n−1) · · · (1n/2,
4(n+4)/2)(2n/2, 3(n+4)/2)(3n/2, 2(n+4)/2)(4n/2, 1(n+4)/2)(5n/2, 10(n+4)/2)(6n/2,
9(n+4)/2)(7n/2, 8(n+4)/2)(8n/2, 7(n+4)/2)(9n/2, 6(n+4)/2)(10n/2, 5(n+4)/2)(1(n+2)/2,
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4(n+2)/2)(2(n+2)/2, 3(n+2)/2)(5(n+2)/2, 10(n+2)/2)(6(n+2)/2, 9(n+2)/2)(7(n+2)/2,
8(n+2)/2),

β 3 = (11, 4n+1)(21, 3n+1)(31, 2n+1)(41, 1n+1)(51, 5n+1)(12, 6n)(22, 5n)(32, 4n)(42,
3n)(52, 2n)(62, 1n)(72, 10n)(82, 9n)(92, 8n)(102, 7n)(13, 6n−1)(23, 5n−1)(33, 4n−1)
(43, 3n−1)(53, 2n−1)(63, 1n−1)(73, 10n−1)(83, 9n−1)(93, 8n−1)(103, 7n−1) · · · (1n/2,
6(n+4)/2)(2n/2, 5(n+4)/2)(3n/2, 4(n+4)/2)(4n/2, 3(n+4)/2)(5n/2, 2(n+4)/2)(6n/2,
1(n+4)/2)(7n/2, 10(n+4)/2)(8n/2, 9(n+4)/2)(9n/2, 8(n+4)/2)(10n/2, 7(n+4)/2)(1(n+2)/2,
6(n+2)/2)(2(n+2)/2, 5(n+2)/2)(3(n+2)/2, 4(n+2)/2)(7(n+2)/2, 10(n+2)/2)(8(n+2)/2,
9(n+2)/2),

β 4 = (11, 5n+1)(21, 4n+1)(31, 3n+1)(41, 2n+1)(51, 1n+1)(12, 8n)(22, 7n)(32, 6n)(42,
5n)(52, 4n)(62, 3n)(72, 2n)(82, 1n)(92, 10n)(102, 9n)(13, 8n−1)(23, 7n−1)(33, 6n−1)
(43, 5n−1)(53, 4n−1)(63, 3n−1)(73, 2n−1)(83, 1n−1)(93, 10n−1)(103, 9n−1) · · · (1n/2,
8(n+4)/2)(2n/2, 7(n+4)/2)(3n/2, 6(n+4)/2)(4n/2, 5(n+4)/2)(5n/2, 4(n+4)/2)(6n/2,
3(n+4)/2)(7n/2, 2(n+4)/2)(8n/2, 1(n+4)/2)(9n/2, 10(n+4)/2)(10n/2, 9(n+4)/2)(1(n+2)/2,
8(n+2)/2)(2(n+2)/2, 7(n+2)/2)(3(n+2)/2, 6(n+2)/2)(4(n+2)/2, 5(n+2)/2)(9(n+2)/2,
10(n+2)/2),

β 5 = (11, 1n+1)(21, 5n+1)(31, 4n+1)(41, 3n+1)(51, 2n+1)(12, 10n)(22, 9n)(32, 8n)(42,
7n)(52, 6n)(62, 5n)(72, 4n)(82, 3n)(92, 2n)(102, 1n)(13, 10n−1)(23, 9n−1)(33, 8n−1)
(43, 7n−1)(53, 6n−1)(63, 5n−1)(73, 4n−1)(83, 3n−1)(93, 2n−1)(103, 1n−1 · · · (1n/2,
10(n+4)/2(2n/2, 9(n+4)/2)(3n/2, 8(n+4)/2)(4n/2, 7(n+4)/2)(5n/2, 6(n+4)/2)(6n/2,
5(n+4)/2)(7n/2, 4(n+4)/2)(8n/2, 3(n+4)/2)(9n/2, 2(n+4)/2)(10n/2, 1(n+4)/2)(1(n+2)/2,
10(n+2)/2)(2(n+2)/2, 9(n+2)/2)(3(n+2)/2, 8(n+2)/2)(4(n+2)/2, 7(n+2)/2)(5(n+2)/2,
6(n+2)/2),

β 6 = (11, 3n+1)(21, 4n+1)(31, 5n+1)(41, 1n+1)(51, 2n+1)(12, 6n)(22, 7n)(32, 8n)(42,
9n)(52, 10n)(62, 1n)(72, 2n)(82, 3n)(92, 4n)(102, 5n)(13, 6n−1)(23, 7n−1)(33, 8n−1)
(43, 9n−1)(53, 10n−1)(63, 1n−1)(73, 2n−1)(83, 3n−1)(93, 4n−1)(103, 5n−1 · · · (1n/2,
6(n+4)/2)(2n/2, 7(n+4)/2)(3n/2, 8(n+4)/2)(4n/2, 9(n+4)/2)(5n/2, 10(n+4)/2)(6n/2,
1(n+4)/2)(7n/2, 2(n+4)/2)(8n/2, 3(n+4)/2)(9n/2, 4(n+4)/2)(10n/2, 5(n+4)/2)(1(n+2)/2,
6(n+2)/2)(2(n+2)/2, 7(n+2)/2)(3(n+2)/2, 8(n+2)/2)(4(n+2)/2, 9(n+2)/2)(5(n+2)/2,
10(n+2)/2).

This yields that Aut(C10n) includes four rotational elements γi (1 ≤ i ≤ 4)
and four permutations σi (1 ≤ i ≤ 4) of order 10 with the following permutation
presentation:
γ 1 = (11, 21, 31, 41, 51)(12, 32, 52, 72, 92)(22, 42, 62, 82, 102)(13, 33, 53, 73, 93)(23, 43,
63, 83, 103) · · · (1n−1, 3n−1, 5n−1, 7n−1, 9n−1)(2n−1, 4n−1, 6n−1, 8n−1, 10n−1)(1n, 3n,
5n, 7n, 9n)(2n, 4n, 6n, 8n, 10n)(1n+1, 2n+1, 3n+1, 4n+1, 5n+1),

γ 2 = (11, 31, 51, 21, 41)(12, 52, 92, 32, 72)(22, 62, 102, 42, 82)(13, 53, 93, 33, 73)(23, 63,
103, 43, 83) · · · (1n−1, 5n−1, 9n−1, 3n−1, 7n−1)(2n−1, 6n−1, 10n−1, 4n−1, 8n−1)(1n, 5n,
9n, 3n, 7n)(2n, 6n, 10n, 4n, 8n)(1n+1, 3n+1, 5n+1, 2n+1, 4n+1),

γ 3 = (11, 51, 41, 31, 21)(12, 92, 72, 52, 32)(22, 102, 82, 62, 42)(13, 93, 73, 53, 33)(23, 103,
83, 63, 43) · · · (1n−1, 9n−1, 7n−1, 5n−1, 3n−1)(2n−1, 10n−1, 8n−1, 6n−1, 4n−1)(1n, 9n,
7n, 5n, 3n)(2n, 10n, 8n, 6n, 4n)(1n+1, 5n+1, 4n+1, 3n+1, 2n+1),
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γ 4 = (11, 41, 21, 51, 31)(12, 72, 32, 92, 52)(22, 82, 42, 102, 62)(13, 73, 33, 93, 53)(23, 83,
43, 103, 63) · · · (1n−1, 7n−1, 3n−1, 9n−1, 5n−1)(2n−1, 8n−1, 4n−1, 10n−1, 6n−1)(1n, 7n,
3n, 9n, 5n)(2n, 8n, 4n, 10n, 6n)(1n+1, 4n+1, 2n+1, 5n+1, 3n+1).

σ 1 = (11, 5n+1, 51, 4n+1, 41, 3n+1, 31, 2n+1, 21, 1n+1)(12, 10n, 92, 8n, 72, 6n, 52, 4n, 32,
2n)(22, 1n, 102, 9n, 82, 7n, 62, 5n, 42, 3n)(13, 10n−1, 93, 8n−1, 73, 6n−1, 53, 4n−1, 33,
2n−1)(23, 1n−1, 103, 9n−1, 83, 7n−1, 63, 5n−1, 43, 3n−1) · · · (1n/2, 10(n+4)/2, 9n/2,
8(n+4)/2, 7n/2, 6(n+4)/2, 5n/2, 4(n+4)/2, 3n/2, 2(n+4)/2)(2n/2, 1(n+4)/2, 10n/2, 9(n+4)/2,
8n/2, 7(n+4)/2, 6n/2, 5(n+4)/2, 4n/2, 3(n+4)/2)(1(n+2)/2, 10(n+2)/2, 9(n+2)/2, 8(n+2)/2,
7(n+2)/2, 6(n+2)/2, 5(n+2)/2, 4(n+2)/2, 3(n+2)/2, 2(n+2)/2),

σ 2 = (11, 1n+1, 21, 2n+1, 31, 3n+1, 41, 4n+1, 51, 5n+1)(12, 2n, 32, 4n, 52, 6n, 72, 8n, 92,
10n)(22, 3n, 42, 5n, 62, 7n, 82, 9n, 102, 1n)(13, 2n−1, 33, 4n−1, 53, 6n−1, 73, 8n−1, 93,
10n−1)(23, 3n−1, 43, 5n−1, 63, 7n−1, 83, 9n−1, 103, 1n−1 · · · (1n/2, 2(n+4)/2, 3n/2,
4(n+4)/2, 5n/2, 6(n+4)/2, 7n/2, 8(n+4)/2, 9n/2, 10(n+4)/2)(2n/2, 3(n+4)/2, 4n/2, 5(n+4)/2,
6n/2, 7(n+4)/2, 8n/2, 9(n+4)/2, 10n/2, 1(n+4)/2)(1(n+2)/2, 2(n+2)/2, 3(n+2)/2, 4(n+2)/2,
5(n+2)/2, 6(n+2)/2, 7(n+2)/2, 8(n+2)/2, 9(n+2)/2, 10(n+2)/2),

σ 3 = (11, 2n+1, 41, 5n+1, 21, 3n+1, 51, 1n+1, 31, 4n+1)(12, 4n, 72, 10n, 32, 6n, 92, 2n,
52, 8n)(22, 5n, 82, 1n, 42, 7n, 102, 3n, 62, 9n)(13, 4n−1, 73, 10n−1, 33, 6n−1, 93, 2n−1,
53, 8n−1)(23, 5n−1, 83, 1n−1, 43, 7n−1, 103, 3n−1, 63, 9n−1) · · · (1n/2, 4(n+4)/2, 7n/2,
10(n+4)/2, 3n/2, 6(n+4)/2, 9n/2, 2(n+4)/2, 5n/2, 8(n+4)/2)(2n/2, 5(n+4)/2, 8n/2,
1(n+4)/2, 4n/2, 7(n+4)/2, 10n/2, 3(n+4)/2, 6n/2, 9(n+4)/2)(1(n+2)/2, 4(n+2)/2, 7(n+2)/2,
10(n+2)/2, 3(n+2)/2, 6(n+2)/2, 9(n+2)/2, 2(n+2)/2, 5(n+2)/2, 8(n+2)/2),

σ 4 = (11, 4n+1, 31, 1n+1, 51, 3n+1, 21, 5n+1, 41, 2n+1)(12, 8n, 52, 2n, 92, 6n, 32, 10n, 72,
4n)(22, 9n, 62, 3n, 102, 7n, 42, 1n, 82, 5n)(13, 8n−1, 53, 2n−1, 93, 6n−1, 33, 10n−1, 73,
4n−1)(23, 9n−1, 63, 3n−1, 103, 7n−1, 43, 1n−1, 83, 5n−1) · · · (1n/2, 8(n+4)/2, 5n/2,
2(n+4)/2, 9n/2, 6(n+4)/2, 3n/2, 10(n+4)/2, 7n/2, 4(n+4)/2)(2n/2, 9(n+4)/2, 6n/2, 3(n+4)/2,
10n/2, 7(n+4)/2, 4n/2, 1(n+4)/2, 8n/2, 5(n+4)/2)(1(n+2)/2, 8(n+2)/2, 5(n+2)/2, 2(n+2)/2,
9(n+2)/2, 6(n+2)/2, 3(n+2)/2, 10(n+2)/2, 7(n+2)/2, 4(n+2)/2).

Hence, C10n (n is even) has n−2
2 ×2 + 2 = n orbits each of them has 10 vertices,

see Table 1.

Vertex Orbit members
11 11, 21, 31, 41, 51, 1n+1, 2n+1, 3n+1, 4n+1, 5n+1

12 12, 32, 52, 72, 92, 2n, 4n, 6n, 8n, 10n

22 22, 42, 62, 82, 102, 1n, 3n, 5n, 7n, 9n

...
...

1n/2 1n/2, 3n/2, 5n/2, 7n/2, 9n/2,
2(n+4)/2, 4(n+4)/2, 6(n+4)/2, 8(n+4)/2, 10(n+4)/2

2n/2 2n/2, 4n/2, 6n/2, 8n/2, 10n/2,
1(n+4)/2, 3(n+4)/2, 5(n+4)/2, 7(n+4)/2, 9(n+4)/2

1(n+2)/2 1(n+2)/2, 2(n+2)/2, 3(n+2)/2, 4(n+2)/2, 5(n+2)/2,
6(n+2)/2, 7(n+2)/2, 8(n+2)/2, 9(n+2)/2, 10(n+2)/2

Table 1. Members of orbits of C10n, n is even.
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Fig. 2.3: C10n, n is even.

It is not difficult to see that |fix(αi)| = n + 2 (1 ≤ i ≤ 5), |fix(βj)| = 2
(1 ≤ j ≤ 5) and |fix(β6)| = |fix(γk)| = |fix(σl)| = 0 (1 ≤ k ≤ 4), (1 ≤ l ≤ 4).
By considering the action of Aut(C10n) on the set of edges and using Eq. 2.3,
one can prove that the number of orbits is n + 1 for which n is even. They are

O(e1
1), O(e1), O(e2

1), O(e2), · · · , O(e
(n−2)/2
1 ), O(e(n−2)/2), O(e

n/2
1 ), O(en/2) and

O(e
(n+2)/2
1 ). Hence, we proved the following theorem.

Theorem 2.3. Consider the fullerene graph C10n, n is even. Then there are n+1
orbits under the action of automorphism group on the set of edges.

Theorem 2.4. Consider the fullerene graph C10n, where n is even and n ≥ 10.
Then

Mo(C10n) = 75n2 − 100n+ 3980.

Proof. Suppose e1
1 = {11, 21} and e1 = {51, 82}. Then

N11 = {11, 51, 72, 82, 92, 102, 73, 83, 93, 74, 84, 75},
N11 = {11, 51, 72, 82, 92, 102, 73, 83, 93, 74, 84, 75},
N21 = {21, 31, 22, 32, 42, 52, 33, 43, 53, 44, 54, 55},

N11,21 = V (C10n)−N11 −N21 ,

N51 = {11, 21, 31, 41, 51, 22, 32, 42, 33},
N82 = V (C10n)−N11 −N51,82 ,

N51,82 = {12, 52, 62, 102, 13, 23, 43, 53, 24, 34, 44, 35}.
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This means that n(11) = 12, n(21) = 12, n(11, 21) = 10n − 24, n(51) = 9, n(82) =
10n− 21 and n(51, 82) = 12. Also if e2

1 = {22, 12}, e2 = {92, 93}. Then

N22 = {21, 31, 41, 22, 32, 42, 52, 62, 33, 43, 53, 63, 44, 54, 64, 55, 65, 66},
N12 = V (C10n)−N22 −N22,12 ,

N22,12 = {11, 51},
N92 = {11, 21, 31, 41, 51, 12, 22, 32, 42, 52, 62, 72, 82, 92, 102},
N93 = V (C10n)−N92 −N92,93 ,

N92,93 = ∅,

and thus n(22) = 18, n(12) = 10n−20, n(22, 12) = 2, n(92) = 15, n(93) = 10n−15,
n(92, 93) = 0, and so on, see Table 2. By using Theorem 2.2, for every edge
e = {u, v}, one can determine the contributions of n(u) and n(v) of edge e = {u, v}
as reported in Table 2. The summation of these integers yields that

Mo(C10n) = 10× (12− 12) + 10× (10n− 30) + 20× (10n− 38)
+10× (10n− 30) + 20× (10n− 50) + 10× (10n− 50)
+20× (10n− 65) + 10× (10n− 70) + 20× (10n− 81)

+10×
∑n/2−5
i=0 10n− 2(45 + 10i) + 20×

∑n/2−6
i=0 10n− 2(50 + 10i)

+10× (5n− 5n) = 75n2 − 100n+ 3980.

Type of edge n(u), n(v), equidistant Number
e1

1 12,12,10n-24 10
e1 9,10n-21,12 10
e2

1 18,10n–20,2 20
e2 15,10n-15,0 10
e3

1 24,20n-26,2 20
e3 25,10n–25,0 10
e4

1 32,10n-33,1 20
e4 35,10n-35,0 10
e5

1 40,10n-41,1 20
e5 45,10n-45,0 10
e6

1 50,10n-50,0 20
e6 55,10n-55,0 10
...

...
...

e
(n−2)/2
1 5n-20,5n+20,0 20

e(n−2) /2 5n-15,5n+15,0 10

en1
/2 5n-10,5n+10,0 20

en /2 5n-5,5n+5,0 10

e
(n+2
1

)/2 5n,5n,0 10

Table 2. The values of n(u), n(v) and equidistant vertices, where n ≥ 8.



160 M. Ghorbani and Sh. Rahmani

The exceptional cases are given in Table 3. Also, their Mostar indices are given
in Table 4.

Type of edge C40 C60 C80

e1
1 12 12 16 12 12 36 12 12 56

e1 9 20 11 9 39 12 9 59 12
e2

1 15 22 3 18 40 2 18 60 2
e2 15 25 0 15 45 0 15 65 0
e3

1 18 18 4 23 34 3 24 54 2
e3 - - - 25 35 0 25 55 0
e4

1 - - - 29 29 2 32 47 1
e4 - - - - - - 35 45 0
e5

1 - - - - - - 39 39 2

Table 3. Exception of n(u), n(v), equidistant vertices.

n 4 6 8
Mo(C10n) 350 1360 3140

Table 4. Special cases of Mostar index of fullerene C10n..

Now consider the fullerene graph C10n, where n is odd, as depicted in Figure 2.2.
There are five symmetry elements of order two in Aut(C10n) denoted by αi, 1 ≤
i ≤ 5. One can easily check that

fix(α1) = {11, 102, 103, · · · , 10n, 1n+1, 52, 53, · · · , 5n},
fix(α2) = {21, 22, 23, · · · , 2n, 2n+1, 72, 73, · · · , 7n},
fix(α3) = {31, 42, 43, · · · , 4n, 3n+1, 92, 93, · · · , 9n},
fix(α4) = {41, 62, 63, · · · , 6n, 4n+1, 12, 13, · · · , 1n},
fix(α5) = {51, 82, 83, · · · , 8n, 5n+1, 32, 33, · · · , 3n, 2n+1}.

This means that fix(αi) = 2n, (1 6 i 6 5). Similar to the last case, the pre-
sentations of other elements of Aut(C10n) are as follows:

β1 = (11, 1n+1)(21, 2n+1)(31, 3n+1)(41, 4n+1)(51, 5n+1)(12, 1n)(22, 2n)(32, 3n)(42, 4n)
(52, 5n)(62, 6n)(72, 7n)(82, 8n)(92, 9n)(102, 10n)(13, 1n−1)(23, 2n−1)(33, 3n−1)(43,
4n−1)(53, 5n−1)(63, 6n−1)(73, 7n−1)(83, 8n−1)(93, 9n−1)(103, 10n−1) · · · (1(n+1)/2,
1(n+3)/2)(2(n+1)/2, 2(n+3)/2)(3(n+1)/2, 3(n+3)/2)(4(n+1)/2, 4(n+3)/2)(5(n+1)/2, 5(n+3)/2)
(6(n+1)/2, 6(n+3)/2)(7(n+1)/2, 7(n+3)/2)(8(n+1)/2, 8(n+3)/2)(9(n+1)/2, 9(n+3)/2)
(10(n+1)/2, 10(n+3)/2),

β2 = (11, 3n+1)(21, 2n+1)(31, 1n+1)(41, 5n+1)(51, 4n+1)(12, 3n)(22, 2n)(32, 1n)(42,
10n)(52, 9n)(62, 8n)(72, 7n)(82, 6n)(92, 5n)(102, 4n)(13, 3n−1)(23, 2n−1)(33, 1n−1)
(43, 10n−1)(53, 9n−1)(63, 8n−1)(73, 7n−1)(83, 6n−1)(93, 5n−1)(103, 4n−1 · · ·
(1(n+1)/2, 3(n+3)/2)(2(n+1)/2, 2(n+3)/2)(3(n+1)/2, 1(n+3)/2)(4(n+1)/2, 10(n+3)/2)
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(5(n+1)/2, 9(n+3)/2)(6(n+1)/2, 8(n+3)/2)(7(n+1)/2, 7(n+3)/2)(8(n+1)/2, 6(n+3)/2)
(9(n+1)/2, 5(n+3)/2)(10(n+1)/2, 4(n+3)/2),

β 3=(11, 4n+1)(21, 3n+1)(31, 2n+1)(41, 1n+1)(51, 5n+1(12, 5n)(22, 4n)(32, 3n)(42,
2n)(52, 1n)(62, 10n)(72, 9n)(82, 8n)(92, 7n)(102, 6n)(13, 5n−1)(23, 4n−1)(33, 3n−1)
(43, 2n−1)(53, 1n−1)(63, 10n−1)(73, 9n−1)(83, 8n−1)(93, 7n−1)(103, 6n−1) · · ·
(1(n+1)/2, 5(n+3)/2)(2(n+1)/2, 4(n+3)/2)(3(n+1)/2, 3(n+3)/2)(4(n+1)/2, 2(n+3)/2)
(5(n+1)/2, 1(n+3)/2)(6(n+1)/2, 10(n+3)/2)(7(n+1)/2, 9(n+3)/2)(8(n+1)/2, 8(n+3)/2)
(9(n+1)/2, 7(n+3)/2)(10(n+1)/2, 6(n+3)/2),

β 4=(11, 5n+1)(21, 4n+1)(31, 3n+1)(41, 2n+1)(51, 1n+1)(12, 7n)(22, 6n)(32, 5n)(42,
4n)(52, 3n)(62, 2n)(72, 1n)(82, 10n)(92, 9n)(102, 8n)(13, 7n−1)(23, 6n−1)(33, 5n−1)
(43, 4n−1)(53, 3n−1)(63, 2n−1)(73, 1n−1)(83, 10n−1)(93, 9n−1)(103, 8n−1) · · ·
(1(n+1)/2, 7(n+3)/2)(2(n+1)/2, 6(n+3)/2)(3(n+1)/2, 5(n+3)/2)(4(n+1)/2, 4(n+3)/2)
(5(n+1)/2, 3(n+3)/2)(6(n+1)/2, 2(n+3)/2)(7(n+1)/2, 1(n+3)/2)(8(n+1)/2, 10(n+3)/2)
(9(n+1)/2, 9(n+3)/2)(10(n+1)/2, 8(n+3)/2),

β 5=(11, 1n+1)(21, 5n+1)(31, 4n+1)(41, 3n+1)(51, 2n+1)(12, 9n)(22, 8n)(32, 7n)(42,
6n)(52, 5n)(62, 4n)(72, 3n(82, 2n)(92, 1n)(102, 10n)(13, 9n−1)(23, 8n−1)(33, 7n−1)
(43, 6n−1)(53, 5n−1)(63, 4n−1)(73, 3n−1)(83, 2n−1)(93, 1n−1)(103, 10n−1) · · ·
(1(n+1)/2, 9(n+3)/2)(2(n+1)/2, 8(n+3)/2)(3(n+1)/2, 7(n+3)/2)(4(n+1)/2, 6(n+3)/2)
(5(n+1)/2, 5(n+3)/2)(6(n+1)/2, 4(n+3)/2)(7(n+1)/2, 3(n+3)/2)(8(n+1)/2, 2(n+3)/2)
(9(n+1)/2, 1(n+3)/2)(10(n+1)/2, 10(n+3)/2),

β 6=(11, 2n+1)(21, 1n+1)(31, 5n+1)(41, 4n+1)(51, 3n+1)(12, 1n)(22, 10n)(32, 9n)(42,
8n)(52, 7n)(62, 6n)(72, 5n)(82, 4n)(92, 3n)(102, 2n)(13, 1n−1)(23, 10n−1)(33, 9n−1)
(43, 8n−1)(53, 7n−1)(63, 6n−1)(73, 5n−1)(83, 4n−1)(93, 3n−1)(103, 2n−1) · · ·
(1(n+1)/2, 1(n+3)/2)(2(n+1)/2, 10(n+3)/2)(3(n+1)/2, 9(n+3)/2)(4(n+1)/2, 8(n+3)/2)
(5(n+1)/2, 7(n+3)/2)(6(n+1)/2, 6(n+3)/2)(7(n+1)/2, 5(n+3)/2)(8(n+1)/2, 4(n+3)/2)
(9(n+1)/2, 3(n+3)/2)(10(n+1)/2, 2(n+3)/2),

γ 1=(11, 21, 31, 41, 51)(12, 32, 52, 72, 92)(22, 42, 62, 82, 102)(13, 33, 53, 73, 93)(23, 43,
63, 83, 103) · · · (1n−1, 3n−1, 5n−1, 7n−1, 9n−1)(2n−1, 4n−1, 6n−1, 8n−1, 10n−1)(1n, 3n,
5n, 7n, 9n)(2n, 4n, 6n, 8n, 10n)(1n+1, 2n+1, 3n+1, 4n+1, 5n+1),

γ 2=(11, 31, 51, 21, 41)(12, 52, 92, 32, 72)(22, 62, 102, 42, 82)(13, 53, 93, 33, 73)(23, 63,
103, 43, 83) · · · (1n−1, 5n−1, 9n−1, 3n−1, 7n−1)(2n−1, 6n−1, 10n−1, 4n−1, 8n−1)(1n, 5n,
9n, 3n, 7n)(2n, 6n, 10n, 4n, 8n)(1n+1, 3n+1, 5n+1, 2n+1, 4n+1),

γ 3=(11, 51, 41, 31, 21)(12, 92, 72, 52, 32)(22, 102, 82, 62, 42)(13, 93, 73, 53, 33)(23, 103,
83, 63, 43) · · · (1n−1, 9n−1, 7n−1, 5n−1, 3n−1)(2n−1, 10n−1, 8n−1, 6n−1, 4n−1)(1n, 9n,
7n, 5n, 3n)(2n, 10n, 8n, 6n, 4n)(1n+1, 5n+1, 4n+1, 3n+1, 2n+1),

γ 4=(11, 41, 21, 51, 31)(12, 72, 32, 92, 52)(22, 82, 42, 102, 62)(13, 73, 33, 93, 53)(23, 83,
43, 103, 63) · · · (1n−1, 7n−1, 3n−1, 9n−1, 5n−1)(2n−1, 8n−1, 4n−1, 10n−1, 6n−1)(1n, 7n,
3n, 9n, 5n)(2n, 8n, 4n, 10n, 6n)(1n+1, 4n+1, 2n+1, 5n+1, 3n+1),

σ 1=(11, 2n+1, 31, 4n+1, 51, 1n+1, 21, 3n+1, 41, 5n+1)(12, 3n, 52, 7n, 92, 1n, 32, 5n, 72,
9n)(22, 4n, 62, 8n, 102, 2n, 42, 6n, 82, 10n)(13, 3n−1, 53, 7n−1, 93, 1n−1, 33, 5n−1, 73,
9n−1)(23, 4n−1, 63, 8n−1, 103, 2n−1, 43, 6n−1, 83, 10n−1) · · · (1(n+1)/2, 3(n+3)/2,
5(n+1)/2, 7(n+3)/2, 9(n+1)/2, 1(n+3)/2, 3(n+1)/2, 5(n+3)/2, 7(n+1)/2, 9(n+3)/2)(2(n+1)/2,
4(n+3)/2, 6(n+1)/2, 8(n+3)/2, 10(n+1)/2, 2(n+3)/2, 4(n+1)/2, 6(n+3)/2, 8(n+1)/2, 10(n+3)/2),
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σ 2=(11, 3n+1, 51, 2n+1, 41, 1n+1, 31, 5n+1, 21, 4n+1)(12, 5n, 92, 3n, 72, 1n, 52, 9n, 32,
7n)(22, 6n, 102, 4n, 82, 2n, 62, 10n, 42, 8n)(13, 5n−1, 93, 3n−1, 73, 1n−1, 53, 9n−1, 33,
7n−1)(23, 6n−1, 103, 4n−1, 83, 2n−1, 63, 10n−1, 43, 8n−1) · · · (1(n+1)/2, 5(n+3)/2,
9(n+1)/2, 3(n+3)/2, 7(n+1)/2, 1(n+3)/2, 5(n+1)/2, 9(n+3)/2, 3(n+1)/2, 7(n+3)/2)(2(n+1)/2,
6(n+3)/2, 10(n+1)/2, 4(n+3)/2, 8(n+1)/2, 2(n+3)/2, 6(n+1)/2, 10(n+3)/2, 4(n+1)/2, 8(n+3)/2),

σ 3=(11, 4n+1, 21, 5n+1, 31, 1n+1, 41, 2n+1, 51, 3n+1)(12, 7n, 32, 9n, 52, 1n, 72, 3n, 92,
5n)(22, 8n, 42, 10n, 62, 2n, 82, 4n, 102, 6n)(13, 7n−1, 33, 9n−1, 53, 1n−1, 73, 3n−1, 93,
5n−1)(23, 8n−1, 43, 10n−1, 63, 2n−1, 83, 4n−1, 103, 6n−1) · · · (1(n+1)/2, 7(n+3)/2,
3(n+1)/2, 9(n+3)/2, 5(n+1)/2, 1(n+3)/2, 7(n+1)/2, 3(n+3)/2, 9(n+1)/2, 5(n+3)/2)(2(n+1)/2,
8(n+3)/2, 4(n+1)/2, 10(n+3)/2, 6(n+1)/2, 2(n+3)/2, 8(n+1)/2, 4(n+3)/2, 10(n+1)/2, 6(n+3)/2),

σ 4=(11, 5n+1, 41, 3n+1, 21, 1n+1, 51, 4n+1, 31, 2n+1)(12, 9n, 72, 5n, 32, 1n, 92, 7n, 52,
3n)(22, 10n, 82, 6n, 42, 2n, 102, 8n, 62, 4n)(13, 9n−1, 73, 5n−1, 33, 1n−1, 93, 7n−1, 53,
3n−1)(23, 10n−1, 83, 6n−1, 43, 2n−1, 103, 8n−1, 63, 4n−1) · · · (1(n+1)/2, 9(n+3)/2,
7(n+1)/2, 5(n+3)/2, 3(n+1)/2, 1(n+3)/2, 9(n+1)/2, 7(n+3)/2, 5(n+1)/2, 3(n+3)/2)(2(n+1)/2,
10(n+3)/2, 8(n+1)/2, 6(n+3)/2, 4(n+1)/2, 2(n+3)/2, 10(n+1)/2, 8(n+3)/2, 6(n+1)/2, 4(n+3)/2).

So, the fullerene C10n (n is odd) has n−1
2 × 2 + 1 = n orbits which each of them

has 10 vertices, see Table 5.

Vertex Members of orbit
11 11, 21, 31, 41, 51, 1n+1, 2n+1, 3n+1, 4n+1, 5n+1

12 12, 32, 52, 72, 92, 1n, 3n, 5n, 7n, 9n

22 22, 42, 62, 82, 102, 2n, 4n, 6n, 8n, 10n

...
...

1(n+1)/2 1(n+1)/2, 3(n+1)/2, 5(n+1)/2, 7(n+1)/2, 9(n+1)/2,
1(n+3)/2, 3(n+3)/2, 5(n+3)/2, 7(n+3)/2, 9(n+3)/2

2(n+1)/2 2(n+1)/2, 4(n+1)/2, 6(n+1)/2, 8(n+1)/2, 10(n+1)/2,
2(n+3)/2, 4(n+3)/2, 6(n+3)/2, 8(n+3)/2, 10(n+3)/2

Table 5. Members of orbits of C10n, n is odd.

The values of n(u), n(v) and equidistant vertices in Table 6 can be obtained by
a similar argument. Hence, we have the following theorem.

Theorem 2.5. Consider the fullerene graph C10n (n is odd), then there are n+1
orbits under the action of automorphism group on the set of edges. They are O(e1

1),

O(e1), O(e2
1), O(e2), · · · , O(e(n−1)/2), O(e

(n+1)/2
1 ) and O(e(n+1)/2).

Theorem 2.6. Consider the fullerene graph C10n where n is odd and n ≥ 9. Then

Mo(C10n) = 75n2 − 100n+ 4005.
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Fig. 2.4: C10n, n is odd.

Type of edge n(u), n(v), equidistant Number
e1

1 12,12,10n-24 10
e1 9,10n-21,12 10
e2

1 18,10n–20,2 20
e2 15,10n-15,0 10
e3

1 24,20n-26,2 20
e3 25,10n–25,0 10
e4

1 32,10n-33,1 20
e4 35,10n-35,0 10
e5

1 40,10n-41,1 20
e5 45,10n-45,0 20
e6

1 50,10n-50,0 20
e6 55,10n-55,0 10
...

...
...

e
(n−1)/2
1 5n-15,5n+15,0 20

e(n−1)/2 5n-10,5n+10,0 10

e
(n+1)/2
1 5n-5,5n+5,0 20

e(n+1)/2 5n,5n,0 5

Table 6. The values of n(e), n(v) and equidistant vertices, where n ≥ 7.

The exceptional cases are given in Table 7. Also, their Mostar indices are given
in Table 8.
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Type of edge C30 C50 C70

e1
1 10 10 10 12 12 26 12 12 46

e1 9 13 8 9 29 12 9 49 12
e2

1 12 14 4 17 30 3 18 50 2
e2 15 15 0 15 35 0 15 55 0
e3

1 - - - 21 26 3 24 44 2
e3 - - - 25 25 0 25 45 0
e4

1 - - - - - - 31 37 2
e4 - - - - - - 35 35 0

Table 7. Exception of n(u), n(v), equidistant vertices.

n 3 5 7
Mo(C10n) 80 760 2160

Table 8. Special cases of Mostar index of fullerene C10n.
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TANGENT BUNDLE ENDOWED WITH QUARTER-SYMMETRIC
NON-METRIC CONNECTION ON AN ALMOST HERMITIAN

MANIFOLD

Mohammad Nazrul Islam Khan

Abstract. In this paper, we have studied the tangent bundle endowed with quarter-
symmetric non-metric connection obtained by vertical and complete lifts of a quarter-
symmetric non-metric connection on the base manifold and, also, proposed the study of
the tangent bundle of an almost Hermitian manifold and an almost Kaehler manifold.
Finally, we obtained some theorems for Nijenhuis tensor on the tangent bundle of an
almost Hermitian manifold and an almost Kaehler manifold.
Keywords: Almost Hermitian manifold, almost Kaehler manifold, vertical lift, com-
plete lift, Nijenhuis tensor.

1. Introduction

The idea of quarter-symmetric linear connections in differentiable manifold was
introduced by Golab [4] in 1975. A linear connection is said to be a quarter-

symmetric connection if its torsion tensor T̃ is of the for

T̃ (X,Y ) = u(Y )φX − u(X)φY

where u is 1-form and φ is a tensor of type (1, 1). Agashe and Chafle [1] studied a
semi-symmetric non-metric connection on a Riemannian manifold in 1992. In 2007,
the author [7] defined and studied a quarter-symmetric semi-metric connection on
Sasakian manifold. In 2008, Chaturvedi and Pandey [2] studied Kaehler manifold
equipped with a semi-symmetric non-metric connection.

The method of lift has an important role in modern differential geometry. With
the lift function, it is possible to generalize to differentiable structures on any man-
ifold to its extensions. The complete, vertical and horizontal lifts of tensor fields
and connections on any manifold M to the tangent manifold TM were obtained
by Yano and Ishihara [13] in 1973. In 1969, Tani [11] developed the theory of
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hypersurfaces prolonged to tangent bundle with respect to complete lift of metric
tensor of Riemannian manifold. In 2005, Das and the author [3] obtained almost
product structure by means of the complete, vertical and horizontal lifts of almost
r-contact structures on the tangent bundle. The author [8] studied the lifts of hy-
persurfaces with quarter-symmetric semi-metric connection to the tangent bundles
and obtained an important result (Theorem3 in [8]). We have used similar method
in section 3 of this paper. Among some other authors who studied the differential
geometry of the tangent bundle are the following [6, 9, 12, 14].

The paper is structured as follows. In Section 2, we will recall an almost Hermi-
tian manifold, Quarter symmetric non-metric connection, Tangent bundle, Induced
metric and connection. We will consider, in Section 3, the tangent bundle endowed
with quarter-symmetric non-metric connection obtained by vertical and complete
lifts of a quarter-symmetric non-metric connection on the base manifold and pro-
pose to study the tangent bundle of an almost Hermitian manifold and an almost
Kaehler manifold. In Section 4, we will obtain some theorems for Nijenhuis tensor
on tangent bundle of an almost Hermitian manifold and an almost Kaehler mani-
fold. In the last Section, we will construct an example of a four dimensional almost
Hermitian manifold on tangent bundle.

2. Preliminaries

2.1. An almost Hermitian manifold

A tensor field F̂ of type (1,1) on an even dimensional differentiable manifold
M,n = 2m such that

F̂ 2X̂ + X̂ = 0.(2.1)

If non-singular Hermitian metric of type (0,2) satisfies

ĝ(F̂ X̂, F̂ Ŷ ) = ĝ(X̂, Ŷ )(2.2)

for arbitrary vector fields X̂, Ŷ , then (M, F̂ , ĝ) is called an almost Hermitian man-
ifold with an almost Hermitian structure (F̂ , ĝ). Let ∇̂ be the Riemannian connec-
tion on M , then M is said to be a Kaehler manifold [2] if

(∇̂X̂ F̂ )Ŷ = 0.(2.3)

2.2. Quarter-symmetric non-metric connection

A linear connection ∇ on M is defined as

∇X̂ Ŷ = ∇̂X̂ Ŷ + ω̂(Ŷ )F̂ X̂,(2.4)

for arbitrary vector fields X̂, Ŷ , 1-form ω̂ and ∇̂ denotes Riemannian connection on
M .

The torsion tensor T is given by
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T (X̂, Ŷ ) = ∇X̂ Ŷ +∇Ŷ X̂ − [X̂, Ŷ ].

The connection ∇ is symmetric if its torsion tensor vanishes, otherwise, it is non-
symmetric. If there is a metric ĝ in M such that ∇ĝ = 0, then the connection ∇ is
a metric connection; otherwise it is non-metric [5].

A linear connection ∇ is said to be a quarter-symmetric linear connection if its
torsion connection T is of the form

T (X̂, Ŷ ) = ω̂(Ŷ )F̂ X̂ − ω̂(X̂)F̂ Ŷ(2.5)

and
(∇X̂ ĝ)(X̂, Ŷ ) = −ω̂(Ŷ )ĝ(F̂ X̂, Ẑ)− ω̂(Ẑ)ĝ(F̂ X̂, Ŷ ).(2.6)

The connection ∇ satisfying (2.4), (2.5) and(2.6) is called quarter-symmetric
non-metric connection [7].

2.3. Tangent Bundle

Let Tp(M) be the tangent space of differentiable manifold M at a point of M ,
then the set T (M) = ∪p∈MTp(M) is called the tangent bundle over the manifold
M . For any point p̃ of T (M), the correspondence p̃ → p determines the bundle
projection π : T (M) → M . Thus π(p̃) = p, where π : T (M) → M defines the
bundle projection of T (M) over M . The set π−1(p) is called the fibre over p ∈ M
and M the base space [3, 13].

Vertical lifts: If f is a function in M , we write fV for the function in T (M)
obtained by forming the composition of π : T (M) → M and f : M → M , so that
fV = foπ. Thus, if a point p̃ ∈ π−1(U) has induced coordinates (xh, yh), then
fV (p̃) = fV (x, y) = foπ(p̃) = f(p) = f(x) thus the value of fV (p̃) is constant along
each fibre Tp(M) and equal to the value f(p). We call fV the vertical lift of the
function f .

Complete lifts: If f is a function in M , we write fC for the function in T (M)
defined by fC = i(df) and call fC the complete lift of the function f . The complete
lift fC of a function f has the local expression fC = yi∂if = ∂f with respect to
the induced coordinates in T (M), where ∂f denotes yi∂if .

Suppose that X̂ ∈ Im1
0(M). We define a vector field X̂C in T (M) by X̂CfC =

(X̂f)C , f being an arbitrary function in M and call X̂C the complete lift of call X̂
in T (M).

Suppose that ω̂ ∈ Im1
0(M). Then a 1-form ω̂C in T (M) defined by ω̂C(X̂C) =

(ω̂(X̂))C , X̂ being an arbitrary vector field in M . We call ω̂C the complete lift of
ω̂. Moreover, these lifts have the following properties [8]:
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[X̂C , Ŷ C ] = [X̂, Ŷ ]C ; F̂C(X̂C) = (F̂ (X̂))C

ω̂V (X̂C) = (ω̂(X̂))V ; ω̂C(X̂C) = (ω̂(X̂))C

ĝC(X̂V , Ŷ C) = ĝC(X̂C , Ŷ V ) = (ĝ(X̂, Ŷ ))V ; ĝC(X̂V , Ŷ C) = (ĝ(X̂, Ŷ ))C

T̂C(X̂C , Ŷ C) = (T̂ (X̂, Ŷ ))C

where X̂V , ω̂V , ĝV , T̂V and X̂C , ω̂C , ĝC , T̂C are vertical and complete lifts of X̂, ω̂, ĝ, T̂
respectively.

2.4. Induced metric and connection on T (S)

Let S be a manifold of (n − 1)-dimension immersed in M by the immersion
τ : S → M . Let us denote the differentiable mapping dτ of the immersion τ of B
is a mapping from TS into TM , which is called tangent map of τ where T (S) and
T (M) are the tangent bundles of S into M respectively. The tangent map of B is

denoted by B̃ : T (T (S))→ T (T (M)).

Let ĝ be the Riemannian metric in M . The complete lift ĝC of ĝ in T (M). If
we denote by g̃ the induced metric on T (S) from ĝC then we have g̃(XC , Y C) =

ĝC(B̃XC , B̃Y C) for X,Y ∈ Im1
0(S). The complete lift ∇̂C of ∇̂ to T (M) have the

property ∇̂C
X̂C

Ŷ C = (∇̂X̂ Ŷ )C ; ∇̂C
X̂C

Ŷ V = (∇̂X̂ Ŷ )V for X,Y ∈ Im1
0(M), ∇̂ being

Riemannian connection of T (M) with respect to ĝ, ∇̂C is Riemannian connection
of T (M) with respect to ĝC [14]. Similarly, the complete lift ∇̂C of the induce con-
nection ∇ on (S, g) is also the Riemannian connection in (T (M), g̃).

Yano and Ishihara [13] proved the following theorem:

THEOREM 2.1. If T̂ is torsion tensor of ∇̂C in (M, ĝ), then T̂C is torsion
tensor of ∇̂C in (T (M), ĝ).

In [11], using (3.10) we have

ω̂V (B̃XC) = ω̂V (BX)C = ~(ω̂V (X̂C)) = ~(ω̂(X̂))V = (ω̂(BX))V

ω̂C(B̃XC) = ω̂C(BX)C = ~(ω̂C(X̂C)) = ~(ω̂(X̂))C = (ω̂(BX))C

for arbitrary vector fields X,Y in S. Here, we denote the operation of restriction
to π−1M (τ(S)) by ~ and the vertical and complete lift operations on π−1M (τ(S)) by V
and C respectively.

3. Tangent bundle endowed with quarter-symmetric non-metric
connection on an almost Hermitian manifold

Let M be an almost Hermitian manifold and T (M) be its tangent bundle. The
complete lift of the F̂ and ĝ are F̂C and ĝC satisfying

(F̂C)2X̂ + X̂ = 0.(3.1)
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ĝC((F̂ X̂)C , (F̂ Ŷ )C) = ĝC(B̃XC , B̃Y C)(3.2)

An almost Hermitian manifold M is called
a Kaehler manifold if

(∇̂C
B̃XC B̃F

C)(B̃Y C , B̃ZC) = 0(3.3)

a Nearly Kaehler manifold if

(∇̂C
B̃XC B̃F

C)(B̃Y C , B̃ZC) = (∇̂C
B̃Y C B̃F

C)(B̃ZC , B̃XC),(3.4)

an almost Kaehler manifold if

(∇̂C
B̃XC B̃F

C)(B̃Y C , B̃ZC) + (∇̂C
B̃Y C B̃F

C)(B̃ZC , B̃XC)(3.5)

+(∇̂C
B̃ZC B̃F

C)(B̃XC , B̃Y C) = 0,

a Quasi-Kaehler manifold if

(∇̂C
B̃(FX)C

B̃FC)(B̃(FY )C , B̃ZC) + (∇̂C
B̃XC B̃F

C)(B̃Y C , B̃ZC) = 0(3.6)

for arbitrary vector fields X,Y, Z and where ∇̂C is the Riemannian connection of
T (M).

If we define

′FC(B̃XC , B̃Y C) = ĝC(B̃(FX)C , B̃(FY )C)(3.7)

taking the complete lift on the both sides of the equation (2.4) we get,

(∇BXBY )C = (∇̂B̃XB̃Y )C + (ω̂(BX)(BFY ))C

∇B̃XC B̃Y
C = ∇̂B̃XC B̃Y

C + ω̂C(B̃Y C)(B̃(FX)V ) + ω̂V (B̃Y V )(B̃(FX)C)(3.8)

Now,

∇C

B̃XC B̃Y C −∇C

B̃Y C B̃XC − [XC , Y C ] = ∇̂C
B̃XC B̃Y

C

+ ω̂C(B̃Y C)(B̃(FX)V ) + ω̂V (B̃Y V )(B̃(FX)C)

− ∇̂C
B̃Y C B̃X

C − ω̂C(B̃XC)(B̃(FY )V )

− ω̂V (B̃XV )(B̃(FY )C)− [XC , Y C ].

Using the theorem 2.1, we get

T
C

(B̃XC , B̃Y C) = ω̂C(B̃Y C)(B̃(FX)V ) + ω̂V (B̃Y V )(B̃(FX)C)(3.9)

− ω̂C(B̃XC)(B̃(FY )V )− ω̂V (B̃XV )(B̃(FY )C),
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and

(∇C

B̃XC )(B̃Y C , B̃ZC) = (ω̂(B̃Y ))C(ĝ(B̃(FX), B̃Z))V(3.10)

+ (ω̂(B̃Y ))V (ĝ(B̃(FX), B̃Z))C

+ (ω̂(B̃Z))C(ĝ(B̃(Y ), B̃(FX)))V

+ (ω̂(B̃Z))V (ĝ(B̃(Y ), B̃(FX)))C .

The equation (3.8) can be written as

∇B̃XC B̃Y
C = ∇̂B̃XC B̃Y

C +H(X,Y ),(3.11)

where
H(X,Y ) = ω̂C(B̃Y C)(B̃(FX)V ) + ω̂V (B̃Y V )(B̃(FX)C).(3.12)

If we define
′H(X,Y, Z) = ĝC(H(X,Y ), B̃ZC)(3.13)

then in the view of (3.12),(3.13) becomes

′H(X,Y, Z) = (ω̂(B̃Y ))C(ĝ(B̃(FX), B̃Z))V(3.14)

+ (ω̂(B̃Y ))V (ĝ(B̃(FX), B̃Z))C .

Theorem 3.1. If an almost Hermitian manifold M admits a quarter symmet-

ric non-metric connection ∇C
with respect to the Riemannian connection ∇̂C in

(T (M), ĝC), then the necessary and sufficient condition for an almost Hermitian

manifold to be a Hermitian manifold is that metric connection (∇̂C
B̃XC

B̃FC)(B̃Y C)

is hybrid in both slots, i.e. (∇̂C
B̃(FX)C

B̃FC)(B̃(FY )C = (∇̂C
B̃XC

B̃FC)(B̃Y C).

Proof. Covariant derivative of (FY )C with respect to the connection ∇C
gives

(∇C

B̃XC B̃FC)(B̃Y C) + FC(∇C

B̃XC B̃Y C) = ∇C

B̃XC B̃(FY )C

.

In consequence of (3.1) and (3.8), the last expression becomes

(∇C

B̃XC B̃FC)(B̃Y C) = (∇̂C
B̃XC B̃F

C)(B̃Y C) + ω̂C(B̃Y C)B̃XV(3.15)

+ ω̂V (B̃Y V )B̃XC + ω̂C(B̃(FY )C)(B̃(FX)V )

+ ω̂V (B̃(FY )V )(B̃(FX)C).

Replacing X by FX and Y by FY in (3.15) and using (3.1), we get

(∇C

B̃(FX)C B̃F
C)(B̃(FY )C) = (∇̂C

B̃(FX)C
B̃FC)(B̃(FY )C)(3.16)
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+ ω̂C(B̃(FY )C)B̃(FX)V

+ ω̂C(B̃Y C)B̃XV

+ ω̂V (B̃(FY )V )B̃(FX)C

+ ω̂V (B̃Y V )B̃XC .

Subtracting (3.15) from (3.16), we have

(∇C

B̃(FX)C B̃F
C)(B̃(FY )C) − (∇C

B̃XC B̃FC)(B̃Y C)(3.17)

= (∇̂C
B̃(FX)C

B̃FC)(B̃(FY )C)

− (∇̂C
B̃XC B̃F

C)(B̃Y C).

A necessary and sufficient condition for an almost Hermitian manifold to be a
Hermitian manifold is

(∇̂C
B̃(FX)C

B̃FC)(B̃(FY )C) = (∇̂C
B̃XC B̃F

C)(B̃Y C).(3.18)

In view of (3.17) and (3.18), we obtain the statement of the theorem.

Theorem 3.2. An almost Hermitian manifold M admits a quarter-symmetric

non-metric connection∇C
with respect to the Riemannian connection ∇̂C in (T (M), ĝC)

is an almost Kaehler manifold if and only if ′FC is closed with respect to the con-

nection ∇C
.

Proof. We have

XC(′FC(B̃Y C , B̃ZC)) = ∇C

B̃XC B̃′FC(B̃Y C , B̃ZC)

+′FC(∇C

B̃XC B̃Y C , B̃ZC)

+′FC(B̃Y C ,∇C

B̃XC B̃ZC)

= ∇̂C
B̃XC

B̃′FC(B̃Y C , B̃ZC)

+′FC(∇̂C
B̃XC

B̃Y C , B̃ZC)

+′FC(B̃Y C , ∇̂C
B̃XC

B̃ZC),

then

(∇C

B̃XC B̃′FC)(B̃Y C , B̃ZC) = ∇̂C
B̃XC

B̃′FC(B̃Y C , B̃ZC)

−′FC(∇C

B̃XC B̃Y C − ∇̂C
B̃XC

B̃Y C , B̃ZC)

−′FC(B̃Y C ,∇C

B̃XC B̃Y C − ∇̂C
B̃XC

B̃ZC).

In consequence of (3.1), (3.2),(3.8), the last expression becomes

(∇C

B̃XC B̃′FC)(B̃Y C , B̃ZC) = ∇̂C
B̃XC

B̃′FC(B̃Y C , B̃ZC)(3.19)
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+ω̂C(B̃Y C)ĝC(B̃(X)V , B̃(Z)C)

+ω̂V (B̃Y V )ĝC(B̃(X)C , B̃(Z)C)

−ω̂C(B̃ZC)ĝC(B̃(FY )C , B̃(FX)V )

−ω̂V (B̃ZV )ĝC(B̃(FY )C , B̃(FX)C)

Taking the cycle sum of (3.19) in X, Y, Z, we get

(∇C

B̃XC B̃′FC)(B̃Y C , B̃ZC) +(∇C

B̃Y C B̃′FC)(B̃ZC , B̃XC)(3.20)

+(∇C

B̃ZC B̃′FC)(B̃XC , B̃Y C)

= ∇̂C
B̃XC

B̃′FC(B̃Y C , B̃ZC)

+∇̂C
B̃Y C

B̃′FC(B̃ZC , B̃XC)

+∇̂C
B̃ZC

B̃′FC(B̃XC , B̃Y C).

In consequence of (3.5) and (3.20), we see that ′FC is closed with respect to the

connection ∇C
. Converse part is obvious from (3.20).

4. Theorems on Nijenhuis Tensor with M admits a quarter symmetric

non-metric connection ∇C

Theorem 4.1. An almost Hermitian manifold M admits a quarter-symmetric

non-metric connection∇C
with respect to the Riemannian connection ∇̂C in (T (M), ĝC)

then the Nijenhuis Tensor of ∇̂C and ∇C
coincide.

Proof. From (3.15), we have

(∇̂C
B̃XC B̃F

C)(B̃Y C) = (∇C

B̃XC B̃FC)(B̃Y C)− ω̂C(B̃Y C)B̃XV(4.1)

− ω̂V (B̃Y V )B̃XC − ω̂C(B̃(FY )C)(B̃(FX)V )

− ω̂V (B̃(FY )V )(B̃(FX)C).

Replacing X by FX in (4.1) and using (3.1), we find

(∇̂C
B̃(FX)C

B̃FC)(B̃Y C) = (∇C

B̃(FX)C B̃F
C)(B̃Y C)(4.2)

− ω̂C(B̃Y C)B̃(FX)V

− ω̂V (B̃Y V )B̃(FX)C + ω̂C(B̃(FY )C)(B̃XV )

+ ω̂V (B̃(FY )V )(B̃XC).

Interchanging X and Y in (4.2), we get

(∇̂C
B̃(FY )C

B̃FC)(B̃XC) = (∇C

B̃(FY )C B̃F
C)(B̃XC)(4.3)

− ω̂C(B̃XC)B̃(FY )V
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− ω̂V (B̃XV )B̃(FY )C + ω̂C(B̃(FX)C)(B̃Y V )

+ ω̂V (B̃(FX)V )(B̃Y C).

Operating FC on whole equation of (4.1) and using (3.1), we get

FC(∇̂C
B̃XC B̃F

C)(B̃Y C) = FC(∇C

B̃XC B̃FC)(B̃(FY )C)(4.4)

− ω̂C(B̃Y C)B̃(FX)V − ω̂V (B̃Y V )B̃(FX)C

+ ω̂C(B̃(FY )C)(B̃XV )

+ ω̂V (B̃(FY )V )(B̃XC).

Interchanging X and Y in (4.2), we obtain

FC(∇̂C
B̃Y C B̃F

C)(B̃XC) = FC(∇C

B̃Y C B̃FC)(B̃(FX)C)(4.5)

− ω̂C(B̃XC)B̃(FY )V − ω̂V (B̃XV )B̃(FY )C

+ ω̂C(B̃(FX)C)(B̃Y V )

+ ω̂V (B̃(FX)V )(B̃Y C).

The Nijenhuis Tensor in an almost Hermitian manifold is given by

N(XC , Y C) = (∇C

B̃(FX)C B̃F
C)B̃Y C − (∇C

B̃(FY )C B̃F
C)B̃XC(4.6)

− B̃FC(∇C

B̃XC B̃FC)B̃Y C + B̃FC(∇C

B̃Y C B̃FC)B̃XC .

In view of (4.2), (4.3), (4.4), (4.5) and (4.6)

N(XC , Y C) = (∇̂C
B̃(FX)C

B̃FC)B̃Y C − (∇̂C
B̃(FY )C

B̃FC)B̃XC(4.7)

− B̃FC(∇̂C
B̃XC B̃F

C)B̃Y C + B̃FC(∇̂C
B̃Y C B̃F

C)B̃XC

is Nijenhuis tensor of connection ∇̂C .

N(XC , Y C) = N̂(XC , Y C),

where

N̂(XC , Y C) = (∇̂C
B̃(FX)C

B̃FC)B̃Y C − (∇̂C
B̃(FY )C

B̃FC)B̃XC

− B̃FC(∇̂C
B̃XC B̃F

C)B̃Y C + B̃FC(∇̂C
B̃Y C B̃F

C)B̃XC .

Corollary 4.2. An almost Hermitian manifold M admits a quarter-symmetric

non-metric connection∇C
with respect to the Riemannian connection ∇̂C in (TM, ĝC

to be a Hermitian manifold if the Nijenhuis tensor of connection ∇C
vanishes, i.e.

N̂(XC , Y C).
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Corollary 4.3. On a Kaehler manifold, Nijenhuis tensor with respect to the

quarter-symmetric non-metric connection ∇C
vanishes, i.e. N̂(XC , Y C).

Theorem 4.4. On a Kaehler manifold, Nijenhuis tensor with respect to the

quarter-symmetric non-metric connection ∇C
satisfies the following relations:

(a)(∇C

B̃(FX)C B̃F
C)(B̃(FY )C = (∇̂C

B̃XC
B̃FC)(B̃Y C) i.e. (∇C

B̃XC B̃FC)(B̃Y C)

is hybrid in both slots.

(b)(∇C

B̃XC B̃FC)(B̃Y C) = 0⇔ ω̂C(B̃Y C) = 0, ω̂C(B̃Y C) = 0.(4.8)

Proof. In view of (3.3), (3.15) becomes

(∇C

B̃XC B̃FC)(B̃Y C) = ω̂C(B̃Y C)B̃XV + ω̂V (B̃Y V )B̃XC(4.9)

+ ω̂C(B̃(FY )C)(B̃(FX)V )

. + ω̂V (B̃(FY )V )(B̃(FX)C)

Substituting FX in place of X and FY in the place of Y in (3.15) and using (3.15),
we can find

(∇C

B̃(FX)C B̃F
C)(B̃(FY )C) = ω̂C(B̃(FY )C)B̃(FX)V(4.10)

+ ω̂C(B̃Y C)(B̃XV )

+ ω̂V (B̃(FY )V )B̃(FX)C

+ ω̂V (B̃Y V )(B̃XC)

in consequence of (4.9) and (4.10), we can find (4.8).

Again, if (∇C

B̃(FX)C B̃F
C)(B̃(FY )C) = 0, then (4.9) gives

ω̂C(B̃(FY )C)B̃(FX)V +ω̂V (B̃(FY )V )B̃(FX)C + ω̂C(B̃Y C)(B̃XV )

+ω̂V (B̃Y V )(B̃XC) = 0.

If X and FX are linearly independent, hence

ω̂C(B̃Y C) = 0, ω̂C(B̃Y C) = 0,

which proves the first part of the statement. The converse part is obvious.



Tangent bundle endowed with quarter-symmetric non-metric connection 177

5. Example

Let V 4 be a real vector space with a chosen basis {e1, e2, e3, e4}. Let ` denote the
Lie algebra. Let G be a real connected four-dimensional Lie group and constructed
with left-invariant an almost Hermitian structure F̂C by

F̂Ce1 = −e3, F̂Ce2 = −e4, F̂Ce3 = e1, F̂
Ce4 = −e2,(5.1)

Define a left invariant non-singular Hermitian metric g in G by

ĝC(e1, e1) = ĝC(e2, e2) = ĝC(e3, e3) = ĝC(e4, e4) = 1,(5.2)

ĝC(ei, ej) = 0, i 6= j, i, j = 1, 2, 3, 4.

Thus, in consequence of (3.1), (3.2), (5.1), (5.2),
{G,φ, ξp, ηp, g} is an almost Hermitian manifold on a tangent bundle.
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CERTAIN GEOMETRIC PROPERTIES OF A NORMALIZED
HYPER-BESSEL FUNCTION

İbrahim Aktaş

Abstract. In the present paper, by making use of previous results on analytic functions,
certain geometric properties including starlikeness of order α and convexity of order α of
a normalized hyper-Bessel function have been investigated. In addition, some conditions
of the mentioned function which belongs to the Hardy space have been given. Moreover,
specific examples of the results which refer to special values of the parameters have also
been presented.
Keywords: analytic function, hyper-Bessel function, starlikeness of order α, convexity
of order α, Hardy space.

1. Introduction

Special functions have a great importance in applied sciences. Due to their
remarkable properties, a great number of mathematicians have investigated the ge-
ometric properties of special functions like Bessel, Struve and Lommel functions of
the first kind. Especially, these geometric properties include univalence, starlikeness
and convexity of the above mentioned functions. Actually, the first results on the
univalence of Bessel function can be found in the papers [9] and [13] written by
Brown and, Kreyszig and Todd in 1960, respectively. In recent years, the geometric
properties of some special functions have become very interesting to mathemati-
cians. More precisely, the authors in [3, 4, 5, 6] began to study the geometric
properties of the above mentioned special functions and their generalizations. Also,
the authors in [7, 14] studied Hardy space of generalized Bessel and hypergeometric
functions, respectively. Especially, Bessel function has some extensions like q-Bessel
and hyper-Bessel functions. Some geometric properties of these extensions may be
found in [1, 2, 3] and the references therein.

Now, we would like to remind you about the definitions of the Bessel and hyper-
Bessel functions, respectively. Bessel function is defined by the following infinite
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series (see [16]):

Jν(z) =
∑
n≥0

(−1)n

n!Γ (ν + n+ 1)

(z
2

)2n+ν
, z ∈ C(1.1)

where Γ(z) denotes the familiar gamma function. Similarly, the hyper-Bessel func-
tion is defined by (see [10]):

Jγd(z) =
∑
n≥0

(−1)n
(

z
d+1

)n(d+1)+
∑d
i=1 γi

n!
∏d
i=1 Γ (γi + n+ 1)

.(1.2)

It is clear that, the hyper-Bessel function is reduced to the classical Bessel function
given by (1.1) for d = 1 and γ1 = ν. Due to this relationship, the earlier studies on
the classical Bessel function can be extended to the hyper-Bessel function. Moti-
vated by some earlier works, our main aim in this study is to obtain new conditions
on the starlikeness and convexity of the hyper-Bessel functions. Also, we will deal
with the Hardy space of the hyper-Bessel function.

2. Starlikeness and convexity of hyper-Bessel function

In the beginning of this section, we are going to mention some basic notions in
geometric function theory. Let Dr be the open disk {z ∈ C : |z| < r} with radius
r > 0 and D1 = D. Let A denote the class of analytic functions f : Dr → C,

f(z) = z +
∑
n≥2

anz
n,(2.1)

which satisfies the normalization conditions f(0) = f ′(0) − 1 = 0. By S we mean
the class of functions belonging to A which are univalent in Dr. Also, for 0 ≤ α < 1,
by S?(α) and C(α) we will denote the subclasses of A consisting of functions which
are starlike and convex of order α, respectively. The analytic characterizations of
these subclasses are

S?(α) =

{
f : f ∈ A and Re

(
zf ′(z)

f(z)

)
> α for z ∈ D

}
and

C(α) =

{
f : f ∈ A and Re

(
1 +

zf ′′(z)

f ′(z)

)
> α for z ∈ D

}
,

respectively.

The following results on analytic functions given by Silverman in [15] will be
used in order to prove our main results.
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Lemma 2.1. Let f is of the form (2.1). If

∞∑
n=2

(n− α) |an| ≤ 1− α,(2.2)

then f ∈ S?(α).

Lemma 2.2. Let f is of the form (2.1). If

∞∑
n=2

n (n− α) |an| ≤ 1− α,(2.3)

then f ∈ C(α).

Before revealing our main results concerning starlikeness and convexity of the
hyper-Bessel function, we will apply the following natural normalization for the
function z 7→ Jγd(z) given by (1.2):

Fγd(z) = z

∏d
i=1 Γ (γi + 1)(
d+1
√
z

d+1

)∑d
i=1 γi

Jγd( d+1
√
z)(2.4)

= z +
∑
n≥2

(−1)n

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

zn,

where ρ = (d + 1)d+1 and (β)n is the Pochhammer symbol which is defined by
(β)0 = 1 and (β)n = β(β + 1) . . . (β + n − 1) for n ≥ 1. As a consequence, the
function z 7→ Fγd ∈ A.

Our first main result regarding starlikeness of order α of the function Fγd(z) is
the following:

Theorem 2.1. Let α ∈ [0, 1), d=1,2,. . . , ρ = (d+ 1)
d+1

and µ =
∏d
i=1 (γi + 1).

If

α ≤ 4ρ2µ2 − 12ρµ+ 3

4ρ2µ2 − 8ρµ+ 3
,

then the normalized hyper-Bessel function Fγd(z) is starlike of order α in D.

Proof. It is known from Lemma 2.1 that, if the function f ∈ A satisfies the
inequality (2.2), then the function f is starlike of order α. Because of this, in order
to prove starlikeness of order α of the function Fγd(z), it is enough to show that

∑
n≥2

(n− α)

∣∣∣∣∣ (−1)n−1

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

∣∣∣∣∣ ≤ 1− α

for α ∈ [0, 1) . Now using the well-known inequalities

2n−2 ≤ (n− 1)!(2.5)
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and
(β)n ≤ (β)n(2.6)

for n ≥ 2, we can write that

∑
n≥2

(n− α)

∣∣∣∣∣ (−1)n−1

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

∣∣∣∣∣ =
∑
n≥2

(n− α)

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

≤ 2
∑
n≥2

n− α
(2ρµ)

n−1

= 2
∑
n≥2

n

(
1

2ρµ

)n−1
− 2α

∑
n≥2

(
1

2ρµ

)n−1
.

Considering the known series sums∑
n≥2

tn−1 =
t

1− t
and

∑
n≥2

ntn−1 =
t(2− t)
(1− t)2

for |t| < 1 in the last step, we have

∑
n≥2

(n− α)

∣∣∣∣∣ (−1)n−1

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

∣∣∣∣∣ ≤ 4ρµ(2− α) + 2(α− 1)

(2ρµ− 1)2
≤ 1− α

for
∣∣∣ 1
2ρµ

∣∣∣ < 1 and

α ≤ 4ρ2µ2 − 12ρµ+ 3

4ρ2µ2 − 8ρµ+ 3
.

So, the proof is completed.

By setting d = 1 and γ1 = ν in the Theorem 2.1, we have the following:

Corollary 2.1. Let α ∈ [0, 1) . If

α ≤ 64ν2 + 80ν + 19

64ν2 + 96ν + 35
,

then the function z 7→ Fν(z) = 2νz1−
ν
2 Γ(ν + 1)Jν(

√
z) is starlike of order α.

It is well-known from [8, p.13–14] that the basic trigonometric functions can
be represented by the classical Bessel function Jν for the appropriate values of the
parameter ν. Clearly, for ν = − 1

2 , ν = 1
2 and ν = 3

2 , respectively, we have the
following:

J− 1
2
(z) =

√
2

πz
cos z, J 1

2
(z) =

√
2

πz
sin z and J 3

2
(z) =

√
2

πz

(
sin z

z
− cos z

)
.

Now, taking ν = 1
2 and ν = 3

2 in Corollary 2.1 we have the following examples
on the elemantary trigonometric functions.
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Example 2.1. The following assertions are true for z ∈ D:

a. If α ≤ α1
∼= 0.75, then the function F 1

2
(z) =

√
z sin

√
z is in S?(α).

b. If α ≤ α2
∼= 0.88, then the function F 3

2
(z) = 3

(
sin

√
z√

z
− cos

√
z
)

is in S?(α).

Our second main result concerning convexity of order α of the function Fγd(z)
is the following:

Theorem 2.2. Let α ∈ [0, 1), d=1,2,. . . , ρ = (d+ 1)
d+1

andµ =
∏d
i=1 (γi + 1). If

α ≤ (2ρµ− 1)
3 − 8ρ2µ2 + 12ρµ− 2

(2ρµ− 1)
3 − 16ρ2µ2 + 12ρµ− 2

,

then the normalized hyper-Bessel function Fγd(z) is convex of order α in D.

Proof. By using the Lemma 2.2, it is possible to show that the function Fγd(z)
is convex of order α. For this reason, we need to show that the function Fγd(z)
satisfies the inequality (2.3). That is, it is sufficient to prove that

∑
n≥2

n (n− α)

∣∣∣∣∣ (−1)n−1

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

∣∣∣∣∣ ≤ 1− α.

By making use of the known inequalities (2.5) and (2.6), we can write that

∑
n≥2

n (n− α)

∣∣∣∣∣ (−1)n−1

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

∣∣∣∣∣ =
∑
n≥2

n (n− α)

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

≤ 2
∑
n≥2

n (n− α)

(2ρµ)
n−1

= 2
∑
n≥2

n2
(

1

2ρµ

)n−1
− 2α

∑
n≥2

n

(
1

2ρµ

)n−1
.

If we consider the known series sums∑
n≥2

ntn−1 =
t(2− t)
(1− t)2

and
∑
n≥2

n2tn−1 =
t(t2 − 3t+ 4)

(1− t)3

for |t| < 1 in the above last inequality, we get

∑
n≥2

n (n− α)

∣∣∣∣∣ (−1)n−1

(n− 1)!ρn−1
∏d
i=1 (γi + 1)n−1

∣∣∣∣∣ ≤ 8ρ2µ2(1− 2α) + 2(6ρµ− 1)(α− 1)

(2ρµ− 1)3

for
∣∣∣ 1
2ρµ

∣∣∣ < 1. Since

8ρ2µ2(1− 2α) + 2(6ρµ− 1)(α− 1)

(2ρµ− 1)3
≤ 1− α
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under asumption, the proof is thus completed.

By setting d = 1 and γ1 = ν in the Theorem 2.2, we have the following:

Corollary 2.2. Let α ∈ [0, 1) . If

α ≤ 512ν3 + 1216ν2 + 968ν + 261

512ν3 + 1088ν2 + 712ν + 133
,

then the function z 7→ Fν(z) = 2νz1−
ν
2 Γ(ν + 1)Jν(

√
z) is convex of order α.

3. Hardy space of hyper-Bessel function

Let H denote the set of all analytic (holomorphic, regular) functions on the open
unit disk D. For any η ∈ (0,∞], any function f ∈ H and any r ∈ [0, 1) set

Mη(r, f) =


(

1
2π

∫ 2π

0

∣∣f(reiθ)
∣∣η dθ) 1

η

, if 0 < η <∞
max|z|≤r |f(z)| , if η =∞.


By definition, the function f ∈ H is said to belong to the Hardy space Hη, where
0 < η ≤ ∞, if the set {Mη(r, f) : r ∈ [0, 1)} is bounded. Note that for 1 ≤
η ≤ ∞,Hη is a Banach space with the norm defined by ||f ||η = limr→1− Mη(r, f).
Furthermore, H∞ is the class of bounded analytic functions in H. We note that for
0 < p ≤ q ≤ ∞, it can be shown that Hq is a subset of Hp (see[11]).

The following lemma due to Eenigenburg and Keogh [12] will be used in order
derive our last main result.

Lemma 3.1. Let α ∈ [0, 1). If the function f ∈ C(α) is not of the form{
f(z) = k + lz

(
1− zeiθ

)2α−1
, α 6= 1

2
f(z) = k + l log

(
1− zeiθ

)
, α = 1

2 .

}
for some k, l ∈ C and θ ∈ R, then the following statements hold:

a. There exist δ = δ(f) > 0 such that f ′ ∈ Hδ+
1

2(1−α) .

b. If α ∈
[
0, 12
)
, then there exist τ = τ(f) > 0 such that f ∈ Hτ+

1
1−2α .

c. If α ≥ 1
2 , then f ∈ H

∞.

Our main result concerning the Hardy space of the normalized hyper-Bessel function
Fγd(z) is as follows.

Theorem 3.1. Let α ∈ [0, 1), d=1,2,. . . , ρ = (d+ 1)
d+1

and µ =
∏d
i=1 (γi + 1).

If

α ≤ (2ρµ− 1)
3 − 8ρ2µ2 + 12ρµ− 2

(2ρµ− 1)
3 − 16ρ2µ2 + 12ρµ− 2

,

then the normalized hyper-Bessel function Fγd(z) has the following properties:
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i. Fγd(z) ∈ H
1

1−2α for α ∈
[
0, 12
)
,

ii. Fγd(z) ∈ H∞ for α ∈
(
1
2 , 1
)
.

Proof. Gauss hypergeometric function is defined by

2F1(a, b, c; z) =
∑
n≥0

(a)n(b)n
(c)n

zn

n!
.(3.1)

By using the definetion of the Gauss hypergeometric function given by (3.1), it is
easily shown that

k +
lz

(1− zeiθ)1−2α
= k + lz2F1(1, (1− 2α), 1; zeiθ)

= k + l
∑
n≥0

(1− 2α)n
n!

eiθnzn+1

for k, l ∈ C, α 6= 1
2 and θ ∈ R. On the other hand, it can be easily shown that

k + l log (1− zeiθ) = k − lz2F1(1, 1, 2; zeiθ)

= k − l
∑
n≥0

1

n+ 1
eiθnzn+1.

As a result, the function Fγd(z) given by (2.4) is not of the forms k + lz
(1−zeiθ)1−2α

for α 6= 1
2 and k + l log (1− zeiθ) for α = 1

2 , respectively. Also, it is known from
Theorem 2.2 that, the function Fγd(z) is convex of order α. Hence, by Lemma 3.1
the proof is completed.

By setting d = 1 and γ1 = ν in the Theorem 3.1, we have the following:

Corollary 3.1. Let α ∈ [0, 1) . If

α ≤ 512ν3 + 1216ν2 + 968ν + 261

512ν3 + 1088ν2 + 712ν + 133
,

then the function z 7→ Fν has the following properties:

i. Fν(z) ∈ H
1

1−2α for α ∈
[
0, 12
)
,

ii. Fν(z) ∈ H∞ for α ∈
(
1
2 , 1
)
.
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A NEW CHARACTERIZATION OF CURVES IN MINKOWSKI
4-SPACE E4

1

Ilim Kisi, Günay Öztürk, and Kadri Arslan

Abstract. In this study, we attend to the curves whose position vectors are written
as a linear combination of their Serret-Frenet vectors in Minkowski 4-space E4

1. We
characterize such curves with regard to their curvatures. Further, we get certain con-
sequences of T -constant and N -constant types of curves in E4

1.
Keywords: Constant ratio curves, T-constant curves, N-constant curves, Minkowski
space.

1. Introduction

The term rectifying curves is presented by B.Y. Chen in [7]. Afterwards, Chen
and Dillen gave the connection between these curves and centrodes that have a place
in mechanics and kinematics as well as in differential geometry [10]. The rectifying
curves in the Minkowski 3-space E3

1 were investigated in [12, 16, 17]. For a regular
curve x : I ⊂ R→ E4

1 given with the arclength parameter, the hyperplanes spanned
by {T,N1, N3} and {T,N2, N3} are known as the first osculating hyperplane and the
second osculating hyperplane, respectively. If x lies on its first (second) osculating
hyperplane, then x(s) is called as an osculating curve of first (second) kind. In
[1], the authors considered the rectifying curves in Minkowski 4-space E4

1. They
characterized the rectifying curves with the equation

x(s) = λ(s)T (s) + µ(s)N2(s) + υ(s)N3(s)

for given differentiable functions λ(s), µ(s) and υ(s). Actually, these curves are
osculating curves of a second kind. The rectifying curves in E4

1 are studied by the
authors in [18, 19].

The notion of constant ratio curves in Minkowski spaces is given by B. Y. Chen
in [9]. In the same paper, the author gave the necessary and sufficient conditions,
xT = 0 or the ratio

∥∥xT∥∥ : ‖x‖ is constant, for curves to become constant ratio.
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Moreover, in [8], the same author introduces T -constant and N -constant types of
curves. If the norm of the tangential component (normal component) is constant,
the curve is called as T -constant (N -constant). Also, if this norm is equal to zero,
then the curve is a T -constant (N -constant) curve of first kind, otherwise second
kind [15]. Recently, the authors have studied the mentioned curves in some spaces
in [2, 3, 4, 5, 6, 15, 20, 21, 22, 28, 29, 30, 31].

In this study, we deal with spacelike curves with spacelike principal normal in
E4
1 with respect to the their Frenet frame {T,N1, N2, N3}. Since {T,N1, N2, N3} is

an orthonormal basis in E4
1, we write the position vector of the curve as

(1.1) x(s) = m0(s)T (s) +m1(s)N1(s) +m2(s)N2(s) +m3(s)N3(s),

for some differentiable functions mi(s), i = 0, 1, 2, 3. We classify osculating curves
of the first and the second kind with regard to their curvature functions κ1(s), κ2(s)
and κ3(s). We give W-curves in E4

1. Furthermore, we get certain consequences of
these types curves to become ccr-curves. We consider T -constant and N -constant
curves in E4

1.

2. Basic Consepts

Minkowski 4-space is 4-dimensional pseudo-Euclidean space defined by the Lorentzian
inner product

〈v, w〉L = −v1w1 + v2w2 + v3w3 + v4w4,

where vi, wi, i=1,2,3,4 are the components of the vectors v and w. Any arbitrary
vector v is called timelike, lightlike or spacelike if the Lorentzian inner product
〈v, v〉L is negative definite, zero or positive definite, respectively. Then, the length
of the vector v ∈ E4

1 is calculated by

‖v‖ =
√
|〈v, v〉L|.

The sets
S31(r2) =

{
v ∈ E4

1 : 〈v, v〉L = r2
}

and
H3

0(−r2) =
{
v ∈ E4

1 : 〈v, v〉L = −r2
}

are called pseudo-Riemannian and pseudo-Hyperbolic spaces in E4
1 for positive

number r, respectively [11].

A curve x = x(s) : I → E4
1 is timelike (lightlike (null), spacelike) if all tangent

vectors x′(s) are timelike (lightlike (null), spacelike). If ‖x′(s)‖ = 1, x is a unit
speed curve [25].

The light cone LC of E4
1 is defined as

LC =
{
v ∈ E4

1, 〈v, v〉L = 0
}
.



A New Characterization of Curves in E4
1 189

Let x : I ⊂ R → E4
1 be a unit speed spacelike curve with spacelike principal

normal and {T,N1, N2, N3} be the Frenet frame of x in E4
1. Then, the Frenet

formulas are

T ′(s) = κ1(s)N1(s),

N ′1(s) = −κ1(s)T (s) + εκ2(s)N2(s),(2.1)

N ′2(s) = −κ2(s)N1(s)− εκ3(s)N3(s),

N ′3(s) = −εκ3(s)N2(s),

where κ1(s), κ2(s) and κ3(s) are the first, the second, and the third curvatures of
the curve x and

ε = 〈N2(s), N2(s)〉L = −〈N3(s), N3(s)〉L = ±1

[26].

Screw lines or helices, called as W -curves by F. Klein and S. Lie [23], are the
curves with constant curvatures, and they are mentioned in [13, 14]. Moreover, a
regular curve is a ccr-curve, constant curvature ratios, if its curvature’s ratios are
constants [24, 27].

3. Characterization of Spacelike Curves in E4
1

Now, we shall consider curves given with the equality (1.1) in E4
1. Let x : I ⊂ R→

E4
1 be a unit speed spacelike curve with spacelike principal normal, and κ1(s) 6= 0,

κ2(s) and κ3(s) be the curvatures of x. Differentiating (1.1) according to s and
using (2.1), we get

x′(s) = (m′0(s)− κ1(s)m1(s))T (s)

+(m′1(s) + κ1(s)m0(s)− κ2(s)m2(s))N1(s)

+(m′2(s) + εκ2(s)m1(s)− εκ3(s)m3(s))N2(s)

+(m′3(s)− εκ3(s)m2(s))N3,

which follows

m′0 − κ1m1 = 1,

m′1 + κ1m0 − κ2m2 = 0,(3.1)

m′2 + εκ2m1 − εκ3m3 = 0,

m′3 − εκ3m2 = 0.

The following theorem determines the W -curves in E4
1.

Theorem 3.1. Let x : I ⊂ R → E4
1 be a unit speed spacelike curve with spacelike
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principal normal. If x is a W -curve in E4
1, then

m0(s) = − 2κ1√
−2λ+ 2µ

{
c1e

−1
2

√
−2λ+2µs − c2e

1
2

√
−2λ+2µs

}
− 2κ1√

2λ+ 2µ

{
c3e

−1
2

√
2λ+2µs − c4e

1
2

√
2λ+2µs

}
,

m1(s) =
−1

κ1
+ c1e

−1
2

√
−2λ+2µs + c2e

1
2

√
−2λ+2µs

+c3e
−1
2

√
2λ+2µs + c4e

1
2

√
2λ+2µs,

m2(s) =
1

κ2



−c1e
−1
2

√
−2λ+2µs

(
−λ+µ+2κ2

1√
−2λ+2µ

)
+c2e

1
2

√
−2λ+2µs

(
−λ+µ+2κ2

1√
−2λ+2µ

)
−c3e

−1
2

√
2λ+2µs

(
λ+µ+2κ2

1√
2λ+2µ

)
+c4e

1
2

√
2λ+2µs

(
λ+µ+2κ2

1√
2λ+2µ

) ,

m3(s) = εκ3

∫
m2(s)ds.

Here, ci (1 ≤ i ≤ 4) are integral constants and

λ =
√
κ41 + 2κ21κ

2
3 + 2εκ21κ

2
2 + κ43 − 2εκ22κ

2
3 + κ42,

µ = −κ21 + κ23 − εκ22

are real constants.

Proof. Assume x : I ⊂ R → E4
1 is a unit speed spacelike curve with spacelike

principal normal. From (3.1), we get the differential equation

m
(ıv)
1 + (κ21 + εκ22 − κ23)m′′1 − κ21κ23m1 − κ1κ23 = 0,

which has a solution

m1(s) =
−1

κ1
+ c1e

−1
2

√
−2λ+2µs + c2e

1
2

√
−2λ+2µs

+c3e
−1
2

√
2λ+2µs + c4e

1
2

√
2λ+2µs.

Thus, the theorem is proved.

3.1. Osculating Curve of First Kind in E4
1

Definition 3.1. Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with spacelike

principal normal. If x lies in the hyperplane spanned by {T,N1, N3}, then x is called
an osculating curve of first kind in E4

1.
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In [19], authors consider the osculating curves of first kind in E4
1. It means that

the differentiable function m2(s) vanishes identically. Thus, from (3.1), the system

m′0 − κ1m1 = 1,

m′1 + κ1m0 = 0,

κ2m1 − κ3m3 = 0,

m′3 = 0

is obtained. Therefore,

m0 =
−cH ′2
κ1

,

m1 = cH2,

m3 = c,

where H2(s) = κ3

κ2
(s), c ∈ R. Thus, one can write x as in the following

x(s) = c

{
−H ′2
κ1

(s)T (s) +H2(s)N1(s) +N3(s)

}
.

In [19], authors give the Lemma 3.1.

Lemma 3.1. [19] Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with spacelike

principal normal. The necessary and sufficient condition for x to correspond an
osculating curve of first kind is

(3.2)

(
cH ′2
κ1

)′
+ cκ1H2 + 1 = 0,

where H2(s) = κ3

κ2
(s), c ∈ R.

Corollary 3.1. Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with spacelike

principal normal and corresponds to an osculating curve of the first kind in E4
1. If

x is a ccr-curve, then

H2 = − 1

cκ1
,

where c = m3 is a real constant.

We give a classification assuming only one of the curvature functions is non-
constant as follows:

Assume κ1(s) =constant> 0, κ2(s) =constant 6= 0 and κ3(s) is a non-constant
function. From (3.2), we obtain the differential equation

cκ′′3(s) + cκ21κ3(s) + κ1κ2 = 0,
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which has a solution

κ3(s) = − κ2
cκ1

+ c1 cos(κ1s) + c2 sin(κ1s).

Similarly, assume that κ1(s) = constant > 0, κ3(s) = constant 6= 0 and κ2(s) is a
non-constant function. Then, (3.2) implies the differential equation

(3.3)
cκ3
κ1

(
1

κ2(s)

)′′
+
cκ1κ3
κ2(s)

+ 1 = 0,

with solution
κ2(s) =

cκ1κ3
−c1κ3 cos(κ1s) + c2κ3 sin(κ1s)− 1

.

Summing up these calculations, we give the Theorem 3.2.

Theorem 3.2. Let x : I ⊂ R → E4
1 be a unit speed spacelike curve with spacelike

principal normal in E4
1. Then x corresponds to an osculating curve of first kind if

i) κ1(s) =constant> 0, κ2(s) =constant6= 0 and

κ3(s) = − κ2
cκ1

+ c1 cos(κ1s) + c2 sin(κ1s),

ii) κ1(s) =constant> 0, κ3(s) =constant6= 0 and

κ2(s) =
cκ1κ3

−c1κ3 cos(κ1s) + c2κ3 sin(κ1s)− 1
,

where c, c1 and c2 ∈ R.

3.2. Osculating Curve of the Second Kind in E4
1

Definition 3.2. Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with spacelike

principal normal in E4
1. If x lies in the hyperplane spanned by {T,N2, N3}, then x

is an osculating curve of the second kind in E4
1.

In [1], the authors consider the spacelike osculating curve of the second kind in
E4
1. Actually, they call them as rectifying curves in E4

1. In this case, the differentiable
function m1(s) vanishes identically. Thus from (3.1), the equalities

m′0 = 1,

κ1m0 − κ2m2 = 0,(3.4)

m′2 − εκ3m3 = 0,

m′3 − εκ3m2 = 0

hold. Therefore

m0 = s+ b,

m2 = (s+ b)H1,(3.5)

m3 =
(s+ b)H ′1 +H1

εκ3
,
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where b ∈ R and H1(s) = κ1

κ2
(s) is the first harmonic curvature of x. Hence, x is

x(s) = (s+ b)T (s) + (s+ b)H1N2(s) +
(s+ b)H ′1 +H1

εκ3
N3(s).

By the use of (3.4) and (3.5), we give the following results.

Theorem 3.3. Let x : I ⊂ R → E4
1 be a unit speed spacelike curve with a space-

like principal normal in E4
1. Then the necessary and sufficient condition for x to

correspond an osculating curve of second kind is

(3.6)

(
(s+ b)H ′1 +H1

εκ3

)′
− εκ3(s+ b)H1 = 0

for H1(s) = κ1

κ2
(s), b ∈ R.

Corollary 3.2. Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with spacelike

principal normal and corresponds to an osculating curve of the second kind. If x is
a ccr-curve, then

(3.7) κ3(s) = ± 1√
c+ s2 + 2bs

,

where b, c ∈ R.

Proof. Let x be an osculating curve of second kind. If x is a ccr-curve, then the
functions H1(s) = κ1

κ2
(s) and H2(s) = κ3

κ2
(s) are constants. Thus, by the use of

(3.6), one can get
κ′3(s) + (s+ b)κ33(s) = 0,

which has a solution (3.7).

As a consequence of the differential equation (3.6), one can get the following
solutions as in the previous section.

Corollary 3.3. Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with spacelike

principal normal in E4
1. Then, x is corresponds to an osculating curve of the second

kind if

i) κ1(s) = constant > 0, κ2(s) = constant 6= 0, and κ3(s) = ± 1√
c+s2+2bs

,

ii) κ2(s) = constant 6= 0 , κ3(s) = constant 6= 0, and

κ1(s) =
1

s+ b
(c1 sinh (κ3s) + c2 cosh (κ3s)) ,

iii) κ1(s) = constant > 0, κ3(s) = constant 6= 0, and

κ2(s) =
κ3(s+ b)

c1 sinh(κ3s)− c2 cosh(κ3s)
,

where c1, c2, b ∈ R.
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4. T-Constant Curves in E4
1

Definition 4.1. Let x : I ⊂ R→ Ent be a unit speed spacelike curve with spacelike
principal normal in Ent . If the norm of the tangential component of x, i.e.

∥∥xT∥∥, is
constant, then x is a T -constant curve [8]. Moreover, if this norm is equal to zero,
i.e.

∥∥xT∥∥ = 0, then the curve is a T -constant curve of the first kind, otherwise the
second kind [15].

In view of (3.1), we give the results that determine T -constant curves in E4
1.

Theorem 4.1. Let x : I ⊂ R → E4
1 be a unit speed spacelike curve with spacelike

principal normal in E4
1. The necessary and sufficient condition for x to become a

T -constant curve of the first kind is

εH2R
′ +


(
−R

′

κ2

)′
εκ3

− R

H2


′

= 0,

where H2(s) = κ3

κ2
(s) and −m1(s) = R(s) = 1

κ1(s)
is the radius of the curvature of

the curve x.

Proof. Let x is a T -constant curve of the first kind. From (3.1), we get

m1 = − 1

κ1
,m2 =

m′1
κ2
,m3 =

m′2 + εκ2m1

εκ3
.

Further, substituting these values into m′3 − εκ3m2 = 0, we yield the expected
result.

Theorem 4.2. Let x : I ⊂ R→ E4
1 be a unit speed spacelike curve with a spacelike

principal normal in E4
1. The necessary and sufficient condition for x to become a

T -constant curve of the second kind is
(
−R′
κ2

+H1m0

)′
εκ3

− R

H2


′

− εH2 (−R′ + κ1m0) = 0,

where m0 ∈ R, H1(s) = κ1

κ2
(s), H2(s) = κ3

κ2
(s) and −m1(s) = R(s) = 1

κ1(s)
is the

radius of the curvature of the curve x.

Proof. Let x is a T -constant curve of second kind. From (3.1), we get

m1 = − 1

κ1
,m2 =

m′1 + κ1m0

κ2
,m3 =

m′2 + εκ2m1

εκ3
.

Further, substituting these values into m′3 − εκ3m2 = 0, we get the result.
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Corollary 4.1. Let x : I ⊂ R→ E4
1 be a unit speed T -constant spacelike curve of

second kind with spacelike principal normal in E4
1. If x is a W -curve of E4

1, then x
has the parametrization of

x(s) = λT −RN1 +H1λN2 −
R

H2
N3,

where R = 1
κ1
, H1 = κ1

κ2
, H2 = κ3

κ2
, λ ∈ R and c is an integral constant.

Theorem 4.3 gives a simple characterization of T -constant curves of second kind
of E4

1.

Theorem 4.3. Let x : I ⊂ R → E4
1 be a unit speed T -constant spacelike curve

of second kind with spacelike principal normal in E4
1. Then the distance function

ρ = ‖x‖ satisfies

(4.1) ρ = ±
√

2λs+ c,

for some real constants λ = m0 and c.

Proof. Differentiating the squared distance function ρ2 = 〈x(s), x(s)〉 and using
(1.1), we get ρρ′ = m0. If x is a T -constant curve of second kind, then by definition,
the differentiable function m0(s) of x is constant. It is easy to show that this
differential equation has a non-trivial solution (4.1).

5. N-Constant Curves in E4
1

Definition 5.1. Let x : I ⊂ R→ Ent be a unit speed spacelike curve with spacelike
principal normal in Ent . If the norm of the normal component of x, i.e.

∥∥xN∥∥, is
constant, then x is a N -constant curve [8]. Moreover, if this norm is equal to zero,
i.e.

∥∥xN∥∥ = 0, then the curve is a N -constant curve of the first kind, otherwise
second kind [15].

Hence, for a N -constant curve x in E4
1∥∥xN (s)

∥∥2 = m2
1(s) + εm2

2(s)− εm2
3(s)

becomes a constant function. Therefore, by differentiation

(5.1) m1m
′
1 + εm2m

′
2 − εm3m

′
3 = 0.

The following proposition gives a characterization of N -constant curves of the
first kind.
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Proposition 5.1. Let x : I ⊂ R→ E4
1 be a unit speed N -constant spacelike curve

with spacelike principal normal in E4
1. If x is a N -constant curve of the first kind,

then,

i) x is congruent to a spacelike line which passes through the origin,

ii) x is a planar curve,

iii) x is an osculating curve of second kind,

iv) x lies in the hyperplane which is spanned by {T,N1, N2} .
Conversely, if x : I ⊂ R → E4

1 is a unit speed spacelike curve with spacelike
principal normal in E4

1 with κ1 > 0, and one of (i), (ii), (iii), (iv) holds, then x is
a N -constant curve of the first kind.

Proof. Assume x is a N -constant curve of the first kind in E4
1. There are two pos-

sibilities; either m1 = m2 = m3 = 0 or m2
1 + εm2

2 = εm2
3. In the first case, x (I) is

congruent to a spacelike line which passes through the origin. Let m2
1 +εm2

2 = εm2
3,

then by the use of the equations (3.1), we get κ2m1m3 = 0. If κ2 = 0, x is a planar
curve. If m1 = 0, x is an osculating curve of second kind. Let m3 = 0, then there
are two possibilities; either κ3 = 0 or m2 = 0. If m2 = 0, x is a planar curve. If
κ3 = 0, x lies in the hyperplane which is spanned by {T,N1, N2} .

Further, for the N -constant curves of the second kind, we obtain the following
result.

Theorem 5.1. Let x(s) ∈ E4
1 be a spacelike curve with a spacelike principal normal

given with the arclength function s and fully lies in E4
1. If x is a N -constant curve

of the second kind, then x has a parametrization of

x(s) = (s+ c)T (s) +H1(s+ c)N2(s) +
H ′1(s+ c) +H1

εκ3
N3(s),

where H1(s) = κ1

κ2
(s), c ∈ R.

Proof. Assume x is a N -constant curve of the second kind in E4
1. From the equalities

(3.1) and (5.1), we get m1 = 0, m0(s) = s+c, m2(s) = κ1

κ2
(s)m0 and m3(s) =

m′2(s)
εκ3(s)

for some constant c ∈ R. This completes the proof of the theorem.

Remark 5.1. Every N -constant curve of the second kind is an osculating curve of second
kind in E4

1.

Theorem 5.2 gives a simple characterization of N -constant curve of the second
kind in E4

1.

Theorem 5.2. Let x : I ⊂ R → E4
1 be a N -constant curve of second kind. Then,

the distance function ρ = ‖x‖ satisfies

(5.2) ρ = ±
√
s2 + 2sc+ 2b,

for real constants b and c.
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Example 5.1. Let us consider the W -curve x (s) =
(
sinh s, cosh s,

√
2 sin s,−

√
2 cos s

)
in E4

1. The Frenet frame vectors and the curvatures of x are given as

T (s) =
(

cosh s, sinh s,
√

2 cos s,
√

2 sin s
)
,

N1 (s) =
1√
3

(
sinh s, cosh s,−

√
2 sin s,

√
2 cos s

)
,

N2 (s) =
(√

2 cosh s,
√

2 sinh s, cos s, sin s
)
,

N3 (s) =
1√
3

(√
2 sinh s,

√
2 cosh s, sin s,− cos s

)
and

κ1 =
√

3, κ2 = −2
√

6

3
, κ3 =

√
3

3
,

respectively. We find the curvature functions as m0 = m2 = 0, m1 = −
√
3
3

and m3 = 2
√
6

3
,

which shows that the curve x is a T -constant curve of the first kind and N -constant curve
of the second kind.
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12. R. Ezentaş and S. Türkay: Helical versus of rectifying curves in Lorentzian
space. Dumlupınar Univ. Fen Bilim. Est. Dergisi, 6 (2004), 239–244.

13. A. Gray: Modern Differential Geometry of Curves and Surface. CRS Press, Inc.,
1993.

14. H. Gluck, Higher curvatures of curves in Euclidean space. Amer. Math. Monthly,
73 (1966), 699–704.
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Matematica, 83(1) (2017), 39–50.
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SOLVING THE FUZZY INITIAL VALUE PROBLEM WITH
NEGATIVE COEFFICIENT BY USING FUZZY LAPLACE

TRANSFORM

Hülya Gültekin Çitil

Abstract. In this paper, the fuzzy initial value problem with negative coefficient is
solved by using fuzzy Laplace transform and generalized differentiability. The solutions
are found and the comparison results are given.
Keywords: fuzzy initial value problem, generalized differentiability, fuzzy Laplace
transform.

1. Introduction

Fuzzy differential equations have been studied by many researchers. Fuzzy
differential equations can be solved by several types. Hukuhara differentiability
[10, 17, 23], generalized differentiability [7, 8, 9, 12], extension principle [10, 11],
the concept of differential inclusion [16] and the fuzzy problem to be a set of crips
problem [14]. Another types are numeric methods [1, 2, 3, 4, 15] and the fuzzy
Laplace transform [5, 21, 22, 24].

This paper is about the solutions of the fuzzy initial value problem with negative
coefficient by fuzzy Laplace transform. The aim of this study is to investigate
solutions of problem using the properties fuzzy Laplace transform and generalized
differentiability.

The paper is organized as follows: Section 2 delas with preliminaries, Section 3
focuses on findings and the main results, and Section 4 refers to conclusions.

2. Preliminaries

Definition 2.1. [20] A fuzzy number is a mapping u : R → [0, 1] satisfying the
following properties:

u is normal: ∃x0 ∈ R for which u (x0) = 1,
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u is convex fuzzy set: u (λx+ (1− λ) y) > min {u (x) , u (y)} for all x, y ∈ R, λ ∈
[0, 1] ,

u is upper semi-continuous on R,

cl {x ∈ R | u (x) > 0} is compact, where cl denotes the closure of a subset.

Let RF denote the set of all fuzzy numbers.

Definition 2.2. [18] Let u ∈ RF . The α-level set of u, denoted , [u]
α

, 0 < α ≤ 1,

is [u]
α

= {x ∈ R | u (x) ≥ α} . If α = 0, [u]
0

= cl {x ∈ R | u (x) > 0} . The notation,
[u]

α
= [uα, uα] denotes explicitly the α-level set of u, where uα and uα denote the

left-hand endpoint and the right-hand endpoint of [u]
α

, respectively.

The following remark shows when [uα, uα] is a valid α-level set.

Remark 2.1. [13, 18] The sufficient and necessary conditions for [uα, uα] to define the
parametric form of a fuzzy number as follows:

uα is bounded monotonic increasing (nondecreasing) left-continuous function on (0, 1]
and right-continuous for α = 0 ,

uα is bounded monotonic decreasing (nonincreasing) left-continuous function on (0, 1]
and right-continuous for α = 0,

uα ≤ uα, 0 ≤ α ≤ 1.

Definition 2.3. [20] If A is a symmetric triangular fuzzy number with support

[a, a], the α−level set of A is [A]
α

=
[
Aα, Aα

]
=
[
a+

(
a−a
2

)
α, a−

(
a−a
2

)
α
]
,

(A1 = A1, A1 −Aα = Aα −A1).

Definition 2.4. [15, 18, 23] Let u, v ∈ RF . If there exists w ∈ RF such that
u = v+w, then w is called the Hukuhara difference of fuzzy numbers u and v, and
it is denoted by w = u	 v.

Definition 2.5. [6, 15, 18] Let f : [a, b] → RF and t0 ∈ [a, b] . We say that f is
Hukuhara differentiable at t0, if there exists an element f

′
(t0) ∈ RF such that for

all h > 0 sufficiently small, ∃f (t0 + h) 	 f (t0) , f (t0) 	 f (t0 − h) and the limits
hold

lim
h→0

f (t0 + h)	 f (t0)

h
= lim
h→0

f (t0)	 f (t0 − h)

h
= f

′
(t0) .

Definition 2.6. [18] Let f : [a, b] → RF and t0 ∈ [a, b] . We say that f is (1)-
differentiable at t0, if there exists an element f

′
(t0) ∈ RF such that for all h > 0

sufficiently small near to 0, exist f (t0 + h)	f (t0) , f (t0)	f (t0 − h) and the limits

lim
h→0

f (t0 + h)	 f (t0)

h
= lim
h→0

f (t0)	 f (t0 − h)

h
= f

′
(t0) ,
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and f is (2)-differentiable if for all h > 0 sufficiently small near to 0, exist
f (t0)	 f (t0 + h) , f (t0 − h)	 f (t0) and the limits

lim
h→0

f (t0)	 f (t0 + h)

−h
= lim
h→0

f (t0 − h)	 f (t0)

−h
= f

′
(t0) .

Theorem 2.1. [19] Let f : [a, b] → RF be fuzzy function, where [f (t)]
α

=[
f
α

(t) , fα (t)
]
, for each α ∈ [0, 1] .

(i) If f is (1)-differentiable, then f
α

and fα are differentiable functions and[
f

′
(t)
]α

=
[
f

′

α
(t) , f

′

α (t)
]
,

(ii) If f is (2)-differentiable, then f
α

and fα are differentiable functions and[
f

′
(t)
]α

=
[
f

′

α (t) , f
′

α
(t)
]
.

Theorem 2.2. [19] Let f
′

: [a, b] → RF be fuzzy function, where [f (t)]
α

=[
f
α

(t) , fα (t)
]
, for each α ∈ [0, 1] , f is (1)-differentiable or (2)-differentiable.

(i) If f and f
′

are (1)-differentiable, then f
′

α
and f

′

α are differentiable functions

and
[
f

′′
(t)
]α

=
[
f

′′

α
(t) , f

′′

α (t)
]
,

(ii) If f is (1)-differentiable and f
′

is (2)-differentiable, then f
′

α
and f

′

α are

differentiable functions and
[
f

′′

(t)
]α

=

[
f

′′

α (t) , f
′′

α
(t)

]
,

(iii) If f is (2)-differentiable and f
′

is (1)-differentiable, then f
′

α
and f

′

α are

differentiable functions and
[
f

′′

(t)
]α

=

[
f

′′

α (t) , f
′′

α
(t)

]
,

(iv) If f and f
′

are (2)-differentiable, then f
′

α
and f

′

α are differentiable functions

and
[
f

′′
(t)
]α

=
[
f

′′

α
(t) , f

′′

α (t)
]
.

Definition 2.7. [22, 24] The fuzzy Laplace transform of fuzzy-valued function f
is defined as follows:

F (s) = L (f (t)) =

∞∫
0

e−stf (t) dt = lim
τ→∞

τ∫
0

e−stf (t) dt,

F (s) = L (f (t)) =

 lim
τ→∞

τ∫
0

e−stf (t) dt, lim
τ→∞

τ∫
0

e−stf (t) dt

 .
F (s, α) = L (f (t, α)) =

[
L
(
f (t, α)

)
, L
(
f (t, α)

)]
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where,

L
(
f (t, α)

)
=

∞∫
0

e−stf (t, α) dt = lim
τ→∞

τ∫
0

e−stf (t, α) dt,

L
(
f (t, α)

)
=

∞∫
0

e−stf (t, α) dt = lim
τ→∞

τ∫
0

e−stf (t, α) dt.

Theorem 2.3. [5, 22, 24] Suppose that f is continuous fuzzy-valued function on
[0,∞) and exponential order α and that f

′
is piecewise continuous fuzzy-valued

function on [0,∞) , then

L
(
f

′
(t)
)

= sL (f (t))	 f (0) ,

if f is (1) differentiable,

L
(
f

′
(t)
)

= (−f (0))	 (−sL (f (t))) ,

if f is (2) differentiable.

Theorem 2.4. [22, 24] Suppose that f and f
′

are continuous fuzzy-valued func-
tions on [0,∞) and of exponential order α and that f

′′
is piecewise continuous

fuzzy-valued function on [0,∞) , then

L
(
f

′′
(t)
)

= s2L (f (t))	 sf (0)	 f
′
(0) ,

if f and f
′

are (1) differentiable,

L
(
f

′′

(t)
)

= −f
′
(0)	

(
−s2

)
L (f (t))− sf (0) ,

if f is (1) differentiable and f
′

is (2) differentiable,

L
(
f

′′

(t)
)

= −sf (0)	
(
−s2

)
L (f (t))	 f

′
(0) ,

if f is (2) differentiable and f
′

is (1) differentiable,

L
(
f

′′
(t)
)

= s2L (f (t))	 sf (0)− f
′
(0) ,

if f and f
′

are (2) differentiable.

Theorem 2.5. [5, 22] Let f (x), g (x) be continuous fuzzy-valued functions sup-
pose that c1 and c2 are constant, then

L (c1f (x) + c2g (x)) = (c1L (f (x))) + (c2L (g (x))) .

Theorem 2.6. [5] Let f (x) be continuous fuzzy-valued function on [0,∞) and
λ ≥ 0, then

L (λf (x)) = λ (L (f (x))) .
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3. Findings and Main Results

In this section, we consider solutions of the fuzzy initial value problem

y′′(t) = −λy(t), t > 0,(3.1)

y(0) = [A]
α
, y

′
(0) = [B]

α
,(3.2)

by Laplace transform, where λ > 0, A and B are symmetric triangular fuzzy num-
bers with supports [a, a] and [b, b], respectively,

[A]
α

=
[
Aα, Aα

]
=

[
a+

(
a− a

2

)
α, a−

(
a− a

2

)
α

]
,

[B]
α

=
[
Bα, Bα

]
=

[
b+

(
b− b

2

)
α, b−

(
b− b

2

)
α

]
,

(i,j) solution means that y is (i) differentiable, y
′

is (j) differentiable.

Case 1) If y and y
′

are (1) differentiable, since

s2L (y (t, α))	 sy (0, α)	 y
′
(0, α) = −λL (y (t, α)) ,

we have the equations

s2L
(
y (t, α)

)
− sy (0, α)− y

′
(0, α) = −λy (t, α) ,

s2L (y (t, α))− sy (0, α)− y
′
(0, α) = −λy (t, α) .

Using the initial values and taking the necessary operations,

L
(
y (t, α)

)
=

s2

s4 − λ2
Bα +

s3

s4 − λ2
Aα −

λs

s4 − λ2
Aα −

λ

s4 − λ2
Bα,

L (y (t, α)) =
s2

s4 − λ2
Bα +

s3

s4 − λ2
Aα −

λs

s4 − λ2
Aα −

λ

s4 − λ2
Bα.

From here,

y (t, α) = L−1
(

s2

s4 − λ2

)
Bα + L−1

(
s3

s4 − λ2

)
Aα

−L−1
(

λs

s4 − λ2

)
Aα − L−1

(
λ

s4 − λ2

)
Bα,
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y (t, α) = L−1
(

s2

s4 − λ2

)
Bα + L−1

(
s3

s4 − λ2

)
Aα

−L−1
(

λs

s4 − λ2

)
Aα − L−1

(
λ

s4 − λ2

)
Bα.

Thus, the lower solution and the upper solution are obtained as

y (t, α) =
e
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)
+
e−
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)

+
sin
(√

λt
)

2
√
λ

(
Bα +Bα

)
+

cos
(√

λt
)

2

(
Aα +Aα

)
,

y (t, α) =
e
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)
+
e−
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)

+
sin
(√

λt
)

2
√
λ

(
Bα +Bα

)
+

cos
(√

λt
)

2

(
Aα +Aα

)
.

Case 2) If y is (1) differentiable and y
′

is (2) differentiable, since

−y
′
(0, α)	

(
−s2

)
L (y (t, α))− sy (0, α) = −λL (y (t, α)) ,

we have the equations

−y
′
(0, α)−

(
−s2L (y (t, α))

)
− sy (0, α) = −λL (y (t, α)) ,

−y
′
(0, α)−

(
−s2L

(
y (t, α)

))
− sy (0, α) = −λL

(
y (t, α)

)
.

Using the initial values, we get

L
(
y (t, α)

)
=

1

s2 + λ
Bα +

s

s2 + λ
Aα.

L (y (t, α)) =
1

s2 + λ
Bα +

s

s2 + λ
Aα.

Taking inverse Laplace transforms of the equations, we have

y (t, α) = L−1
(

1

s2 + λ

)
Bα + L−1

(
s

s2 + λ

)
Aα,
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y (t, α) = L−1
(

1

s2 + λ

)
Bα + L−1

(
s

s2 + λ

)
Aα.

From this, the lower and the upper solutions are obtained as

y (t, α) =
1√
λ

sin
(√

λt
)
Bα + cos

(√
λt
)
Aα,

y (t, α) =
1√
λ

sin
(√

λt
)
Bα + cos

(√
λt
)
Aα.

Case 3) If y is (2) differentiable and y
′

is (1) differentiable, since

−sy (0, α)	
(
−s2

)
L (y (t, α))	 y

′
(0, α) = −λL (y (t, α))

we have the equations

−sy (0, α)−
(
−s2L (y (t, α))

)
− y

′
(0, α) = −λL (y (t, α))

−sy (0, α)−
(
−s2L

(
y (t, α)

))
− y

′
(0, α) = −λL

(
y (t, α)

)
.

Using the initial values and taking inverse Laplace transforms of the equations, we
have

y (t, α) =
1√
λ

sin
(√

λt
)
Bα + cos

(√
λt
)
Aα.

y (t, α) =
1√
λ

sin
(√

λt
)
Bα + cos

(√
λt
)
Aα.

Case 4) If y is (2) differentiable and y
′

is (2) differentiable, since

s2L (y (t, α))	 sy (0, α)− y
′
(0, α) = −λL (y (t, α))

we have the equations

s2L
(
y (t, α)

)
− sy (0, α)− y

′
(0, α) = −λL (y (t, α))

s2L (y (t, α))− sy (0, α)− y
′
(0, α) = −λL

(
y (t, α)

)
Using the initial values and taking the necessary operations,

L
(
y (t, α)

)
=

s3

s4 − λ2
Aα +

s2

s4 − λ2
Bα −

λs

s4 − λ2
Aα −

λ

s4 − λ2
Bα,
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L (y (t, α)) =
s3

s4 − λ2
Aα +

s2

s4 − λ2
Bα −

λs

s4 − λ2
Aα −

λ

s4 − λ2
Bα.

Taking inverse Laplace transforms of the equations, the lower and the upper solu-
tions are obtained as

y (t, α) =
e
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)
+
e−
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)

+
sin
(√

λt
)

2
√
λ

(
Bα +Bα

)
+

cos
(√

λt
)

2

(
Aα +Aα

)
,

y (t, α) =
e
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)
+
e−
√
λt

4

(
Bα −Bα√

λ
+Aα −Aα

)

+
sin
(√

λt
)

2
√
λ

(
Bα +Bα

)
+

cos
(√

λt
)

2

(
Aα +Aα

)
.

Theorem 3.1. (1,1) solution of the initial value problem (3.1)-(3.2) is a valid
α−level set for t > 0 satisfying the inequality

e2
√
λt ≥

((
b− b

)
−
√
λ (a− a)(

b− b
)

+
√
λ (a− a)

)
.

Proof. If

∂y (t, α)

∂α
≥ 0,

∂y (t, α)

∂α
≤ 0, y (t, α) ≤ y (t, α)

(1,1) solution of the initial value problem (3.1)-(3.2) is valid α−level set. Thus, it
must be

e
√
λt

(
b− b√
λ

+ a− a
)
− e−

√
λt

(
b− b√
λ
− a− a

)
≥ 0.

Since (
b− b

)
+
√
λ (a− a) ≥ 0,

we have

e
√
λt ≥ e−

√
λt

((
b− b

)
−
√
λ (a− a)(

b− b
)

+
√
λ (a− a)

)
.
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Consequently, (1,1) solution of the initial value problem (3.1)-(3.2) is a valid α−level
set for t > 0 satisfying the inequality

e2
√
λt ≥

((
b− b

)
−
√
λ (a− a)(

b− b
)

+
√
λ (a− a)

)
.

Theorem 3.2. (1,2) solution of the initial value problem (3.1)-(3.2) is valid α−level

set, for t ∈
(

0, π
2
√
λ

)
satisfying the inequality

t ≥ 1√
λ

tan−1
(
−
√
λ

(
a− a
b− b

))
.

Proof. If

1√
λ

sin
(√

λt
) (
b− b

)
+ cos

(√
λt
)

(a− a) ≥ 0,

(1,2) solution of the initial value problem (3.1)-(3.2) is valid α−level set. For
√
λt ∈(

0, π2
)
⇒ t ∈

(
0, π

2
√
λ

)
, we have

tan
(√

λt
)
≥ −
√
λ

(
a− a
b− b

)
⇒ t ≥ 1√

λ
tan−1

(
−
√
λ

(
a− a
b− b

))
.

This completes the proof.

Theorem 3.3. (2,1) solution of the initial value problem (3.1)-(3.2) is a valid

α−level set for t ∈
(

0, π
2
√
λ

)
satisfying the inequality

t ≤ 1√
λ

tan−1
(√

λ

(
a− a
b− b

))
.

Proof. The proof is similar.

Theorem 3.4. (2,2) solution of the initial value problem (3.1)-(3.2) is a valid
α−level set for t > 0 satisfying the inequality

e−2
√
λt ≥

((
b− b

)
−
√
λ (a− a)(

b− b
)

+
√
λ (a− a)

)
.

Proof. The proof is similar.

Theorem 3.5. All of the solutions are symmetric triangular fuzzy numbers for
any t > 0.
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Proof. For (1,1) solution, since

y (t, 1) =
sin
(√

λt
)

2
√
λ

(
b+ b

)
+

cos
(√

λt
)

2
(a+ a) = y (t, 1) ,

and

y (t, 1)− y (t, α) =
e
√
λt

4
(1− α)

(
b− b√
λ

+ (a− a)

)
e−
√
λt

4
(α− 1)

(
b− b√
λ
− (a− a)

)
= y (t, α)− y (t, 1) ,

(1,1) solution of the initial value problem (3.1)-(3.2) is a symmetric triangular fuzzy
number for any t > 0. For (1,2) solution, since

y (t, 1) =
1√
λ

sin
(√

λt
)(b+ b

2

)
+ cos

(√
λt
)(a+ a

2

)
= y (t, 1) ,

and

y (t, 1)− y (t, α) = (1− α)

(
1√
λ

sin
(√

λt
)(b− b

2

)
+ cos

(√
λt
)(a− a

2

))
= y (t, α)− y (t, 1) ,

(1,2) solution of the initial value problem (3.1)-(3.2) is a symmetric triangular fuzzy
number for any t > 0. For (1,2) and (2,2) solutions, the proof is similar.

Example 3.1. Consider the solutions of the fuzzy initial value problem

y′′(t) = −y(t), y(0) = [1]α , y
′
(0) = [2]α(3.3)

by fuzzy Laplace transform, where [1]α = [α, 2− α] , [2]α = [1 + α, 3− α] with supports
[0, 2] and [1, 3], respectively.
For (1,1) solution, the lower and the upper solutions are

y (t, α) = et (α− 1) + 2 sin t+ cos t,

y (t, α) = et (1− α) + 2 sin t+ cos t.

For (1,2) solution, the lower and the upper solutions are

y (t, α) = (1 + α) sin (t) + α cos (t) ,

y (t, α) = (3− α) sin (t) + (2− α) cos (t) .

For (2,1) solution, the lower and the upper solutions are

y (t, α) = (3− α) sin (t) + α cos (t) ,
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y (t, α) = (1 + α) sin (t) + (2− α) cos (t) .

For (2,2) solution, the lower and the upper solutions are

y (t, α) = e−t (α− 1) + 2 sin t+ cos t,

y (t, α) = e−t (1− α) + 2 sin t+ cos t.

(1,1) solution is a valid α−level set since et > 0. (1,2) solution is a valid α−level set since
t− tan−1 (−1) > 0 for t ∈

(
0, π

2

)
according to figure 3.1. (2,1) solution is a valid α−level

set since t − tan−1 (1) ≤ 0 for t ∈ (0, 0.785398] on
(
0, π

2

)
according to figure 3.2. (2,2)

solution is a valid α−level set since e−t > 0. All of the solutions are symmetric triangular
fuzzy numbers. Also, we can see graphics of solutions for α = 0.2 in figure 3.3-figure 3.6.

Figure 3.1. Graphic of the function t− tan−1 (−1)

Figure 3.2. Graphic of the function t− tan−1 (1)
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Figure 3.3. Graphic of (1,1) solution for α = 0.2

Figure 3.4. Graphic of (1,2) solution for α = 0.2

Figure 3.5. Graphic of (2,1) solution for α = 0.2
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Figure 3.6. Graphic of (2,2) solution for α = 0.2

Red → y
α

(t), Blue → yα (t), Green → y
1

(t) = y1 (t)

4. Conclusions

In this paper, fuzzy initial value problem with negative coefficient is studied by
fuzzy Laplace transform and generalized differentiability. Solutions are found and
comparison results are given. It has been proved that the solutions are valid fuzzy
functions, which has been shown on an example. It has also been found that when
(1,1), (2,1) and (2,2) solutions are valid α− level sets, (1,2) solution is a valid
α− level set for t ∈ (0, 0.785398]. However, we can see that (1,1) solution behaves
differently from the crips solution in figure 3.3. It means that (1,1) solution becomes
fuzzier as time goes by.
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GENERALIZED BESSEL AND FRAME MEASURES

Fariba Zeinal Zadeh Farhadi, Mohammad Sadegh Asgari,
Mohammad Reza Mardanbeigi and Mahdi Azhini

Abstract. Considering a finite Borel measure µ on Rd, a pair of conjugate exponents
p, q, and a compatible semi-inner product on Lp(µ), we have introduced (p, q)-Bessel
and (p, q)-frame measures as a generalization of the concepts of Bessel and frame mea-
sures. In addition, we have defined the notions of q-Bessel sequence and q-frame in the
semi-inner product space Lp(µ). Every finite Borel measure ν is a (p, q)-Bessel mea-
sure for a finite measure µ. We have constructed a large number of examples of finite
measures µ which admit infinite (p, q)-Bessel measures ν. We have showed that if ν is
a (p, q)-Bessel/frame measure for µ, then ν is σ-finite and it is not unique. In fact, by
using the convolutions of probability measures, one can obtain other (p, q)-Bessel/frame
measures for µ. We have presented a general way of constructing a (p, q)-Bessel/frame
measure for a given measure.
Keywords: Fourier frame, Plancherel theorem, spectral measure, frame measure,
Bessel measure, semi-inner product.

1. Introduction

According to [5], a Borel measure ν on Rd is called a dual measure for a given
measure µ on Rd if for every f ∈ L2(µ),∫

Rd
|f̂dµ(t)|2dν(t) '

∫
Rd
|f(x)|2dµ(x),(1.1)

where for a function f ∈ L1(µ) the Fourier transform is given by

f̂dµ(t) =

∫
Rd
f(x)e−2πit·xdµ(x) (t ∈ Rd).

Precisely, the equivalence in equation (1.1) means that there are positive constants
A and B independent of the function f(x) such that

A

∫
Rd
|f(x)|2dµ(x) ≤

∫
Rd
|f̂dµ(t)|2dν(t) ≤ B

∫
Rd
|f(x)|2dµ(x).
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Therefore, when A = B = 1, by Plancherel’s theorem for Lebesgue measure λ on
Rd, λ is a dual measure to itself. Dual measures are in fact a generalization of
the concept of Fourier frames and they are also called frame measures. According
to [5], if µ is not an F -spectral measure (see Definition 2.3), then there cannot
be any general statement about the existence of frame measures ν. Nevertheless,
the authors showed that if one frame measure exists, then by using convolutions
of measures, many frame measures can be obtained, especially a frame measure
which is absolutely continuous with respect to Lebesgue measure. Moreover, they
presented a general way of constructing Bessel/frame measures for a given measure.

In this paper, we generalize the notion of Bessel/frame measure from Hilbert
spaces L2(µ), L2(ν) to Banach spaces Lp(µ), Lq(ν) (p, q are conjugate exponents)
via a compatible semi-inner product defined on Lp(µ). Compatible semi-inner prod-
ucts are natural substitutes for inner products on Hilbert spaces. We introduce
(p, q)-Bessel and (p, q)-frame measures, and we define notions of q-Bessel sequence
and q-frame in the semi-inner product space Lp(µ). Then we investigate the exis-
tence and some general properties of them.

The rest of this paper is organized as follows: In Section 2, basic definitions
and preliminaries are given. In Section 3, we investigate the existence of (p, q)-
Bessel/frame measures. We show that every finite Borel measure ν is a (p, q)-Bessel
measure for a finite measure µ. In addition, we construct a large number of exam-
ples of measures which admit infinite discrete (p, q)-Bessel measures, by F-spectral
measures and applying the Riesz-Thorin interpolation theorem. In general, for
every spectral measure (B-spectral measure, or F-spectral measure respectively) µ,
there exists a discrete measure ν =

∑
λ∈Λµ

δλ which is a Plancherel measure (Bessel

measure or frame measure respectively) for µ. Then the Riesz-Thorin interpolation
theorem yields that ν is also a (p, q)-Bessel measure for µ, where 1 ≤ p ≤ 2 and q is
the conjugate exponent to p. Moreover, this shows that if µ is a spectral measure
(B-spectral measure, or F-spectral measure), then the set {eλ}λ∈Λµ forms a q-Bessel
sequence for Lp(µ). It is known [13, 19] that if a measure µ is an F-spectral mea-
sure, then it must be of pure type, i.e., µ is either discrete, absolutely continuous
or singular continuous. Therefore, we consider such measures in constructing the
examples. The interested reader can refer to [3, 6, 7, 9, 13, 16, 18, 19, 20, 21, 23, 24]
to see examples and properties of spectral measures (B-spectral measures, or F-
spectral measures) and related concepts. Besides discrete (p, q)-Bessel measures
ν =

∑
λ∈Λµ

δλ associated to spectral measures (B-spectral measures, or F-spectral

measures) µ, we prove that there exists an infinite absolutely continuous (p, q)-Bessel
measure ν for some finite measures µ (see Proposition 3.12 and Example 4.1). We
show that if ν is a (p1, q1)-Bessel/frame measure and (p2, q2)-Bessel/frame measure
for µ, where 1 ≤ p1, p2 < ∞ and q1, q2 are the conjugate exponents to p1, p2, re-
spectively, then ν is a (p, q)-Bessel measure for µ too, where p1 < p < p2 and q is
the conjugate exponent to p. Consequently, if ν is a Bessel/frame measure for µ,
then it is a (p, q)-Bessel measure for µ too. In Proposition 3.10 we prove that there
exists a measure µ which admits tight (p, q)-frame measures and (p, q)-Plancherel
measures. Section 4 is devoted to investigating properties of (p, q)-Bessel/frame
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measures based on the results by Dutkay, Han, and Weber from [5].

2. Preliminaries

Definition 2.1. Let t ∈ Rd. Denoted by et the exponential function

et(x) = e2πit·x (x ∈ Rd).

Definition 2.2. Let H be a Hilbert space. A sequence {fi}i∈I of elements in H
is called a Bessel sequence for H if there exists a positive constant B such that for
all f ∈ H, ∑

i∈I
| 〈f, fi〉 |2 ≤ B‖f‖2.

Here B is called the Bessel bound for the Bessel sequence {fi}i∈I .
The sequence {fi}i∈I is called a frame for H, if there exist constants A,B > 0

such that for all f ∈ H,

A‖f‖2 ≤
∑
i∈I
| 〈f, fi〉 |2 ≤ B‖f‖2.

In this case, A and B are called frame bounds.

Frames are a natural generalization of orthonormal bases. It is easily seen from
the lower bound that a frame is complete in H, so every f can be expressed using
(infinite) linear combination of the elements fi in the frame [2].

Definition 2.3. Let µ be a compactly supported probability measure on Rd and
Λ be a countable set in Rd, the set E(Λ) = {eλ : λ ∈ Λ} is called a Fourier frame
for L2(µ) if for all f ∈ L2(µ),

A‖f‖2L2(µ) ≤
∑
λ∈Λ

| 〈f, eλ〉L2(µ) |
2 ≤ B‖f‖2L2(µ).

When E(Λ) is an orthonormal basis (Bessel sequence, or frame) for L2(µ), we say
that µ is a spectral measure (B-spectral measure, or F-spectral measure respectively)
and Λ is called a spectrum (B-spectrum, or F-spectrum respectively) for µ.

We give the following definition from [5], assuming that the given measure µ is a
finite Borel measure on Rd.

Definition 2.4. [[5]] Let µ be a finite Borel measure on Rd. A Borel measure ν
is called a Bessel measure for µ, if there exists a positive constant B such that for
every f ∈ L2(µ),

‖f̂dµ‖2L2(ν) ≤ B‖f‖
2
L2(µ).

Here B is called a (Bessel) bound for ν.
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The measure ν is called a frame measure for µ if there exist positive constants
A,B such that for every f ∈ L2(µ),

A‖f‖2L2(µ) ≤ ‖f̂dµ‖
2
L2(ν) ≤ B‖f‖

2
L2(µ).

In this case, A and B are called (frame) bounds for ν. The measure ν is called a
tight frame measure if A = B and Plancherel measure if A = B = 1 (see also [8]).

The set of all Bessel measures for µ with fixed bound B is denoted by BB(µ) and
the set of all frame measures for µ with fixed bounds A,B is denoted by FA,B(µ).

Remark 2.1. A compactly supported probability measure µ is an F-spectral measure if
and only if there exists a countable set Λ in Rd such that ν =

∑
λ∈Λ δλ is a frame measure

for µ.

Definition 2.5. A finite set of contraction mappings {τi}ni=1 on a complete metric
space is called an iterated function system (IFS). Hutchinson [15] proved that, for
the metric space Rd, there exists a unique compact subset X of Rd, which satisfies
X =

⋃n
i=1 τi(X). Moreover, if the IFS is associated with a set of probability weights

{ρi}ni=1 (i.e., 0 < ρi < 1,
∑n
i=1 ρi = 1), then there exists a unique Borel probability

measure µ supported on X such that µ =
∑n
i=1 ρi(µ ◦ τ

−1
i ). The corresponding X

and µ are called the attractor and the invariant measure of the IFS, respectively. It
is well known that the invariant measure is either absolutely continuous or singular
continuous with respect to Lebesgue measure. In an affine IFS each τi is affine
and represented by a matrix. If R is a d × d expanding integer matrix (i.e., all
eigenvalues λ satisfy |λ| > 1), and A ⊂ Zd, with #A =: N ≥ 2, then the following
set (associated with a set of probability weights) is an affine iterated function system.

τa(x) = R−1(x+ a) (x ∈ Rd, a ∈ A).

Since R is expanding, the maps τa are contractions (in an appropriate metric equiv-
alent to the Euclidean one). In some cases, the invariant measure µA is a fractal
measure (see [3]). For example singular continuous invariant measures supported
on Cantor type sets are fractal measures (see [15, 14]).

Definition 2.6. [[22]](Semi-inner product spaces)
Let X be a vector space over the filed F of complex (real) numbers. If a function
[·, ·] : X ×X → F satisfies the following properties:

1. [x+ y, z] = [x, z] + [y, z], for x, y, z ∈ X;

2. [λx, y] = λ[x, y], for λ ∈ F and x, y ∈ X;

3. [x, x] > 0, for x 6= 0;

4. |[x, y]|2 ≤ [x, x][y, y],
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then [·, ·] is called a semi-inner product and the pair(X, [·, ·]) is called a semi-inner

product space. It is easy to observe that ‖x‖ = [x, x]
1
2 is a norm on X. So every

semi-inner product space is a normed linear space. On the other hand, one can
generate a semi-inner product in a normed linear space, in infinitely many different
ways.

As a matter of fact, semi-inner products provide the possibility of carrying over
Hilbert space type arguments to Banach spaces.

Every Banach space has a semi-inner product that is compatible. For exam-
ple consider the Banach function space Lp(X,µ), p ≥ 1, a compatible semi-inner
product on this space is defined by (see [12])

[f, g]Lp(µ) :=
1

‖g‖p−2
Lp(µ)

∫
X

f(x)|g(x)|p−1sgn(g(x))dµ(x),

for every f, g ∈ Lp(X,µ) with ‖g‖Lp(µ) 6= 0, and [f, g]Lp(µ) = 0 for ‖g‖Lp(µ) = 0.

To construct frames in a Hilbert space H the sequence space l2 is required.
Similarly, to construct frames in a Banach space X one needs a Banach space
of scaler valued sequences Xd (in fact a BK-space Xd, see [1] and the references
therein). According to Zhang and Zhang [26] frames in Banach spaces can be
defined via a compatible semi-inner product in the following way:

Definition 2.7. Let X be a Banach space with a compatible semi-inner product
[·, ·] and norm ‖ · ‖X . Let Xd be an associated BK-space with norm ‖ · ‖Xd . A
sequence of elements {fi}i∈I ⊆ X is called an Xd-frame for X if {[f, fi]}i∈I ∈ Xd

for all f ∈ X, and there exist constants A,B > 0 such that for every f ∈ X,

A‖f‖X ≤ ‖{[f, fi]}i∈I‖Xd ≤ B‖f‖X .

See also [25].

Based on Definition 2.7, we present the next definition. We consider the function
space Lp(µ) and the sequence space lq(I) (where p > 1 and q is the conjugate
exponent to p) as the Banach space and the BK- space, respectively.

Definition 2.8. Suppose that 1 < p, q <∞ and 1/p+ 1/q = 1. Let µ be a finite
Borel measure on Rd and let [·, ·] be the compatible semi-inner product on Lp(µ)
as defined above. We say that a sequence {fi}i∈I is a q-Bessel sequence for Lp(µ)
if there exists a constant B > 0 such that for every f ∈ Lp(µ),∑

i∈I
|[f, fi]Lp(µ)|q ≤ B‖f‖qLp(µ).

We call B a (q-Bessel) bound.
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We say the sequence {fi}i∈I is a q-frame for Lp(µ) if there exist constants
A,B > 0 such that for every f ∈ Lp(µ),

A‖f‖qLp(µ) ≤
∑
i∈I
|[f, fi]Lp(µ)|q ≤ B‖f‖qLp(µ).

We call A,B (q-frame) bounds. We call the sequence {fi}i∈I a tight q-frame if
A = B and Parseval q-frame if A = B = 1.

We extend the notions of Bessel and frame measures as follows.

Definition 2.9. Suppose that 1 ≤ p <∞, 1 < q ≤ ∞ and 1/p+1/q = 1. Let µ be
a finite Borel measure on Rd, and let [·, ·] be the compatible semi-inner product on
Lp(µ) as defined above. We say that a Borel measure ν is a (p, q)-Bessel measure
for µ, if there exists a constant B > 0 such that for every f ∈ Lp(µ),∫

Rd
|[f, et]Lp(µ)|qdν(t) ≤ B‖f‖qLp(µ) (p 6= 1, q 6=∞)

and
‖f̂dµ‖∞ ≤ B‖f‖L1(µ) (p = 1, q =∞).

We call B a ((p, q)-Bessel) bound for ν.

We say the Borel measure ν is a (p, q)-frame measure for µ, if there exist con-
stants A,B > 0 such that for every f ∈ Lp(µ),

A‖f‖qLp(µ) ≤
∫
Rd
|[f, et]Lp(µ)|qdν(t) ≤ B‖f‖qLp(µ) (p 6= 1, q 6=∞)

and
A‖f‖L1(µ) ≤ ‖f̂dµ‖∞ ≤ B‖f‖L1(µ) (p = 1, q =∞).

We call A,B ((p, q)-frame) bounds for ν. If A = B, we call the measure ν a tight
(p, q)-frame measure and if A = B = 1, we call it a (p, q)-Plancherel measure.

We denote the set of all (p, q)-Bessel measures for µ with fixed bound B by
BB(µ)p,q and the set of all (p, q)-frame measures for µ with fixed bounds A,B by
FA,B(µ)p,q.

Remark 2.2. Since [f, et]Lp(µ) =
∫
Rd
f(x)e−2πit·xdµ(x) = f̂dµ(t) for any f ∈ Lp(µ) and

t ∈ Rd, we can also write f̂dµ(t) instead of [f, et]Lp(µ). If there exists a (p, q)-Bessel/frame

measure ν for µ, then the function Tν : Lp(µ)→ Lq(ν) defined by Tνf = f̂dµ is linear and
bounded. For p = 1, q =∞, every σ-finite measure ν on Rd is a (1,∞)-Bessel measure for

µ, since we always have ‖f̂dµ‖∞ ≤ ‖f‖L1(µ). More precisely, ν ∈ B1(µ)(1,∞).

Theorem 2.1. [10] (Riesz-Thorin interpolation theorem) Let 1 ≤ p0, p1, q0, q1 ≤
∞, where p0 6= p1 and q0 6= q1, and let T be a linear operator. Suppose that for some
measure spaces (Y, ν), (X,µ), T : Lp0(X,µ)→ Lq0(Y, ν) is bounded with norm C0,
and T : Lp1(X,µ) → Lq1(Y, ν) is bounded with norm C1. Then for all θ ∈ (0, 1)
and p, q defined by 1/p = (1− θ)/p0 + θ/p1; 1/q = (1− θ)/q0 + θ/q1, there exists a

constant C such that C ≤ C
(1−θ)
0 Cθ1 and T : Lp(X,µ) → Lq(Y, ν) is bounded with

norm C.
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3. Existence and Examples

In this section, we will investigate the existence of (p, q)-Bessel and (p, q)-frame
measures and also the existence of q-Bessel sequences and q-frames. In addition, we
will construct the examples of measures which admit (p, q)-Bessel measures.

Proposition 3.1. Suppose that 1 < p, q <∞ and 1/p+ 1/q = 1. Let µ be a finite
Borel measure. Then every finite Borel measure ν is a (p, q)-Bessel measure for µ.

Proof. Take f ∈ Lp(µ) and t ∈ Rd. Then by applying Holder’s inequality

|[f, et]Lp(µ)| ≤
∫
Rd
|f(x)e−2πit·x|dµ(x) ≤ (µ(Rd))

1
q ‖f‖Lp(µ).

Thus, ∫
Rd
|[f, et]Lp(µ)|qdν(t) ≤ µ(Rd)ν(Rd)‖f‖qLp(µ).

Therefore ν ∈ Bµ(Rd)ν(Rd)(µ)(p,q). For p = 1, q =∞, as we mentioned in Remark 2.2
ν ∈ B1(µ)(1,∞).

Proposition 3.2. Suppose that 1 < p, q < ∞ and 1/p + 1/q = 1. Let Λ ⊂ Rd,
#Λ < ∞ and let µ be a finite Borel measure. Then the finite sequence {eλ}λ∈Λ is
a q-Bessel sequence for Lp(µ).

Proof. Consider the finite discrete measure ν =
∑
λ∈Λ δλ. Since∑

λ∈Λ

|[f, eλ]Lp(µ)|q =

∫
Rd
|[f, et]Lp(µ)|qdν(t),

then the assertion follows from Proposition 3.1.

Remark 3.1. Proposition 3.1 shows that the Bessel bound may change for different
measures ν. So if we consider Borel probability measures ν, then we have a fixed Bessel
bound µ(Rd) for all ν. Moreover, this Bessel bound does not depend on p, q, i.e., for every
probability measure ν we have ν ∈ Bµ(Rd)(µ)(p,q), where 1 < p <∞ and q is the conjugate
exponent to p. In addition, we obtain from Proposition 3.1 that for all conjugate exponents
p, q > 1 the set Bµ(Rd)(µ)p,q is infinite, since there are infinitely many probability measures

ν (such as every measure ν = 1
λ(S)

χSdλ where S ⊂ Rd with the finite Lebesgue measure

λ(S), every finite discrete measure ν = 1
n

∑n
a=1 δa where δa denotes the Dirac measure

at the point a, every invariant measure obtained from an iterated function system, and
others).

Proposition 3.3. Suppose that 1 < p, q <∞ and 1/p+ 1/q = 1. Let ν be a finite
Borel measure. Then ν is a (p, q)-Bessel measure for every finite Borel measure µ.
In addition, ν ∈ Bν(Rd)(µ)(p,q) for all probability measures µ.

Proof. See the proof of Proposition 3.1.
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Corollary 3.1. Suppose that 1 < p, q < ∞ and 1/p + 1/q = 1. A finite Borel
measure ν is a (p, q)-Bessel measure for a finite Borel measure µ, if and only if µ
is a (p, q)-Bessel measure for ν. In particular, every finite Borel measure µ is a
(p, q)-Bessel measure to itself.

Proof. The statements are direct consequences of Propositions 3.1 and 3.3.

Lemma 3.1. Suppose that 1 < p, q < ∞ and 1/p + 1/q = 1. Let µ be a finite
Borel measure. Then the following assertions hold.

(i) If there exists a countable set Λ in Rd such that {eλ}λ∈Λ is a q-frame for
Lp(µ), then ν =

∑
λ∈Λ δλ is a (p, q)-frame measure for µ.

(ii) If ν is purely atomic, i.e., ν =
∑
λ∈Λ dλδλ, and a (p, q)-frame measure for

the probability measure µ, then { q
√
dλ eλ}λ∈Λ is a q-frame for Lp(µ).

Proof. (i) Let ν =
∑
λ∈Λ δλ. Then for all f ∈ Lp(µ),∑
λ∈Λ

|[f, eλ]Lp(µ)|q =

∫
Rd
|[f, et]Lp(µ)|qdν(t).

(ii) Since for all f ∈ Lp(µ),∫
Rd
|[f, et]Lp(µ)|qdν(t) =

∑
λ∈Λ

dλ|[f, eλ]Lp(µ)|q =
∑
λ∈Λ

|[f, q
√
dλeλ]|q.

Example 3.1. Suppose that 1 ≤ p ≤ 2 and q is the conjugate exponent to p. If f ∈
Lp([0, 1]d), then from the Hausdorff-Young inequality we have f̂ ∈ lq(Zd) and ‖f̂‖q ≤
‖f‖p. Therefore, the measure ν =

∑
t∈Zd δt is a (p, q)-Bessel measure for µ = χ{[0,1]d}dx.

Besides, {et}t∈Zd is a q-Bessel sequence for Lp(µ), since
∑
t∈Zd |[f, et]Lp(µ)|q ≤ ‖f‖qp, where

1 < p ≤ 2 and q is the conjugate exponent to p.

Proposition 3.4. Suppose 1 < p ≤ 2 and q is the conjugate exponent to p. Let
µ = χ{[0,1]d}dx and let 0 < a ≤ φ(x) ≤ b < ∞ on [0, 1]d. If φt(x) := φ(x) for all

t ∈ Zd, then {φtet}t∈Zd is a q-Bessel sequence for Lp(µ).

Proof. Take f ∈ Lp(µ). We have 1

‖φ‖p−2
p

φp−1f ∈ Lp(µ), since∫
Rd
|f(x)|p

∣∣∣∣φp−1(x)

‖φ‖p−2
p

∣∣∣∣p dµ(x) ≤ b(p−1)p

a(p−2)p

∫
Rd
|f(x)|pdµ(x) <∞.

Hence by Example 3.1,∑
t∈Zd

∣∣[f, φtet]Lp(µ)

∣∣q =
∑
t∈Zd

∣∣∣∣ 1

‖φ‖p−2
p

∫
Rd
f(x) |φ(x)et(x)|p−1

e−t(x)dµ(x)

∣∣∣∣q

≤
∣∣∣∣∫

Rd
|f(x)|p

∣∣∣∣φp−1(x)

‖φ‖p−2
p

∣∣∣∣p dµ(x)

∣∣∣∣q/p ≤ bp

ap−q
‖f‖qp.
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Corollary 3.2. Suppose that 1 < p, q < ∞ and 1/p + 1/q = 1. Let µ be a
probability measure. Let 0 < a ≤ φ(x) ≤ b <∞ on suppµ and φi(x) := φ(x) for all
i ∈ I. If {fi}i∈I is a q-frame for Lp(µ), then {φifi}i∈I is also a q-frame for Lp(µ)
and for every f ∈ Lp(µ),

ap

bp−q
A ‖ f ‖qLp(µ)≤ ‖{[f, φifi]Lp(µ)}i∈I‖q ≤

bp

ap−q
B‖f‖qLp(µ).

Remark 3.2. Example 3.1 cannot be extended to the case p > 2, since there exist
continuous functions f such that

∑
n∈Z |[f, en]Lp(µ)|2−ε = ∞ for all ε > 0. Therefore,

ν =
∑
n∈Z δn is not a (p, q)-Bessel measure for µ = χ[0,1]dx where p > 2 and also {en}n∈Z

is not a q-Bessel sequence for Lp(µ). As an example take f(x) =
∑∞
n=2

ein logn

n1/2(logn)2
einx

(see [17]).

Proposition 3.5. Suppose that 1 < p, q < ∞ and 1/p + 1/q = 1. Let µ be a
compactly supported Borel probability measure. Consider two subsets of Rd, Λ =
{λn : n ∈ N} and Ω = {ωn : n ∈ N} with the property that there exists a positive
constant C such that |λn − ωn| ≤ C for n ∈ N.

(i) If {eλn}n∈N is a q-Bessel sequence for Lp(µ), then {eωn}n∈N is a q-Bessel
sequence too.

(ii) If {eλn}n∈N is a q-frame for Lp(µ), then there exists a δ > 0 such that if
C ≤ δ then {eωn}n∈N is a q-frame too (see [3]).

Proof. We need only consider the case, when all ωn = ((ωn)1, . . . , (ωn)d) differ from
λn = ((λn)1, . . . , (λn)d) just on the first component, then the assertion follows by
induction on the number of components.
Let suppµ ⊆ [−M,M ]d for some M > 0. Let f ∈ Lp(µ) and x ∈ Rd. The function

f̂dµ is analytic in each variable t1, . . . , td. Moreover, for every t ∈ Rd

∂kf̂dµ

∂tk1
(t) =

∫
f(x)(−2πix1)ke−2πit·xdµ(x) =

[
(−2πix1)kf, et

]
Lp(µ)

.

Writing the Taylor expansion at (λn)1 in the first variable and using Holder’s in-
equality, for all n ∈ N,

∣∣∣f̂dµ(ωn)− f̂dµ(λn)
∣∣∣q =

∣∣∣∣∣∣
∞∑
k=1

∂kf̂dµ
∂tk1

(λn)

k!
((ωn)1 − (λn)1)k

∣∣∣∣∣∣
q

≤
∞∑
k=1

∣∣∣∂kf̂dµ∂tk1
(λn)

∣∣∣q
k!

·

( ∞∑
k=1

|(ωn)1 − (λn)1|pk

k!

)q/p

≤
∞∑
k=1

∣∣∣∂kf̂dµ∂tk1
(λn)

∣∣∣q
k!

·

( ∞∑
k=1

Cpk

k!

)q−1

=

∞∑
k=1

∣∣∣∂kf̂dµ∂tk1
(λn)

∣∣∣q
k!

·
(
eC

p

− 1
)q−1

.
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Considering the q-Bessel sequence {eλn}n∈N with a bound B, we obtain

∑
n∈N

∣∣∣∣∣∂kf̂dµ∂tk1
(λn)

∣∣∣∣∣
q

=
∑
n∈N

∣∣∣[(−2πix1)kf, eλn
]
Lp(µ)

∣∣∣q ≤ B‖(−2πix1)kf‖qLp(µ)

≤ B(2πM)qk‖f‖qLp(µ).

Then∑
n∈N

∣∣∣f̂dµ(ωn)− f̂dµ(λn)
∣∣∣q ≤ B

(
eC

p

− 1
)q−1

‖f‖qLp(µ)

∞∑
k=1

(2πM)qk

k!

= B
(
eC

p

− 1
)q−1 (

e(2πM)q − 1
)
‖f‖qLp(µ).

Hence by Minkowski’s inequality,(∑
n∈N
|f̂dµ(ωn)|q

)1/q

≤

(∑
n∈N
|f̂dµ(λn)|q

)1/q

+

(∑
n∈N

∣∣∣f̂dµ(ωn)− f̂dµ(λn)
∣∣∣q)1/q

≤

(
B1/q +

(
B
(
eC

p

− 1
)q−1 (

e(2πM)q − 1
))1/q

)
‖f‖Lp(µ),

and this implies that {eωn}n∈N is a q-Bessel sequence for Lp(µ).
To show that {eωn}n∈N is also a q-frame for Lp(µ), let A be a lower bound for
{eλn}n∈N. Take δ > 0 small enough such that for 0 < C ≤ δ,

A1/q −
(
B
(
eC

p

− 1
)q−1 (

e(2πM)q − 1
))1/q

> 0.

Then, by Minkowski’s inequality,(∑
n∈N
|f̂dµ(ωn)|q

)1/q

≥

(∑
n∈N
|f̂dµ(λn)|q

)1/q

−

(∑
n∈N

∣∣∣f̂dµ(ωn)− f̂dµ(λn)
∣∣∣q)1/q

≥

(
A1/q −

(
B
(
eC

p

− 1
)q−1 (

e(2πM)q − 1
))1/q

)
‖f‖Lp(µ).

Thus the assertion follows.

Proposition 3.6. Suppose that 1 ≤ p0, p1 <∞ and q0, q1 are the conjugate expo-
nents to p0, p1 respectively. If ν is a (p0, q0)-Bessel measure and a (p1, q1)-Bessel
measure for µ, then ν is also a (p, q)-Bessel measure for µ, where p0 < p < p1 and
q is the conjugate exponent to p.

Proof. If ν is a (p0, q0)-Bessel measure for µ with bound C and also a (p1, q1)-Bessel
measure with bound D, we have

∀f ∈ Lp0(µ) ‖f̂dµ‖q0Lq0 (ν) ≤ C‖f‖
q0
Lp0 (µ),
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and
∀f ∈ Lp1(µ) ‖f̂dµ‖q1Lq1 (ν) ≤ D‖f‖

q1
Lp1 (µ).

Now if 1/p = (1− θ)/p0 + θ/p1; 1/q = (1− θ)/q0 + θ/q1, where 0 < θ < 1 (i.e.,
p0 < p < p1 and 1/p+1/q = 1), then the Riesz-Thorin interpolation theorem yields

∀f ∈ Lp(µ) ‖f̂dµ‖qLq(ν) ≤ B
q‖f‖qLp(µ).

where B ≤ C
1
q0

(1−θ)D
1
q1
θ (Considering the fact that if p0 = 1 and q0 = ∞, then

C
1
q0 changes to C, and if p1 = 1 and q1 =∞, then D

1
q1 changes to D). Hence ν is

a (p, q)-Bessel measure for µ, where p0 < p < p1 and q is the conjugate exponent to
p.

Corollary 3.3. If ν is a Bessel/frame measure for µ, then ν is also a (p, q)-Bessel
measure for µ, where 1 ≤ p ≤ 2 and q is the conjugate exponent to p.

Proof. Let p0 = 1, q0 = ∞, p1 = 2, q1 = 2 in the assumption of Proposition 3.6,
then the conclusion follows.

Proposition 3.7. If ν ∈ FA,B(µ), then for any constant α > 0, ν is a frame
measure for αµ. More precisely ν ∈ FαA,αB(αµ).

Proof. Since ν ∈ FA,B(µ) for all f ∈ L2(µ),

A‖f‖2L2(µ) ≤ ‖f̂dµ‖
2
L2(ν) ≤ B‖f‖

2
L2(µ),

and we have

‖α̂fdµ‖2L2(ν) =

∫
Rd

∣∣∣∣∫
Rd
f(x)e−t(x)dαµ(x)

∣∣∣∣2 dν(t) = ‖f̂dαµ‖2L2(ν).

Since αf ∈ L2(µ),

A‖αf‖2L2(µ) ≤ ‖α̂fdµ‖
2
L2(ν) ≤ B‖αf‖

2
L2(µ) for all f ∈ L2(µ).

Therefore,

αA‖f‖2L2(αµ) ≤ ‖f̂dαµ‖
2
L2(ν) ≤ αB‖f‖

2
L2(αµ) for all f ∈ L2(αµ).

Hence ν ∈ FαA,αB(αµ).

Theorem 3.1. [23] There exists positive constants c, C such that for every set S ⊂
Rd of finite measure, there is a discrete set Λ ⊂ Rd such that E(Λ) is a frame for
L2(S) with frame bounds c|S| and C|S|, where |S| denotes the measure of S.

Theorem 3.2. Let S be a subset (not necessarily bounded) of Rd with finite Lebesgue
measure |S|. Then the probability measure µ = 1

|S|χSdx has an infinite discrete

(p, q)-Bessel measure ν, where 1 ≤ p ≤ 2 and q is the conjugate exponent to p.
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Proof. By Theorem 3.1, there are positive constants c, C such that for every set
S ⊂ Rd of finite Lebesgue measure |S|, there is a discrete set Λ ⊂ Rd such that
E(Λ) is a frame for L2(S) with frame bounds c|S| and C|S|. Then by considering
the upper bound of the frame, we have∑

λ∈Λ

| 〈f, eλ〉 |2 ≤ C|S|‖f‖2L2(S) for all f ∈ L2(S).

Let µ = 1
|S|χSdx, and then by Proposition 3.7,∑

λ∈Λ

| 〈f, eλ〉 |2 ≤ C‖f‖2L2(µ) for all f ∈ L2(µ).

In addition, ‖{[f, eλ]L1(µ)}λ∈Λ‖∞ ≤ ‖f‖L1(µ), for every f in L1(µ). Now if 1/p =
1− θ/2; 1/q = θ/2, for 0 < θ < 1 (i.e., 1 < p < 2 and q is the conjugate exponent
to p), then the Riesz-Thorin interpolation theorem yields∑

λ∈Λ

|[f, eλ]Lp(µ)|q ≤ Cq‖f‖qLp(µ) for all f ∈ Lp(µ),

where C ≤ C 1
2 θ. Therefore, ν =

∑
λ∈Λ δλ is a (p, q)-Bessel measure for µ = 1

|S|χSdx,

and we have ν ∈ BCq (µ)(p,q), where 1 < p < 2 and q is the conjugate exponent to
p. Moreover, ν ∈ BC(µ)(2,2) and ν ∈ B1(µ)(1,∞). On the other hand for every
1 < p < 2 and q (the conjugate exponent to p), {eλ}λ∈Λ is a q-Bessel sequence for
Lp(µ), with bound Cq.

If S ⊂ Rd is a compact set with positive Lebesgue measure, then by Theorem 3.1,
we always have the measure µ = 1

|S|χSdx is an F-spectral measure, but regardless

of the fact whether it is a spectral measure, it is related to Fuglede’s conjecture [11].
In the following example, we will consider a spectral measure of this type.

Example 3.2. Let µ = χ{[0,1]∪[2,3]}dx. The set of exponential functions {eλ : λ ∈ Λ :=
Z∪Z+ 1

4
} is an orthogonal basis for L2(µ) (see [9]). We will consider the probability measure

µ′ = 1
2
χ{[0,1]∪[2,3]}dx. Then for every f in L2(µ′) , we have

∑
λ∈Λ | 〈f, eλ〉L2(µ′) |

2 =

‖f‖2L2(µ′). In addition, for every f ∈ L1(µ′), we have ‖{[f, eλ]L1(µ′)}λ∈Λ‖∞ ≤ ‖f‖L1(µ′).
Now by applying the Riesz-Thorin interpolation theorem

∑
λ∈Λ |[f, eλ]L2(µ′)|q ≤ ‖f‖qLp(µ′),

for all f ∈ Lp(µ′), where 1 ≤ p ≤ 2 and q is the conjugate exponent to p. Hence,
ν =

∑
λ∈Λ δλ is a (p, q)-Bessel measure for µ′, especially ν ∈ B1(µ′)(p,q), where 1 ≤ p ≤ 2

and q is the conjugate exponent to p. Besides, {eλ}λ∈Λ is a q-Bessel sequence for Lp(µ′)
with bound 1, where 1 < p ≤ 2 and q is the conjugate exponent to p.

Proposition 3.8. [20] Let µ(x) = φ(x)dx be a compactly supported absolutely con-
tinuous probability measure. Then µ is an F-spectral measure if and only if the
density function φ(x) is bounded above and below almost everywhere on the support
(see also [8]).
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Corollary 3.4. If the density function of a compactly supported absolutely contin-
uous probability measure µ is essentially bounded above and below on the support,
then the following assertions hold.

(i) There exists an infinite (p, q)-Bessel measure ν =
∑
λ∈Λµ

δλ for µ, where
1 ≤ p ≤ 2 and q is the conjugate exponent to p. Moreover, when µ is a spectral
measure, we have ν ∈ B1(µ)p,q, where 1 ≤ p ≤ 2 and q is the conjugate exponent to
p.

(ii) There exists a q-Bessel sequence {eλ}λ∈Λµ for Lp(µ), where 1 < p ≤ 2
and q is the conjugate exponent to p. In addition, when µ is a spectral measure,
{eλ}λ∈Λµ is a q-Bessel sequence for Lp(µ) with bound 1, where 1 < p ≤ 2 and q is
the conjugate exponent to p.

Proof. The conclusion follows from Proposition 3.8 and the Riesz-Thorin interpo-
lation theorem (see the proof of Theorem 3.2 and also, see Example 3.2).

By Proposition 3.3, if 1 < p, q < ∞ and 1/p + 1/q = 1, then a fixed finite Borel
measure ν is a (p, q)-Bessel measure for every finite measure µ, especially ν ∈
Bν(Rd)(µ)(p,q) for all probability measures µ. In the following part, we will give an
example of a discrete spectral measure µ such that it has a finite discrete (p, q)-
Bessel measure ν with Bessel bound less than ν(Rd), precisely ν ∈ B1(µ)(p,q), where
1 ≤ p ≤ 2 and q is the conjugate exponent to p.

Example 3.3. Consider the atomic measure µ := 1
2
(δ0+δ 1

2
), the set {el : l ∈ L := {0, 1}}

is an orthonormal basis for L2(µ). Hence
∑
l∈L | 〈f, el〉L2(µ) |

2 = ‖f‖2L2(µ) for all f ∈ L2(µ).

Moreover, ‖{[f, el]L1(µ)}l∈L‖∞ ≤ ‖f‖L1(µ) for every f in L1(µ). Now by applying the
Riesz-Thorin interpolation theorem

∑
l∈L |[f, el]Lp(µ)|q ≤ ‖f‖qLp(µ), for all f ∈ Lp(µ),

where 1 ≤ p ≤ 2 and q is the conjugate exponent to p. Therefore, {el}l∈L is a finite
q-Bessel sequence for Lp(µ) with bound 1, and ν =

∑
l∈L δl is a finite discrete (p, q)-

Bessel measure for µ, especially ν ∈ B1(µ)(p,q), where 1 ≤ p ≤ 2 and q is the conjugate
exponent to p. When p > 2 and q is the conjugate exponent to p, based on Proposition 3.3
ν ∈ B2(µ)(p,q) and {el}l∈L is a finite q-Bessel sequence for Lp(µ) with bound 2.

Proposition 3.9. [13] Let µ =
∑
c∈C pcδc be a discrete probability measure on Rd.

µ is an F-spectral measure with an F-spectrum Λ if and only if #C < ∞ and
#Λ <∞.

Corollary 3.5. Let 1 < p, q < ∞ and 1/p + 1/q = 1. If µ is any probability
measure, then the following assertions hold.

(i) A finite discrete measure ν =
∑
λ∈Λ δλ is a (p, q)-Bessel measure for µ,

precisely ν ∈ Bν(Rd)(µ)(p,q). If µ =
∑
c∈C pcδc and if µ is an F-spectral measure

with the F-spectrum Λ, then for every 1 < p ≤ 2 there exists a positive constant C
such that we have ν ∈ BC(µ)(p,q) (q is the conjugate exponent to p). In addition,
If µ =

∑
c∈C pcδc is a spectral measure with the spectrum Λ, then we have ν ∈

B1(µ)(p,q), where 1 < p ≤ 2 and q is the conjugate exponent to p.
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(ii) A finite sequence {eλ}λ∈Λ is a q-Bessel sequence for Lp(µ) with bound ν(Rd)
(ν =

∑
λ∈Λ δλ). If µ =

∑
c∈C pcδc and if µ is an F-spectral measure with the F-

spectrum Λ, then for every 1 < p ≤ 2 there exists a constant C such that {eλ}λ∈Λ

is a q-Bessel sequence for Lp(µ) with bound C (q is the conjugate exponent to p).
In addition, If µ =

∑
c∈C pcδc is a spectral measure with the spectrum Λ, then

{eλ}λ∈Λ is a q-Bessel sequence for Lp(µ) with bound 1, where 1 < p ≤ 2 and q is
the conjugate exponent to p.

Proof. The conclusion follows from Propositions 3.3, 3.9, 3.2, and the Riesz-Thorin
interpolation theorem. In fact, the corollary says that if a probability measure µ is
also a discrete F-spectral measure, then beside the bound ν(Rd), we can find other
bounds by applying Riesz-Thorin interpolation theorem (where 1 < p ≤ 2 and q
is the conjugate exponent to p). As we can see in Example 3.3, for all p > 1 and
q (the conjugate exponent to p), we have ν ∈ B2(µ)(p,q) and since µ is a spectral
measure with the spectrum L, we also have ν ∈ B1(µ)(p,q), where 1 ≤ p ≤ 2 and q
is the conjugate exponent to p.

Theorem 3.3. [4] Let R be a d× d expansive integer matrix, 0 ∈ A ⊂ Zd. Let µA
be an invariant measure associated to the iterated function system

τa(x) = R−1(x+ a) (x ∈ Rd, a ∈ A)

and the probabilities (ρa)a∈A. Then µ has an infinite B-spectrum of positive Beurl-
ing dimension (Beurling dimension is used as a method of investigating existence
of Bessel spectra for singular measures).

Theorem 3.4. Any fractal measure µ obtained from an affine iterated function
system has an infinite discrete (p, q)-Bessel measure ν, where 1 ≤ p ≤ 2 and q is
the conjugate exponent to p.

Proof. Suppose that R is a d× d expansive integer matrix, 0 ∈ A ⊂ Zd. If µA is an
invariant measure associated to the iterated function system

τa(x) = R−1(x+ a) (x ∈ Rd, a ∈ A)

and the probabilities (ρa)a∈A, then according to Theorem 3.3 there exists an infinite
subset Λ of Rd and a constant B > 0 such that∑

λ∈Λ

| 〈f, eλ〉L2(µA) |
2 ≤ B‖f‖2L2(µA) for all f ∈ L2(µA).

We also have ‖{[f, eλ]L1(µA)}λ∈Λ‖∞ ≤ ‖f‖L1(µA), for every f ∈ L1(µA). Now if
1/p = 1 − θ/2; 1/q = θ/2, for 0 < θ < 1 (i.e., 1 < p < 2 and q is the conjugate
exponent to p), then the Riesz-Thorin interpolation theorem yields∑

λ∈Λ

|[f, eλ]Lp(µA)|q ≤ B′q‖f‖qLp(µA) for all f ∈ Lp(µA),
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where B′ ≤ B
1
2 θ. Thus, ν =

∑
λ∈Λ δλ is a (p, q)-Bessel measure for µA, and

ν ∈ BB′q (µA)(p,q), where 1 < p < 2 and q is the conjugate exponent to p. Moreover,
we have ν ∈ BB(µA)(2,2) and ν ∈ B1(µA)(1,∞). On the other hand, for every
1 < p < 2 and q (the conjugate exponent to p), {eλ}λ∈Λ is a q-Bessel sequence for
Lp(µA) with bound B′q.

If a measure µ is an F-spectral measure, then it must be of pure type, i.e., µ is either
discrete, singular continuous or absolutely continuous [19, 13]. The case when the
measure µ is singular continuous, is not precisely known. The first known example
of a singular continuous spectral measure supported on a non-integer dimension set
(a fractal measure), was given by Jorgensen and Pedersen [16]. They showed that
the measure µ4 (the Cantor measures supported on Cantor set of 1/4 contraction),

is spectral. A spectrum of µ4 is Λ =
{∑k

m=0 4mdm : dm ∈ {0, 1}, k ∈ N
}

. They

also showed that µ2k (the Cantor measures with even contraction ratio) is spectral,
but µ2k+1 (the Cantor measures with odd contraction ratio) is not.

Remark 3.3. Since Cantor type measures are fractal measures, by applying Theorem 3.4
one can obtain that every Cantor type measure µ admits a (p, q)-Bessel measure ν =∑
λ∈Λµ

δλ, where 1 ≤ p ≤ 2 and q is the conjugate exponent to p. Moreover, for every

spectral Cantor type measure µ2k, we have ν ∈ B1(µ2k)p,q, where 1 ≤ p ≤ 2 and q is the
conjugate exponent to p.

In [21] the author presents a method for constructing many examples of continuous
measures µ (including fractal ones) which have components of different dimensions,
but nevertheless they are F-spectral measures. In the following part, we will provide
some results by [21]. By applying the Riesz-Thorin interpolation theorem, one can
obtain infinite discrete (p, q)-Bessel measures ν =

∑
λ∈Λµ

δλ (where 1 ≤ p ≤ 2 and

q is the conjugate exponent to p), for such F-spectral measures µ.

Definition 3.1. [[21]] Let µ and µ′ be positive and finite measures on Rn and
Rm, respectively. A mixed type measure ρ is a measure which is constructed on
Rn+m = Rn × Rm and defined by

ρ = µ× δ0 + δ0 × µ′,

where δ0 denotes the Dirac measure at the origin. Equivalently, the measure ρ may
be defined by the requirement that∫

Rn×Rm
f(x, y)dρ(x, y) =

∫
Rn
f(x, 0)dµ(x) +

∫
Rm

f(0, y)dµ′(y),

for every continuous, compactly supported function f on Rn × Rm.

Theorem 3.5. [21] Let µ and µ′ be continuous F-spectral measures. Then the
mixed type measure ρ = µ× δ0 + δ0 × µ′ is also an F-spectral measure.
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Theorem 3.6. [21] If µ is the sum of the k-dimensional area measure on [0, 1]k ×
{0}d−k, and the j-dimensional area measure on {0}d−j × [0, 1]j where 1 ≤ j, k ≤
d− 1, then µ is an F-spectral measure.

The following theorem provides many examples of single dimensional measures
which are F-spectral measures:

Theorem 3.7. [21] Let φ : Rk → Rd−k be a smooth function (1 ≤ k ≤ d− 1). If µ
is the k-dimensional area measure on a compact subset of the graph {(x, φ(x)) : x ∈
Rk} of φ, then µ is an F-spectral measure.

The next proposition shows that if 1 < p, q <∞ and 1/p+1/q = 1, then considering
any countable subset (finite or infinite) Λ of Rd, one can obtain tight (p, q)-frame
measures and (p, q)-Plancherel measures νΛ for δ0. In addition, there exists tight
and Parseval q-frames for Lp(δ0).

Proposition 3.10. Suppose that 1 < p, q < ∞ and 1/p + 1/q = 1. Then there
exists a measure µ which admits tight (p, q)-frame measures and (p, q)-Plancherel
measures. Moreover, there exists tight and Parseval q-frames for Lp(µ).

Proof. Let µ = δ0. For a countable subset Λ of Rd, Let νΛ =
∑
λ∈Λ cλδλ where

cλ > 0.

If
∑
λ∈Λ cλ = m 6= 1, then for all f ∈ Lp(µ),∫

Rd
|[f, et]Lp(µ)|qdν(t) =

∑
λ∈Λ

cλ|f(0)|q = m‖f‖qLp(µ).

If
∑
λ∈Λ cλ = 1, then for all f ∈ Lp(µ),∫

Rd
|[f, et]Lp(µ)|qdν(t) =

∑
λ∈Λ

cλ|f(0)|q = ‖f‖qLp(µ).

On the other hand, for all f ∈ Lp(µ) we have∫
Rd
|[f, et]Lp(µ)|qdν(t) =

∑
λ∈Λ

cλ|[f, eλ]Lp(µ)|q =
∑
λ∈Λ

|[f, q
√
cλeλ]Lp(µ)|q.

Hence, If
∑
λ∈Λ cλ = m 6= 1, then { q

√
cλeλ}λ∈Λ is a tight q-frame for Lp(µ), and If

0 < cλ < 1,
∑
λ∈Λ cλ = 1, then { q

√
cλeλ}λ∈Λ is a Parseval q-frame for Lp(µ).

Proposition 3.11. Let µ be a finite Borel measure and let B be a positive con-
stant. Then there exists a (p, q)-Bessel measure ν for µ for all 1 < p, q < ∞ and
1/p + 1/q = 1, such that ν ∈ BB(µ)p,q. In addition, for every 1 < p, q < ∞ and
1/p+ 1/q = 1, there exists a q-Bessel sequence with bound B for Lp(µ).



Generalized Bessel Aand Frame Measures 233

Proof. Let ν =
∑
i∈I ciδλi for some λi ∈ Rd such that

∑
i∈I ci ≤

B
µ(Rd)

. Let p > 1

and f ∈ Lp(µ). If q is the conjugate exponent to p, then by applying Holder’s
inequality we have∫

Rd
|[f, et]Lp(µ)|qdν(t) ≤

∑
i∈I

ci ‖ f ‖qLp(µ) µ(Rd) ≤ B ‖ f ‖qLp(µ) .(3.1)

Hence ν ∈ BB(µ)p,q.

Since∑
i∈I
|[f, q
√
cieλi ]Lp(µ)|q =

∑
i∈I

ci|[f, eλi ]Lp(µ)|q =

∫
Rd
|[f, et]Lp(µ)|qdν(t),

the second statement follows from (3.1).

All infinite (p, q)-Bessel measures ν we observed were discrete. Now the question
is whether we can find a finite measure µ which admits a continuous infinite (p, q)-
Bessel measure ν. In the following we show that the answer is affirmative (see also
Example 4.1).

Proposition 3.12. If ν = λ (the Lebesgue measure on Rd) and µ = λ|[0,1]d , then
λ is a (p, q)-Bessel measure for µ where 1 ≤ p ≤ 2 and q is the conjugate exponent
to p.

Proof. According to Plancherel’s theorem the following equation is satisfied:∫
Rd
|f̂(t)|2dλ(t) =

∫
Rd
|f(x)|2dλ(x) for all f ∈ L2(λ).

If f is supported on [0, 1]d, then∫
Rd
|f̂dµ|2dλ(t) =

∫
Rd
|f(x)|2dµ(x) for all f ∈ L2(µ).

Moreover, we have ‖f̂dµ‖∞ ≤ ‖f‖L1(µ) for all f in L1(µ). Now by applying the
Riesz-Thorin interpolation theorem∫

Rd
|f̂dµ|qdλ(t) ≤ ‖f‖qLp(µ) for all f ∈ Lp(µ),

where 1 ≤ p ≤ 2 and q is the conjugate exponent to p. Hence λ ∈ B1(µ)p,q.

(likewise, for every µ = λ|S , where S is a subset of Rd with finite Lebesgue
measure we have λ ∈ B1(µ)p,q, where 1 ≤ p ≤ 2 and q is the conjugate exponent to
p)

Corollary 3.6. The measure µ = λ|[0,1]d has infinite continuous and discrete
(p, q)-Bessel measures, where 1 ≤ p ≤ 2 and q is the conjugate exponent to p.
More precisely, if ν1 =

∑
t∈Zd δt and ν2 = λ, then ν1, ν2 ∈ B1(µ)p,q.
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Proof. The conclusion follows from Example 3.1 and Proposition 3.12.

Corollary 3.7. Every µ = λ|S, where S is a subset of Rd with finite Lebesgue
measure, has infinite continuous and discrete (p, q)-Bessel measures, where 1 ≤ p ≤
2 and q is the conjugate exponent to p.

Proof. The approach is similar to Proposition 3.12 and Theorem 3.2.

4. Properties and Structural Results

In this section our assertions are based on the results by Dutkay, Han, and Weber
from [5]. We generalize the results and we give some of the proofs for completeness.

Proposition 4.1. Let µ be a Borel probability measure. Let 1 < p, q < ∞ and
1/p+ 1/q = 1. If ν is a (p, q)-Bessel measure for µ, then there exists a constant C
such that ν(K) ≤ Cdiam(K)d for any compact subset K of Rd. Accordingly, ν is
σ-finite.

Proof. It is easy to check that d̂µ : Rd → C is uniformly continuous and d̂µ(0) =
µ(Rd) = 1. So for every η > 0 there exists ε > 0 such that for x ∈ B(0, ε) we have

|d̂µ(0)| − |d̂µ(x)| ≤ |d̂µ(0)− d̂µ(x)| ≤ η, and then |d̂µ(x)| ≥ 1− η. If δ := (1− η)q,

then |d̂µ(x)|q ≥ δ for x ∈ B(0, ε). Thus, for any t ∈ Rd,

B = B‖et‖qLp(µ) ≥
∫
Rd
|[et, ex]|qdν(x) =

∫
Rd
|[1, ex−t]|qdν(x)

=

∫
Rd
|d̂µ(x− t)|qdν(x) ≥

∫
B(t,ε)

|d̂µ(x− t)|qdν(x)

≥ ν(B(t, ε))δ.

Now Let K ⊆ Rd be compact and r = diam(K). Then there exists a point x =

(x1, . . . , xd) in Rd such that K ⊂
∏d
i=1[xi − r, xi + r]. We may assume that ε < 2r

and 2r/ε ∈ N. Let M = 2r/ε. We have
∏d
i=1[xi − r, xi + r] =

⋃Md

α=1 Cα where Cαs
are d-dimensional cubes of side length ε. For any α ∈ {1, . . . ,Md}, let tα be the
center point of Cα. Then Cα ⊂ B(tα, ε). Now if C := (2/ε)dB/δ, then

ν(K) ≤ ν

Md⋃
α=1

B(tα, ε)

 ≤ Md∑
α=1

ν(B(tα, ε)) ≤
(

2r

ε

)d
B

δ
= rd

(
2

ε

)d
B

δ
= Crd.

Hence the assertion follows.

Theorem 4.1. Let 1 < p, q < ∞ and 1/p + 1/q = 1. Let B > A > 0. Then the
set FA,B(µ)p,q is empty for some finite compactly supported Borel measures µ.
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Proof. Let µ = χ[0,1]dx + δ2. Suppose ν ∈ FA,B(µ)p,q. Let f := χ{2}. Then
‖f‖Lp(µ) = 1 and |[f, et]Lp(µ)| = 1 for all t ∈ R. In addition, the upper bound
implies that ν(R) ≤ B < ∞. Then from the inner regularity of Borel measures we
obtain that for any ε > 0 there exists a compact set K ⊂ R and a positive constant
R such that ν(R)− ε < K ≤ ν(B(0, R)). Therefore, ν(R \ B(0, R)) < ε.

Choose some T large, arbitrary and let g(x) := e−2πiTxχ[0,1]. Then

|[g, et]Lp(µ)|q =

∣∣∣∣∣
∫

[0,1]

e−2πi(T+t)xdx

∣∣∣∣∣
q

=

∣∣∣∣sin(π(T + t))

π(T + t)

∣∣∣∣q (t ∈ R).

The substitution z := −2πx gives the last equality. Consequently, for all t ∈ R,
|[g, et]Lp(µ)|q ≤ 1 and if we take T ≥ 2R, then for all t ∈ (−R,R) we have

|[g, et]Lp(µ)|q ≤
1

πq(T −R)q
.

Hence from the lower bound we obtain

A = A‖g‖qLp(µ) ≤
∫
R
|[g, et]Lp(µ)|qdν(t)

=

∫
B(0,R)

|[g, et]Lp(µ)|qdν(t) +

∫
R\B(0,R)

|[g, et]Lp(µ)|qdν(t)

≤ 1

πq(T −R)q
· ν(R) + ε.

Now if T →∞ and ε→ 0, then A = 0. This is a contradiction.

The next proposition shows that if there exists a (p, q)-Bessel/frame measure, then
many others can be constructed.

Proposition 4.2. Let µ be a finite Borel measure and A,B be positive constants.
Let 1 < p, q <∞ and 1/p+ 1/q = 1. Then both sets BB(µ)p,q and FA,B(µ)p,q are
convex and closed under convolution with Borel probability measures.

Proof. Let ν1, ν2 ∈ BB(µ)p,q and 0 < λ < 1. For all f ∈ Lp(µ),∫
Rd
|f̂dµ|qd(λν1 + (1− λ)ν2) = λ

∫
Rd
|f̂dµ|qdν1 + (1− λ)

∫
Rd
|f̂dµ|qdν2

≤ B‖f‖qLp(µ).

Then λν1 + (1 − λ)ν2 ∈ BB(µ)p,q. Similarly, if ν1, ν2 ∈ FA,B(µ)p,q, then we have
λν1 + (1− λ)ν2 ∈ FA,B(µ)p,q.

Let s ∈ Rd. Then for all f ∈ Lp(µ),

‖esf‖pLp(µ) =

∫
Rd
|es(x)f(x)|pdµ(x) =

∫
Rd
|f(x)|pdµ(x) = ‖f‖pLp(µ).
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In addition, let ν ∈ BB(µ)p,q and let ρ be a Borel probability measure on Rd. Then
for any t ∈ Rd and f ∈ Lp(µ),

[e−sf, et]Lp(µ) =

∫
Rd
e−s(x)f(x)e−2πit·xdµ(x) =

∫
Rd
f(x)e−2πi(s+t)·xdµ(x)

= [f, es+t]Lp(µ).

Therefore,∫
Rd
|[f, et]Lp(µ)|qdν ∗ ρ(t) =

∫
Rd

∫
Rd
|[f, et+s]Lp(µ)|qdν(t) dρ(s)

=

∫
Rd

∫
Rd
|[e−sf, et]Lp(µ)|qdν(t) dρ(s)

≤
∫
Rd
B‖e−sf‖qLp(µ)dρ(s) = B

∫
Rd
‖f‖qLp(µ)dρ(s)

= B‖f‖qLp(µ).

For ν ∈ FA,B(µ)p,q one can obtain the lower bound analogously.

Corollary 4.1. Let 1 < p, q < ∞ and 1/p + 1/q = 1. If there exists a (p, q)-
Bessel/frame measure for µ, then there exists one which is absolutely continuous
with respect to the Lebesgue measure and whose Radon-Nikodym derivative is C∞.

Proof. Let ν be a (p, q)-Bessel/frame measure for µ. Convoluting ν with the
Lebesgue measure on [0, 1] we have

ν ∗ χ[0,1]dλ(E) =

∫
R

∫
R
χE(x+ y)dν(x)χ[0,1](y)dλ(y)

=

∫
R

∫
R
χE(t)χ[0,1](t− x)dν(x)dλ(t− x)

=

∫
R
χE(t)ν([t− 1, t])dλ(t) =

∫
E

ν([t− 1, t])dλ(t),

where E is any Borel subset of R. Thus, we obtained a (p, q)-Bessel/frame measure
for µ which is absolutely continuous with respect to the Lebesgue measure.

Now consider the following two propositions from [10].
(i) If dν = fdλ and dµ = gdλ, then d(ν ∗ µ) = (f ∗ g)dλ.
(ii) If f ∈ L1 (or f is locally integrable on Rd), g ∈ Ck, and ∂αg is bounded for
|α| ≤ k, then f ∗ g ∈ Ck and ∂α(f ∗ g) = f ∗ (∂αg) for |α| ≤ k.

Let g ≥ 0 be a compactly supported C∞-function with
∫
g(t)dλ(t) = 1. Let

dν0 = ν ∗ χ[0,1]dλ and dµ0 = gdλ. Then we have d(ν0 ∗ µ0) = (ν([· − 1, ·]) ∗ g)dλ
and ν([· − 1, ·]) ∗ g ∈ C∞.

Definition 4.1. [[5]] A sequence of Borel probability measures {λn} is called an
approximate identity if

sup{‖ t ‖: t ∈ suppλn} → 0 as n→∞.
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Lemma 4.1. [5] Let {λn} be an approximate identity. If f is a continuous function
on Rd, then for any x ∈ Rd, we have

∫
f(x+ t) dλn(t)→ f(x) as n→∞.

By Proposition 4.2, if ν is a (p, q)-Bessel/frame measure for µ, then ν ∗ ρ is also
a (p, q)-Bessel/frame measure for µ with the same bound(s), where ρ is any Borel
probability measure. An obvious question is under what conditions the converse is
true. The next theorem gives an answer.

Theorem 4.2. Let 1 < p, q <∞ and 1/p+ 1/q = 1. Let {λn} be an approximate
identity. Suppose ν is a σ-finite Borel measure, and suppose all measures ν ∗λn are
(p, q)-Bessel/frame measures for µ with uniform bounds, independent of n. Then ν
is a (p, q)-Bessel/frame measure for µ.

Proof. Take f ∈ Lp(µ). Since |[f, e·]Lp(µ)|q (or |f̂dµ|q) is continuous on Rd, by
Lemma 4.1 and Fatou’s lemma we have∫

Rd
|[f, ex]Lp(µ)|qdν(x) ≤ lim inf

n

∫
Rd

∫
Rd
|[f, ex+t]Lp(µ)|qdλn(t) dν(x)

= lim inf
n

∫
Rd
|[f, ey]Lp(µ)|qd(ν ∗ λn)(y)

≤ B‖f‖qLp(µ).

Hence ν is a (p, q)-Bessel measure with the same bound B as ν ∗ λn.

Now showing that∫
Rd
|[f, ex]Lp(µ)|qd(ν ∗ λn)→

∫
Rd
|[f, ex]Lp(µ)|qdν,

gives the lower bound (see [5]).

We need the following two propositions from [5] to present a general way of con-
structing (p, q)-Bessel/frame measures for a given measure.

Proposition 4.3. [5] Let µ and µ′ be Borel probability measures. For f ∈ L1(µ),
the measure (fdµ) ∗ µ′ is absolutely continuous w.r.t. µ ∗ µ′ and if the Radon-
Nikodym derivative is denoted by Pf , then

Pf =
(fdµ) ∗ µ′

d(µ ∗ µ′)
.

Proposition 4.4. [5] Let µ, µ′ be two Borel probability measures and 1 ≤ p ≤ ∞.
if f ∈ Lp(µ), then the function Pf is in Lp(µ ∗ µ′) and

‖Pf‖Lp(µ∗µ′) ≤ ‖f‖Lp(µ).

Now we will show that if a convolution of two measures admits a (p, q)-Bessel/frame
measure, then one can obtain a (p, q)-Bessel/frame measure for one of the measures
in the convolution by using the Fourier transform of the other measure in the
convolution.
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Proposition 4.5. Let µ, µ′ be two Borel probability measures. Let 1 < p, q < ∞
and 1/p + 1/q = 1. If ν is a (p, q)-Bessel measure for µ ∗ µ′, then |µ̂′|qdν is a
(p, q)-Bessel measure for µ with the same bound.

If in addition ν is a (p, q)-frame measure for (µ ∗µ′) with bounds A and B, and
for all f ∈ Lp(µ), c‖f‖qLp(µ) ≤ ‖Pf‖

q
Lp(µ∗µ′), then |µ̂′|qdν is a (p, q)-frame measure

for µ with bounds cA and B.

Proof. If µ, ν ∈M(Rd), then µ̂ ∗ ν = µ̂ · ν̂ (see[10]). Take f ∈ Lp(µ). Then∫
Rd
|(̂fdµ)|q · |µ̂′|qdν =

∫
Rd
| ̂(fdµ) ∗ µ′|

q
dν =

∫
Rd
| ̂Pfd(µ ∗ µ′)|qdν.

Thus, we have

cA‖f‖qLp(µ) ≤ A‖Pf‖qLp(µ∗µ′) ≤
∫
Rd
| ̂Pfd(µ ∗ µ′)|qdν

≤ B‖Pf‖qLp(µ∗µ′) ≤ B‖f‖
q
Lp(µ).

Now by Proposition 4.5, we will show that there exists a singular continuous
measure which admits continuous and discrete (p, q)-Bessel measures.

Example 4.1. Let λ be the Lebesgue measure on R and µ = λ|[0,1]. If µ4 is the invariant
measure for the affine IFS with R = 4 and A = {0, 2}, and if µ′4 is the invariant measure
for the affine IFS with R = 4 and A′ = {0, 1}, then convolution of measures µ4 and µ′4 is
the Lebesgue measure on [0, 1] (see Corollary 4.7 from [5]). By Corollary 3.6, ν1 =

∑
t∈Z δt

and ν2 = λ are in B1(µ)p,q, where 1 ≤ p ≤ 2 and q is the conjugate exponent to p. Hence

by Proposition 4.5, ν′1 =
∑
t∈Z |µ̂′4(t)|2δt and ν′2 = |µ̂′4(x)|2dλ(x) are in B1(µ4)p,q, where

1 ≤ p ≤ 2 and q is the conjugate exponent to p.

In the next theorem, we have some stability results. In fact, this theorem is a
generalization of Proposition 3.5.

Theorem 4.3. Let µ be a compactly supported Borel probability measure. Let
1 < p, q <∞ and 1/p+ 1/q = 1. If ν is a (p, q)-Bessel measure for µ, then for any
r > 0 there exists a constant D > 0 such that∫

Rd
sup
|y|≤r

|[f, ex+y]Lp(µ)|qdν(x) ≤ D‖f‖qLp(µ), for all f ∈ Lp(µ).

If ν is a (p, q)-frame measure for µ, then there exist constants δ > 0 and C > 0
such that

C‖f‖qLp(µ) ≤
∫
Rd

inf
|y|≤δ

|[f, ex+y]Lp(µ)|qdν(x), for all f ∈ Lp(µ).

Proof. The approach is completely similar to the proof of Theorem 2.10 from [5].
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We show that by using this stability of (p, q)-frame measures, one can obtain
atomic (p, q)-frame measures from a general (p, q)-frame measure.

Definition 4.2. Let Q = [0, 1)d and r > 0. If ν is a Borel measure on Rd and
if (xk)k∈Zd is a set of points such that for all k ∈ Zd we have xk ∈ r(k + Q) and
ν(r(k +Q)) <∞, then a discretization of the measure ν is defined by

ν′ :=
∑
k∈Zd

ν(r(k +Q))δxk .

Theorem 4.4. Let 1 < p, q < ∞ and 1/p + 1/q = 1. If a compactly supported
Borel probability measure µ has a (p, q)-Bessel/frame measure ν, then it also has
an atomic one. More precisely, if ν is a (p, q)-Bessel measure for µ and if ν′ is a
discretization of the measure ν, then ν′ is a (p, q)-Bessel measure for µ.

If ν is a (p, q)-frame measure for µ and r > 0 is small enough, then ν′ is a
(p, q)-frame measure for µ.

Proof. Let Q = [0, 1)d. Let (xk)k∈Zd be a set of points such that xk ∈ r(k +Q) for
all k ∈ Zd. For every x ∈ r(k +Q) define ε(x) := xk − x. Thus, |ε(x)| ≤ r

√
d =: r′

and for any f ∈ Lp(µ),∫
Rd
|[f, ex+ε(x)]Lp(µ)|qdν(x) =

∑
k∈Zd

∫
r(k+Q)

|[f, exk ]Lp(µ)|qdν(x)

=
∑
k∈Zd

ν(r(k +Q))|[f, exk ]Lp(µ)|q.

Since we have∫
Rd

inf
|y|≤r′

|[f, ex+y]Lp(µ)|qdν(x) ≤
∫
Rd
|[f, ex+ε(x)]Lp(µ)|qdν(x)

≤
∫
Rd

sup
|y|≤r

|[f, ex+y]Lp(µ)|qdν(x),

the upper and lower bounds follow from Theorem 4.3.

By Lemma 3.1, if there exists a purely atomic (p, q)-frame measure ν for a prob-
ability measure µ, then there exists a q-frame for Lp(µ). Now we conclude that if
there exists a (p, q)-frame measure ν (not necessarily purely atomic) for a compactly
supported probability measure µ, then there exists a q-frame for Lp(µ).

Corollary 4.2. Let µ be a compactly supported Borel probability measure. Let
1 < p, q < ∞ and 1/p + 1/q = 1. If ν is a (p, q)-frame measure for µ with bounds
A,B and r > 0 is sufficiently small, then there exist positive constants C,D such
that {ckexk : k ∈ Zd} is a q-frame for Lp(µ) with bounds C,D, where xk ∈ r(k+Q)
and ck = q

√
ν(r(k +Q)).
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Proof. Let ν ∈ FA,B(µ)p,q. Then by Theorems 4.4 and 4.3, ν′ =
∑
k∈Zd c

q
kδxk

is a (p, q)-frame measure for µ. More precisely, ν′ ∈ FC,D(µ)p,q. Hence for all
f ∈ Lp(µ),

C‖f‖qLp(µ) ≤
∫
Rd
|[f, et]Lp(µ)|qdν′(t) =

∑
k∈Zd

cqk|[f, exk ]Lp(µ)|q

=
∑
k∈Zd

|[f, ckexk ]Lp(µ)|q ≤ D‖f‖qLp(µ).
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THE ANALYTIC SOLUTION OF INITIAL BOUNDARY VALUE
PROBLEM INCLUDING TIME FRACTIONAL DIFFUSION

EQUATION

Süleyman Çetinkaya, Ali Demir and Hülya Kodal Sevindir

Abstract. The motivation of this study is to determine the analytic solution of initial
boundary value problem including time fractional differential equation with Neumann
boundary conditions in one dimension. By making use of seperation of variables, the
solution is constructed in the form of a Fourier series with respect to the eigenfunctions
of a corresponding Sturm-Liouville eigenvalue problem.
Keywords: Caputo fractional derivative, space-fractional diffusion equation, Mittag-
Leffler function, initial-boundary-value problems, spectral method.

1. Introduction

As PDEs of fractional order play an important role in modelling numerous pro-
cesses and systems in various scientific research areas such as applied mathematics,
physics chemistry etc., the interest in this topic has become enourmous. Since the
fractional derivative is non-local, the model with fractional derivative for physical
problems turns out to be the best choice to analyze the behaviour of the complex
non linear processes. That is why this has attracted an increasing number of re-
searchers. The derivatives in the sense of Caputo is one of the most common since
modelling of physical processes with fractional differential equations including Ca-
puto derivative is much better than other models. In literature, increasing number
of studies can be found supporting this conclusion [1], [2], [3], [4], [5], [6], [7], [8], [9],
[10], [11], [12], [14], [15], [16], [17]. Especially there are various studies on fractional
diffusion equations: Exact analytical solutions of heat equations are obtained by
using operational method [18]. The existence, uniqueness and regularity of solution
of impulsive sub-diffusion equation are established by means of eigenfunction ex-
pansion [19]. The anomalous diffusion models with non-singular power-law kernel
have been investigated and constructed [20]. Moreover, the Caputo derivative of
constant is zero which is not hold by many fractional derivatives. The solutions of
fractional PDEs and ODEs are determined in terms of Mittag-Leffler function.
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2. Preliminary Results

In this section, we recall fundamental definition and well known results about
fractional derivative in Caputo sense.

Definition 2.1. The qth order fractional derivative of u(t) in Caputo sense is
defined as

Dqu (t) =
1

Γ (n− q)

∫ t

t0

(t− s)n−q−1u(n)(s)ds, t ∈ [t0, t0 + T ](2.1)

where u(n) (t) = dnu
dtn , n−1 < q < n. Note that Caputo fractional derivative is equal

to integer order derivative when the order of the derivative is integer.

Definition 2.2. The qth order Caputo fractional derivative for 0 < q < 1 is defined
as

Dqu (t) =
1

Γ (1− q)

∫ t

t0

(t− s)−qu′(s)ds, t ∈ [t0, t0 + T ](2.2)

The two-parameter Mittag–Leffler function which is taken into account in eigen-
value problem, is given by

Eα,β (λ(t− t0)
α

) =

∞∑
k=0

(λ(t− t0)
α

)
k

Γ (αk + β)
, α, β > 0(2.3)

including constant λ. Especially, for t0 = 0, α = β = q we have

Eα,β (λtq) =

∞∑
k=0

(λtq)
k

Γ (qk + q)
, q > 0.(2.4)

Mittag–Leffler function coincides with exponential function i.e., E1,1 (λt) = eλt

for q = 1. For details see [13, 21].

We determined the solution of following time fractional differential equation with
Neumann boundary and initial conditions in this study:

Dα
t u (x, t;α) = uxx (x, t;α)− γu (x, t;α) ,(2.5)

ux (0, t) = ux (l, t) = 0,(2.6)

u (x, 0) = f(x)(2.7)

where 0 < α < 1, 0 6 x 6 l, 0 6 t 6 T, γ ∈ R.
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3. Main Results

By means of separation of variables method, the solution to the problem (2.5)-
(2.7) is constructed in analytical form. Thus, a solution to the problem (2.5)-(2.7)
has the following form:

u (x, t;α) = X(x) T (t;α)(3.1)

where 0 6 x 6 l, 0 6 t 6 T .

Plugging (3.1) into (2.5) and arranging it, we have

Dα
t (T (t;α))

T (t;α)
+ γ =

X ′′ (x)

X (x)
= −λ2(3.2)

The equation (3.2) produces a fractional differential equation with respect to
time and an ordinary differential equation with respect to space. The first ordinary
differential equation is obtained by taking the equation on the right hand side of
Eq. (3.2). Hence, with boundary conditions (2.6), we have the following problem:

X ′′ (x) + λ2X (x) = 0(3.3)

X ′ (0) = X ′ (l) = 0(3.4)

The solution of eigenvalue problem (3.3)-(3.4) is accomplished by making use of
the exponantial function of the following form:

X (x) = erx(3.5)

Hence, the characteristic equation is computed in the following form:

r2 + λ2 = 0(3.6)

Case 1. If λ = 0, the Eq.(3.6) has two coincident roots r1 = r2, leading to the
general solution of the eigenvalue problem (3.3)-(3.4) having the following form:

X (x) = k1x+ k2(3.7)

X ′ (x) = k1(3.8)

The first boundary condition yields

X ′(0) = k1 = 0⇒ k1 = 0(3.9)

This result leads to
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X (x) = k2(3.10)

Similarly, the second boundary condition leads to

X ′(l) = k1 = 0⇒ k1 = 0(3.11)

Hence, we obtain the solution as follows:

X0 (x) = k2(3.12)

Case 2. If λ < 0, the Eq.(3.6) has distinct real roots r1, r2 leading to the general
solution of the eigenvalue problem (3.3)-(3.4) and having the following form:

X (x) = c1e
r1x + c2e

r2x(3.13)

X ′ (x) = r1c1e
r1x + r2c2e

r2x(3.14)

The first boundary condition yields

X ′(0) = r1c1 + r2c2 = 0⇒ c1 = −r2
r1
c2(3.15)

This result leads to

X (x) = −r2
r1
c2e

r1x + c2e
r2x(3.16)

Similarly, the last boundary condition leads to

X (l) = −r2
r1
c2e

r1l + c2e
r2l = 0⇒ c2 = 0(3.17)

which implies that c1 = 0. Therefore, X (x) = 0 which means that we don’t
have any solution for λ < 0.

Case 3. If λ > 0, the Eq.(3.6) has two complex conjugate roots lead to the
general solution of the eigenvalue problem (3.3)-(3.4) and have the following form:

X (x) = c1cos (λx) + c2sin(λx)(3.18)

X ′ (x) = −c1λsin (λx) + c2λcos(λx)(3.19)

The first boundary condition yields

X ′ (0) = 0 = c2λ⇒ c2 = 0(3.20)
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This result leads to

X (x) = c1cos (λx)(3.21)

Similarly, the last boundary condition leads to

X ′(l) = −c1λsin (λl) = 0(3.22)

which implies that

sin (λl) = 0(3.23)

Let nπ = λnl. Hence, the eigenvalues can be determined as follows:

λn =
nπ

l
, λ1 < λ2 < λ3 < . . .(3.24)

The representation of the solution is obtained as follows:

Xn (x) = cos
(nπx

l

)
, n = 1, 2, 3, . . .(3.25)

The second equation in (3.2) for every eigenvalue λn is determined as follows:

Dα
t (T (t;α))

T (t;α)
= −

(
λ2 + γ

)
(3.26)

which yields the following solution

Tn (t;α) = Eα,1

(
−
((nπx

l

)2
+ γ

)
tα
)
n = 1, 2, 3, . . .(3.27)

The solution for every eigenvalue λn is constructed as follows:

un (x, t;α) = Xn (x)Tn (t;α) = Eα,1

(
−
((nπx

l

)2
+ γ

)
tα
)

cos
(nπx

l

)
, n = 0, 1, 2, 3, . . .

(3.28)

Hence the general solution becomes

u (x, t;α) = d0 +

∞∑
n=1

dncos
(nπx

l

)
Eα,1

(
−
((nπx

l

)2
+ γ

)
tα
)

(3.29)

Note that boundary conditions and fractional differential equation are satisfied
by this solution. The coefficients in (3.29) are obtained by making use of initial
condition (2.7):
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u (x, 0) = f (x) = d0 +

∞∑
n=1

dncos
(nπx

l

)
(3.30)

〈
f (x) , cos

(
kπx

l

) 〉
=

〈
do, cos

(
kπx

l

) 〉
+

∞∑
n=1

dn

〈
cos
(nπx

l

)
, cos

(
kπx

l

) 〉
(3.31)

We obtain the coefficients dn for n = 0, 1, 2, 3, . . . as follows:

d0 =
1

l

∫ l

0

f (x) dx(3.32)

dn =
2

l

∫ l

0

cos
(nπx

l

)
f (x) dx(3.33)

4. Illustrative Example

In this part, we first take the following partial differential equation with Neu-
mann boundary and initial conditions:

ut (x, t) = uxx (x, t)− u(x, t), 0 6 x 6 1, 0 6 t 6 T

ux (0, t) = 0, ux (1, t) = 0, 0 6 t 6 T

u (x, 0) = cos(πx) 0 6 x 6 1(4.1)

which has the solution in the following form:

u (x, t) = cos(πx) e−(π2+1)t.(4.2)

Secondly, we take the following time fractional differential equation with Neu-
mann boundary and initial conditions:

Dα
t u (x, t) = uxx (x, t)− u(x, t), 0 < α < 1, 0 6 x 6 1, 0 6 t 6 T(4.3)

ux (0, t) = ux (1, t) = 0, 0 6 t 6 T(4.4)

u (x, 0) = cos(πx), 0 6 x 6 1(4.5)

The application of seperation of variables method yields the following equation:



The Analytic Solution of Time Fractional Diffusion Equation 249

Dα
t (T (t;α))

T (t;α)
+ 1 =

X ′′ (x)

X (x)
= −λ2(4.6)

The equation (4.6) produces a fractional differential equation with respect to
time and a differential equation with respect to space. The first fractional differential
equation is obtained by taking the equation on the right hand side of Eq. (4.6).
Hence, with boundary conditions (4.4), we have the following problem:

X ′′ (x) + λ2X (x) = 0(4.7)

X ′ (0) = 0, X ′ (1) = 0(4.8)

Hence the eigenvalue problem (4.7)-(4.8) yields the following solution:

Xn (x) = cos (nπx) , n = 1, 2, 3, . . .(4.9)

By using the similar calculations as in (3.27), Tn (t;α) for n = 1, 2, 3, . . . is
determined in the following form:

Tn (t;α) = Eα,1

(
−
(

(nπ)
2

+ 1
)
tα
)
n = 1, 2, 3, . . .(4.10)

For each eigenvalue λn, we obtain the following solution:

un (x, t;α) = Xn (x)Tn (t;α) = Eα,1

(
−
(

(nπ)
2

+ 1
)
tα
)

cos (nπx) n = 0, 1, 2, 3, . . .

(4.11)

Hence, the general solution is established as follows:

u (x, t;α) = d0 +

∞∑
n=1

dncos (nπx) Eα,1

(
−
(

(nπ)
2

+ 1
)
tα
)

(4.12)

Note that the general solution (4.12) satisfies both boundary conditions (4.4)
and the fractional equation (4.3). We determine the coefficients dn in such a way
that the general solution (4.12) satisfes the initial condition (4.5). Plugging t = 0
in to the general solution (4.12) and making equal to the initial condition (4.5), we
have

u (x, 0) = d0 +

∞∑
n=1

dncos (nπx)(4.13)

Via the inner product we obtain the coefficients dn for n = 0, 1, 2, 3, . . . as follows:

d0 =
1

l

∫ 1

0

f(x)dx =

∫ 1

0

cos(πx) dx =
1

π
sin(πx)

∣∣∣∣x=1

x=0

= 0(4.14)
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and

dn =
2

l

∫ 1

0

cos
(nπx

l

)
f(x)dx = 2

∫ 1

0

cos (nπx) cos (πx) dx(4.15)

Thus dn = 0 for n 6= 1.

For n = 1 we get

d1 = 2

∫ 1

0

cos2 (πx) dx = 2

[
x

2
+

1

4π
sin (2πx)

]∣∣∣∣x=1

x=0

= 1(4.16)

Thus

u (x, t;α) = cos(πx) Eα,1
(
−
(
π2 + 1

)
tα
)

(4.17)

It is important to note that plugging α = 1 in to the solution (4.17) gives the
solution (4.2) which confirm the accuracy of the method we apply.

5. Conclusion

In this research, the analytic solution of initial boundary value problem with
Neumann boundary conditions in one dimension has been constructed. By using
the separation of variables, the solution is formed in the form of a Fourier series
with respect to the eigenfunctions of a corresponding Sturm-Liouville eigenvalue
problem.
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ON THE BASIC STRUCTURES OF DUAL SPACE

Buşra Aktaş, Olgun Durmaz and Halı̇t Gündoğan

Abstract. Topology studies the properties of spaces that are invariant under any con-
tinuous deformation. Topology is needed to examine the properties of the space. Funda-
mentally, the most basic structure required to do math in the space is topology. There
exists little information on the expression of the basis and topology on dual space. The
main point of the research is to explain how to define the basis and topology on dual
space Dn. Then, we will study the geometric constructions corresponding to the open
balls in D and D2, respectively.
Keywords: dual space; dual numbers; topological structure.

1. Introduction

Topology, as a well-determined mathematical field, emerged at the beginning
of the 20th century although some isolated conclusions are traced back to a few
centuries ago. The term topology belongs to a special mathematical opinion central
to the field of mathematics named topology. Topology tells us how components
of a group concern spatially with one another. Fundamentally, in the modern
version of geometry, the study of all different kinds of spaces can be regarded as
topology. The thing that distinguishes different sorts of geometry from each other is
in the kinds of transformations that are allowed before you really consider something
changed. Topology investigates the properties of spaces that are invariant under any
continuous deformation. This is almost the most basic form of geometry available.
It is used in nearly all branches of mathematics in one form or another. Besides,
topology is applied in biology, computer science, physics, robotics, geography and
landscape ecology, fiber art, games, and puzzles. For more details, we refer the
readers to ([1], [3]−[10], [18]−[20]).

Dual numbers were defined by W. K. Clifford (1845−1879) as a tool for his geo-
metrical studies, and their first applications were given by Kotelnikov [15]. Eduard
Study [21] used dual numbers and dual vectors in his research on line geometry and
kinematics. He proved that there exists a one-to-one correspondence between the
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points of the dual unit sphere in D3 and the directed lines of Euclidean 3-space.
In 1994, by using dual numbers, Cheng [5] introduced the CH programming lan-
guage. These numbers play an important role in field theory as well [12]. The most
interesting use of dual numbers in field theory can be shown in a series of articles
by Wald et al. [22]. Furthermore, Gromov, in a series of articles, applied the dual
numbers in several ways: in contractions and analytical continuations of classical
groups [13], and then in quantum group formalism [14]. Dual numbers have their
application in various fields such as computer modelling of rigid body, mechanism
design, kinematics, modelling human body, dynamics, etc. ([11] and [16]). For ex-
ample, in kinematics, using dual numbers, it is possible to explain the screw theory
[17].

The basis and topology concepts of dual space have not been investigated in
detail, although dual numbers and dual space are used in many articles about
mathematics, kinematics, and physics. In order to study the mathematical structure
of dual space, we need its topological structure. Furthermore, there is no order
relation on the dual numbers system. In this case, how does the dual absolute value
and norm provide triangular inequality? The answer to this question is given by
this study.

The main aim of this article is to give the basis and topology concepts on dual
space Dn. The order relation on dual numbers is defined to achieve this aim. By
using this order relation, the concepts of dual inner product, norm, and metric are
examined again in detail. This study will provide an insight into the structure of
dual space.

2. Basic Concepts

Let the set of the pair (x, x∗) be

D = R× R = {x = (x, x∗) | x, x∗ ∈ R} .

Two inner operations and an equality on D are described as follows:

(i) ⊕ : D ×D → D for x = (x, x∗) and y = (y, y∗) defined as

x⊕ y = (x+ y, x∗ + y∗)

is called the addition in D.

(ii) � : D ×D → D for x = (x, x∗) and y = (y, y∗) defined as

x� y = (xy, xy∗ + x∗y)

is called the multiplication in D.

(iii) For x = (x, x∗) and y = (y, y∗), if x = y, x∗ = y∗, x and y are equal, and
it is indicated as x = y.

If the two operators and the equality on D with a set of real numbers R are
defined as above, the set D is called the dual numbers system and the element
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x = (x, x∗) is called a dual number. For x = (x, x∗) ∈ D, the real number x is
called the real part of x, and the real number x∗ is called the dual part of x. The
dual numbers (1, 0) = 1 and (0, 1) = ε are called the unit element of multiplication
operation in D, and the dual unit which satisfies the condition that

ε 6= 0, ε2 = 0, ε1 = 1ε = ε,

respectively. If we use the multiplication property and ε = (0, 1), we have the
expression x = x+ εx∗. The set of all dual numbers is written as follows:

D =
{
x = x+ εx∗ | x, x∗ ∈ R, ε2 = 0

}
.

The set D forms a commutative ring according to the operations

(x+ εx∗) + (y + εy∗) = (x+ y) + ε (x∗ + y∗)

and
(x+ εx∗) (y + εy∗) = xy + ε (xy∗ + x∗y) .

For the dual numbers x = x+ εx∗ and y = y + εy∗, if y 6= 0, then the division
x

y
is

defined as follows:
x

y
=
x

y
+ ε

x∗y − xy∗

y2
.

The absolute value of the dual number x = x+ εx∗ can be given as

|x|D = |x|+ ε
xx∗

|x|
, (x 6= 0) .

Clearly, |x|D = 0 if x = 0 [24].

The set of
D3 = {x̃ = (x1, x2, x3) | xi ∈ D, 1 ≤ i ≤ 3}

gives all triples of dual numbers. The elements of D3 are called dual vectors and a
dual vector can be represented by

x̃ = x+ εx∗ = (x, x∗) ,

where x and x∗ are the vectors of R3. Let us take x̃ = x + εx∗, ỹ = y + εy∗ ∈ D3,
and λ = λ+ ελ∗ ∈ D. Then, the addition and multiplication operations on D3 are
as below:

x̃+ ỹ = x+ y + ε (x∗ + y∗) ,

λx̃ = λx+ ε (λx∗ + λ∗x) .

According to these operations, the set D3 is a module over the ring D entitled by
a D−module or dual space D3 [11].

The set of dual vectors on Dn is represented by

Dn = {x̃ = (x1, x2, ..., xn) | xi ∈ D, i = 1, ..., n} .
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These vectors can be given in the form x̃ = x + εx∗ = (x, x∗), where x and x∗ are
the vectors of Rn.

Let x̃ = x+ εx∗ and ỹ = y + εy∗ be dual vectors of Dn, and let λ = λ+ ελ∗ be
a dual number. Then we define the following operations that make Dn a module
called dual space Dn. These axioms are as follows:

x̃+ ỹ = x+ y + ε (x∗ + y∗) ,

λx̃ = λx+ ε (λx∗ + λ∗x) .

Formally, a vector space V over the field F together with a function

〈, 〉 : V × V → F

is called an inner product space satisfying the following three axioms for x, y, z ∈ V
and λ, µ ∈ F :

i) Symmetric Property:
〈x, y〉 = 〈y, x〉 .

ii) Linearity:
〈λx+ µy, z〉 = λ 〈x, z〉+ µ 〈y, z〉

and
〈x, λy + µz〉 = λ 〈x, y〉+ µ 〈x, z〉 .

iii) Positive Definite Property:

〈x, x〉 ≥ 0

and
〈x, x〉 = 0⇔ x = 0.

A vector space V is normed vector space if there is a norm function that trans-
forms V to non-negative real numbers, symbolized as ‖x‖, for all vectors x, y ∈ V
and all scalars λ ∈ F , and satisfies the following conditions:

i) ‖x‖ ≥ 0 and ‖x‖ = 0 if and only if x = 0,

ii) ‖λx‖ = |λ| . ‖x‖,
iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (Triangle inequality).

In 1906, M. Frechet showed that given any non-empty set W , a distance function
d : W ×W → R may be described. The pair (W,d) is named a metric space, where
W is a non-empty set and d is a real valued function on W ×W called a metric
that satisfies the following axioms for x, y, z ∈W :

d.1) d(x, y) ≥ 0,

d.2) d(x, y) = 0 if and only if x = y,

d.3) d(x, y) = d(y, x) (Symmetry property),

d.4) d(x, z) ≤ d(x, y) + d(y, z) (Triangle inequality).
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Let (W,d) be a metric space. In parallel to Rn, the set

Bd(a, r) = {x ∈W | d(a, x) < r}

with r > 0 is named an open ball with centre a and radius r. Similarly, the set

Sd(a, r) = {x ∈W | d(a, x) ≤ r}

with r > 0 is entitled as a closed ball with centre a and radius r. In the metric space
(W,d), a subset A ⊆ W is called an open set if and only if for all points a ∈ A,
there is an r > 0, such that the open ball Bd(a, r) is a subset of A.

Lemma 2.1. An open ball Bd(a, r) in a metric space (W,d) is open.

Definition 2.1. If W is a set, a collection β of subsets of W is a basis for a
topology on W , such that

(1)
⋃

B∈β
B =W

(2) B1 ∩B2 =
⋃

B∈β
B for ∀B1,B2 ∈ β, where B1 ∩B2 6= ∅.

Let β = {Bd(a, r) | a ∈W, r ∈ R+}. A collection β on W is a topological basis.
Assume that the topology obtained from this basis β is symbolized as τ . This
topology τ is defined as the metric topology reduced from the metric d on the set
W ([2], [18] and [23]).

Assume that A and B are any two sets. An ordering for the Cartesian product
A×B is determined as follows:
If not only (a1, b1) but also (a2, b2) are the elements of A×B, we can write (a1, b1) <
(a2, b2) if and only if either

1) a1 <A a2
or

2) if a1 = a2, b1 <B b2,
where <Aand <B are order relations on any two sets A and B, respectively. Specif-
ically, let two partially ordered sets A and B be given. The lexicographical order
on the Cartesian product A×B is described as follows:

(a1, b1) ≤ (a2, b2) if and only if a1 <A a2 or (if a1 = a2, b1 ≤B b2) .

If A = B = R is taken into consideration,

β = {(a1 × b1, a2 × b2) | a1 < a2 or (if a1 = a2, b1 < b2)}

is a basis of R× R with reference to order relation.
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3. Inner Product, Norm and Metric on Dual Space

Theorem 3.1. Let x = x + εx∗ and y = y + εy∗ be dual numbers. In this case,
the relation <D defined as

x <D y ⇔ x < y or if x = y, x∗ < y∗

is an order relation on D, where < is the order relation on R.

Proof. Let us take x = x+ εx∗, y = y + εy∗, z = z + εz∗ ∈ D and

(3.1) x <D y ⇔ x < y or if x = y, x∗ < y∗.

In this case, by taking account of dual inequality (3.1), it is possible to write the
below expressions:

i) if x 6= y, then either x <D y or y <D x,

ii) if x <D y, then x 6= y,

iii) if x <D y and y <D z, then x <D z.
Thus, the proof is completed.

Furthermore, for x = x + εx∗, y = y + εy∗ and z = z + εz∗ ∈ D, the relation
≤D defined as

x ≤D y ⇔ x < y or if x = y, x∗ ≤ y∗

provides the following expressions:

i) x ≤D x,

ii) if x ≤D y and y ≤D x, then x = y,

iii) if x ≤D y and y ≤D z, then x ≤D z,
where ≤ is the partial order relation on R. This relation is called the partial order
relation on D.

In this section, using the above defined order relations on D, we will reconsider
the concepts of dual norm and metric on Dn obtained from the dual inner product.

A dual inner product on dual space Dn is a function

〈, 〉D : Dn ×Dn → D,

〈x̃, ỹ〉D = 〈x, y〉+ ε (〈x, y∗〉+ 〈x∗, y〉) ,(3.2)

where x̃ = x + εx∗, ỹ = y + εy∗ ∈ Dn, and the notation 〈, 〉 is an inner product
on Rn, such that for the dual vectors x̃, ỹ, z̃ ∈ Dn and the dual numbers λ =
λ+ ελ∗, µ = µ+ εµ∗ ∈ D,the following conditions exist:

i) 〈x̃, x̃〉D ≥D 0 and 〈x̃, x̃〉D = 0 if x = 0.

ii) This inner product 〈, 〉D satisfies symmetry property, i.e.,

〈x̃, ỹ〉D = 〈ỹ, x̃〉D .
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iii) This inner product 〈, 〉D provides bilinear property, i.e.,〈
λx̃+ µỹ, z̃

〉
D

= λ 〈x̃, z̃〉D + µ 〈ỹ, z̃〉D ,

and 〈
x̃, λỹ + µz̃

〉
D

= λ 〈x̃, ỹ〉D + µ 〈x̃, z̃〉D .

A dual norm on dual space Dn is defined as follows:

‖.‖D : Dn → D,

‖x̃‖D =

{
0 , x = 0

‖x‖+ ε 〈x,x
∗〉

‖x‖ , x 6= 0,

where x̃ = x + εx∗ ∈ Dn and x, x∗ ∈ Rn. The dual norm has the following three
properties:

i) For x̃ ∈ Dn,
‖x̃‖D ≥D 0.

ii) For x̃ ∈ Dn and λ ∈ D,∥∥λx̃∥∥
D

=
∣∣λ∣∣

D
· ‖x̃‖D .

iii) We can write the following dual inequalities:
If these conditions x = 0, y 6= 0 (or x 6= 0, y = 0) and 〈x∗, y〉 ≥ 0 (or 〈x, y∗〉 ≥ 0)
are satisfied, there exists the below dual inequality

‖x̃+ ỹ‖D ≥D ‖x̃‖D + ‖ỹ‖D .

In all other cases, it is possible to write the following expression

‖x̃+ ỹ‖D ≤D ‖x̃‖D + ‖ỹ‖D .

Here, the third property is called the dual triangle inequality, and these properties
are proved by using the definition of dual norm.

A dual distance on dual space Dn is a function

d : Dn ×Dn → D,

d (x̃, ỹ) = ‖x̃− ỹ‖D =

{
0 , x = y

‖x− y‖+ ε 〈x−y,x
∗−y∗〉

‖x−y‖ , x 6= y

that satisfies the following conditions for x̃, ỹ, z̃ ∈ Dn:

i) d (x̃, ỹ) ≥D 0, and d (x̃, ỹ) = 0 if x = y.

ii) If the function d is taken into consideration, the below symmetry property is
satisfied:

d (x̃, ỹ) = d (ỹ, x̃) .
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iii) It is possible to say that the dual inequalities exist:
If these conditions x−y = 0, y−z 6= 0 (or x−y 6= 0, y−z = 0) and 〈x∗ − y∗, y − z〉 ≥
0 (or 〈x− y, y∗ − z∗〉 ≥ 0) are satisfied, it is clear that

d (x̃, z̃) ≥D d (x̃, ỹ) + d (ỹ, z̃) .

In all other cases, the following dual inequality is written

d (x̃, z̃) ≤D d (x̃, ỹ) + d (ỹ, z̃) .

4. Basis and Topology on Dual Space

The aim in this section is to present how to introduce the concepts of basis and
topology on dual space Dn. Then, the geometric modellings for the open balls of
D and D2 are shown in detail.

Let
(
Dn, d

)
be a dual metric space. Given a dual point ã = a + εa∗ ∈ Dn and

a dual constant r = r + εr∗, where r > 0, the sets

B̃d(ã, r) =
{
x̃ = x+ εx∗ ∈ Dn | d (x̃, ã) <D r, r = r + εr∗

}
=

{
x̃ = x+ εx∗ ∈ Dn | ‖x− a‖ < r or if ‖x− a‖ = r

, 〈x−a,x
∗−a∗〉

‖x−a‖ < r∗

}
∪ {a+ εx∗}

and

S̃d (ã, r) =
{
x̃ = x+ εx∗ ∈ Dn | d (x̃, ã) ≤D r, r = r + εr∗

}
=

{
x̃ = x+ εx∗ ∈ Dn | ‖x− a‖ < r or if ‖x− a‖ = r

, 〈x−a,x
∗−a∗〉

‖x−a‖ ≤ r∗

}
∪ {a+ εx∗}

are called a dual open ball and dual closed ball with radius r and center ã, respec-
tively.

Each dual distance function d on dual space Dn generates a topology τ̃d on Dn,
which has a basis on the family of dual open balls

β̃ =
{
B̃d (ã, r) | ã ∈ Dn and r = r + εr∗

}
.

Now, we will demonstrate that β̃ is a basis on Dn:

i) Due to ã ∈ B̃d (ã, r), it is possible to write {ã} ⊂ B̃d (ã, r), and thus we obtain
the following equality:

Dn = ∪
ã∈Dn

{ã} ⊂ ∪̃
B∈β̃

B̃d (ã, r) ⊂ Dn,

i.e.,
∪̃
B∈β̃

B̃d (ã, r) = Dn.



On The Basic Structures of Dual Space 261

ii) For all open balls B̃1d
= B̃1d

(ã1, r1) and B̃2d
= B̃2d

(ã2, r2) except for

B̃1d
∩ B̃2d

= φ, we must show the existence of the following equality:

B̃1d
(ã1, r1) ∩ B̃2d

(ã2, r2) =
⋃
B̃∈β̃

B̃d (ã, r) .

Assume that ỹ ∈ B̃1d
∩B̃2d

. Since ỹ ∈ Dn is the element of not only B̃1d
but also

B̃2d
, we can write d (ỹ, ã1) <D r1 and d (ỹ, ã2) <D r2 with respect to the definition

of dual open ball, respectively. Thus, dual inequalities are obtained as follows:

d (ỹ, ã1) =

{
0 , y = a1

‖y − a1‖+ ε
〈y−a1,y∗−a∗1〉
‖y−a1‖ , y 6= a1

<D r1 = r1 + εr∗1

and

d (ỹ, ã2) =

{
0 , y = a2

‖y − a2‖+ ε
〈y−a2,y∗−a∗2〉
‖y−a2‖ , y 6= a2

<D r2 = r2 + εr∗2 .

Situation 1. Consider that y = a1 = a2. This gives the below dual inequalities

d (ỹ, ã1) = 0 <D r1 + εr∗1

and
d (ỹ, ã2) = 0 <D r2 + εr∗2 .

Taking a1 = a2 = a and dualmin {r1, r2} = r in the above dual inequalities, we find

d (ỹ, ã) <D r, that is, ỹ ∈ B̃d (ã, r).

Situation 2. Let y = a1 and y 6= a2. We can write

d (ỹ, ã1) = 0 <D r1

and

d (ỹ, ã2) <D r2 ⇔ ‖y − a2‖ < r2 or if ‖y − a2‖ = r2,
〈y − a2, y∗ − a∗2〉
‖y − a2‖

< r∗2 .

When y = a1 = a is taken into consideration, we get d (ỹ, ã) <D r1, that is,

ỹ ∈ B̃d (ã, r1) . Now, let us think y 6= a2 = a. In this case, we have

d (ỹ, ã) = ‖y − a‖+ ε
〈y − a, y∗ − a∗〉
‖y − a‖

= ‖y − a2‖+ ε
〈y − a2, y∗ − a∗〉
‖y − a2‖

.

By taking account of the inequality ‖y − a2‖ < r2, it is seen that d (ỹ, ã) <D r2,

that is, ỹ ∈ B̃d (ã, r2). Assume that ‖y − a2‖ = r2. Thus, the following inequality
is obtained

(4.1)
〈y − a2, y∗ − a∗〉
‖y − a2‖

< r∗2 +
〈y − a2, a∗2 − a∗〉
‖y − a2‖

= r∗3 .
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If we use the inequality (4.1), the below expression can be obtained

(4.2) d (ỹ, ã) <D r2 + εr∗3 = r3.

Therefore, the dual inequality (4.2) implies ỹ ∈ B̃d (ã, r3).

Situation 3. The proof for this situation is as in the situation 2.

Situation 4. Suppose that y 6= a1 and y 6= a2. Using the order relation on D,
it is allowed to write

‖ỹ − ã1‖D <D r1 ⇔ ‖y − a1‖ < r1 or if ‖y − a1‖ = r1,
〈y − a1, y∗ − a∗1〉
‖y − a1‖

< r∗1

and

‖ỹ − ã2‖D <D r2 ⇔ ‖y − a2‖ < r2 or if ‖y − a2‖ = r2,
〈y − a2, y∗ − a∗2〉
‖y − a2‖

< r∗2 .

In order to analyze this situation, four cases exist. These cases are as follows:

Situation 4.1. By considering ‖y − a1‖ < r1 and ‖y − a2‖ < r2, the following
inequalities can be written

(4.3) ‖y − a‖ ≤ ‖y − a1‖+ ‖a1 − a‖ < r1 + ‖a1 − a‖ = r11

and

(4.4) ‖y − a‖ ≤ ‖y − a2‖+ ‖a2 − a‖ < r2 + ‖a1 − a‖ = r22.

From the inequalities (4.3) and (4.4), we deduce ‖y − a‖ < r, where min {r11, r22} = r.
Thus, we can express the dual inequality

‖ỹ − ã‖D = ‖y − a‖+ ε
〈y − a, y∗ − a∗〉
‖y − a‖

<D r + εr∗ = r,

which implies that ỹ ∈ B̃d (ã, r).

Situation 4.2. Let ‖y − a1‖ < r1 and if ‖y − a2‖ = r2,
〈y−a2,y∗−a∗2〉
‖y−a2‖ < r∗2 . In

this case, we have

‖y − a‖ ≤ ‖y − a1‖+ ‖a1 − a‖ < r1 + ‖a1 − a‖ = r11

and
‖y − a‖ ≤ ‖y − a2‖+ ‖a2 − a‖ = r2 + ‖a2 − a‖ = r22.

If we consider the above inequalities, it is easy to see that ‖y − a‖ < r, where

min {r11, r22} = r. This immediately implies d (ỹ, ã) <D r, that is, ỹ ∈ B̃d (ã, r).

Situation 4.3. The proof for this case is as in the situation 4.2.

Situation 4.4. Consider that

if ‖y − a1‖ = r1,
〈y − a1, y∗ − a∗1〉
‖y − a1‖

< r∗1
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and

if ‖y − a2‖ = r2,
〈y − a2, y∗ − a∗2〉
‖y − a2‖

< r∗2 .

Similarly, we can write the following inequalities:

‖y − a‖ ≤ ‖y − a1‖+ ‖a1 − a‖ = r1 + ‖a1 − a‖ = r11

and
‖y − a‖ ≤ ‖y − a2‖+ ‖a2 − a‖ = r2 + ‖a2 − a‖ = r22.

It is seen from the above inequalities that ‖y − a‖ ≤ r, where min {r11, r22} = r.
Therefore, we have the expressions below:

‖y − a‖ < r or ‖y − a‖ = r .

By considering ‖y − a‖ < r, it is certain that ỹ ∈ B̃d (ã, r). Now, let us assume that
‖y − a‖ = r. The following inequalities can be written

〈y − a, y∗ − a∗〉
‖y − a‖

<
r1r
∗
1 + 〈y − a1, a∗1 − a∗〉+ 〈a1 − a, y∗ − a∗〉

‖y − a‖
= r∗11

and

〈y − a, y∗ − a∗〉
‖y − a‖

<
r2r
∗
2 + 〈y − a2, a∗2 − a∗0〉+ 〈a2 − a, y∗ − a∗〉

‖y − a‖
= r∗22.

If we choose r∗ = min {r∗11, r∗22}, the below inequality can be written:

(4.5)
〈y − a, y∗ − a∗〉
‖y − a‖

< r∗.

From the inequality (4.5) and ‖y − a‖ = r, we obtain ỹ ∈ B̃d (ã, r).

Consequently, considering four situations together, it is clear that

ỹ ∈ ∪̃
B∈β̃

B̃d (ã, r) .

On the contrary, assume that ỹ ∈ ∪̃
B∈β̃

B̃d (ã, r). Thus, there exist r0 = r0 + εr∗0 ∈ D

and ã0 = a0 + εa∗0 ∈ Dn, such that it is possible to write ỹ ∈ B̃d (ã0, r0), where
r0 > 0. In this case, we have the expression

(4.6) d (ỹ, ã0) =

{
0 , y = a0

‖y − a0‖+ ε
〈y−a0,y∗−a∗0〉
‖y−a0‖ , y 6= a0

<D r0 + εr∗0 .

Therefore, we need to study the following cases:

Case A: Let us consider that y 6= a0. By using the order relation on D, we can
write

‖y − a0‖ < r0 or if ‖y − a0‖ = r0,
〈y − a0, y∗ − a∗0〉
‖y − a0‖

< r∗0 .
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Case A.1. Assume that ‖y − a0‖ < r0. We have the following inequalities:

‖y − a1‖ ≤ ‖y − a0‖+ ‖a0 − a1‖ < r0 + ‖a0 − a1‖ = r1

and
‖y − a2‖ ≤ ‖y − a0‖+ ‖a0 − a2‖ < r0 + ‖a0 − a2‖ = r2.

If y = a1 and y = a2 are taken, then it is obvious that

ỹ ∈ B̃1d ∩ B̃2d.

If y 6= a1 and y 6= a2 are considered, due to

‖y − a1‖ < r1

and
‖y − a2‖ < r2,

it is clear that
ỹ ∈ B̃1d ∩ B̃2d.

We can express ỹ ∈ B̃1d ∩ B̃2d by means of similar calculations for the situations
y = a2, y 6= a1 and y = a1, y 6= a2.

Case A.2. Suppose that if ‖y − a0‖ = r0,
〈y−a0,y∗−a∗0〉
‖y−a0‖ < r∗0 . Due to

‖y − a1‖ ≤ ‖y − a0‖+ ‖a0 − a1‖ = r0 + ‖a0 − a1‖ = r1

and
‖y − a2‖ ≤ ‖y − a0‖+ ‖a0 − a2‖ = r0 + ‖a0 − a2‖ = r2,

the following inequalities are obtained

‖y − a1‖ ≤ r1

and
‖y − a2‖ ≤ r2.

By taking account of the above inequalities, we have four cases:

Case A.2.1. Let us think that ‖y − a1‖ < r1 and ‖y − a2‖ < r2. Then we
obtain

ỹ ∈ B̃1d ∩ B̃2d.

Case A.2.2. Let us consider that ‖y − a1‖ = r1 and ‖y − a2‖ < r2. From the
second expression, we attain

(4.7) ỹ ∈ B̃2d.

On the other hand, the inequality

(4.8)
〈y − a1, y∗ − a∗1〉
‖y − a1‖

<
r0r
∗
0 + 〈a0 − a1, y∗ − a∗1〉+ 〈y − a0, a∗0 − a∗1〉

‖y − a1‖
= r∗1
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can be written. Because of ‖y − a1‖ = r1 and the inequality (4.8), it is possible to
write

(4.9) ỹ ∈ B̃1d.

Thus, it is easy to see that
ỹ ∈ B̃1d ∩ B̃2d.

Case A.2.3. The proof for this case is as in the case A.2.2.

Case A.2.4. Assume that ‖y − a1‖ = r1 and ‖y − a2‖ = r2. In this case, the
following inequalities are calculated

〈y − a1, y∗ − a∗1〉
‖y − a1‖

<
r0r
∗
0 + 〈a0 − a1, y∗ − a∗1〉+ 〈y − a0, a∗0 − a∗1〉

‖y − a1‖
= r∗1

and

〈y − a2, y∗ − a∗2〉
‖y − a2‖

<
r0r
∗
0 + 〈a0 − a2, y∗ − a∗2〉+ 〈y − a0, a∗0 − a∗2〉

‖y − a2‖
= r∗2 .

If we take account of the above inequalities, these imply that

ỹ ∈ B̃1d ∩ B̃2d.

Case B: Let us assume that y = a0. By revisiting the dual inequality (4.6), we
have

d (ỹ, ã0) = 0 <D r0 + εr∗0 .

Case B.1. If a1 = a2 = a0 is considered, we obtain the following dual inequal-
ities:

d (ỹ, ã1) = 0 <D r1

and
d (ỹ, ã2) = 0 <D r2.

Thus, we have
ỹ ∈ B̃1d ∩ B̃2d.

Case B.2. We can make similar computations for the situations a1 = a0, a2 6=
a0 and a2 = a0, a1 6= a0.

Case B.3. Consider that a0 6= a1 and a0 6= a2. Because of y = a0, the following
equalities can be written:

‖y − a1‖ = ‖a0 − a1‖

and
‖y − a2‖ = ‖a0 − a2‖ .

Case B.3.1. For 0 < δ1, δ2 < 1, if we choose

r1 = ‖a0 − a1‖+ δ1
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and
r2 = ‖a0 − a2‖+ δ2,

it is seen that
‖y − a1‖ < r1

and
‖y − a2‖ < r2.

Thereby, the below expression is attained

ỹ ∈ B̃1d ∩ B̃2d.

Case B.3.2. Let us take r1 = ‖a0 − a1‖+ δ1 and r2 = ‖a0 − a2‖. In this case,
we have the following expressions:

‖y − a1‖ < r1

and
‖y − a2‖ = r2.

The first inequality implies that ỹ ∈ B̃1d. On the other hand, we can write

〈y − a2, y∗ − a∗2〉
‖y − a2‖

= ‖y∗ − a∗2‖ . cosϕ,

where the angle ϕ is between the vectors y− a2 and y∗− a∗2. Since −1 ≤ cosϕ ≤ 1,
we can find r∗2 ∈ R, such that

(4.10)
〈y − a2, y∗ − a∗2〉
‖y − a2‖

< r∗2 .

From the inequality (4.10) and ‖y − a2‖ = r2, we deduce ỹ ∈ B̃2d. Thus, considering
the above statements, it is obvious that

ỹ ∈ B̃1d ∩ B̃2d.

Case B.3.3. The proof for this case is as in the Case B.3.2.

Case B.3.4. Assume that r1 = ‖a0 − a1‖ and r2 = ‖a0 − a2‖. Therefore, there
are the following inequalities:

〈y − a1, y∗ − a∗1〉
‖y − a1‖

< r∗1

and
〈y − a2, y∗ − a∗2〉
‖y − a2‖

< r∗2 ,

where r∗1 , r∗2 ∈ R. Hence, ỹ ∈ B̃1d ∩ B̃2d.



On The Basic Structures of Dual Space 267

Consequently, since

B̃1d (ã1, r1) ∩ B̃2d (ã2, r2) ⊂ ∪̃
B∈β̃

B̃d (ã, r)

and

∪̃
B∈β̃

B̃d (ã, r) ⊂ B̃1d (ã1, r1) ∩ B̃2d (ã2, r2) ,

we can write

B̃1d (ã1, r1) ∩ B̃2d (ã2, r2) = ∪̃
B∈β̃

B̃d (ã, r) .

In this case, from (i) and (ii) , it is seen that β̃ is a basis on Dn. Consider that the

topology obtained from this basis β̃ is indicated by τ̃d. The topology τ̃d is called

the dual metric topology reduced from the dual distance function d on the set Dn.

Now, the geometric modellings that correspond to the dual open balls on D and
D2 will be investigated. Firstly, on D, we study the geometric modelling for the
dual open ball B̃(0, r) with center origin and dual radius r = r + εr∗, where r > 0:

B̃(0, r) =
{
x̃ ∈ D | d(x, 0) <D r

}
= {x = x+ εx∗ ∈ D | |x|D <D r}

=

{
x̃ = x+ εx∗ ∈ D | |x| < r or if |x| = r,

x.x∗

|x|
< r∗

}
∪ {0 + εx∗} .

The geometric modelling of the dual open ball B̃(0, r) is as follows:

i) Let us consider that |x| < r. In this case, we have −r < x < r.

ii) Let us take |x| = r. In this situation, we get

x = r ⇒ x∗ < r∗

and

x = −r ⇒ x∗ > −r∗.

Thus, if we take the situations (i) and (ii) together, the geometric modellings of
the dual open balls are indicated by Fig.1. according to the situations of r∗.
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Then, on D2, we demonstrate the geometric structure corresponding to the dual
open ball B̃(0, r) with center origin and dual radius r = r + εr∗, where r > 0:

B̃(0, r) =
{
x̃ ∈ D2 | d(x̃, 0) <D r

}
=

{
x̃ = x+ εx∗ ∈ D2 | ‖x̃‖D <D r

}
=

{
x̃ = x+ εx∗ ∈ D2 | ‖x‖ < r or if ‖x‖ = r,

〈x, x∗〉
‖x‖

< r∗
}
∪ {0 + εx∗} .

i) Let us take ‖x‖ < r. This inequality states the interior of the circle with
radius r. x∗ takes any value in R2.

ii) Assume that ‖x‖ = r. Thus, ‖x∗‖ · cos θ < r∗ is obtained, where θ is the
angle between the vectors x and x∗. To see the modellings of D2 in R3, let us take
x∗ = (x∗1, 0). In this case, we can write

(4.11) |x∗1| · cos θ < r∗.

Because −1 ≤ cos θ ≤ 1, we have the following equality:

cos θ =

 −λ
2 ,−1 ≤ cos θ < 0

λ2 , 0 < cos θ ≤ 1
0 , cos θ = 0,
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where 0 < λ ≤ 1. According to the situations of r∗ and cos θ, we will investigate
the geometric modellings of B̃(0, r):

Case 1. Let us consider r∗ > 0. For 0 6= µ ∈ R, r∗ = µ2 can be written. From
the inequality (4.11), it is obvious that

|x∗1| · cos θ < µ2.

If cos θ = λ2 is taken into consideration, the following inequality is written:

|x∗1| <
µ2

λ2
.

In this situation, the geometric modelling of B̃(0, r) is shown by Fig.2. If cos θ =
−λ2 is taken, it is possible to attain the below inequality:

|x∗1| > −
µ2

λ2
.

For ∀x∗1 ∈ R, the above situation is provided. Geometric modelling of this situation
is described by Fig.3. Also, if cos θ = 0 is taken into consideration, the following
inequality is obtained

|x∗1| · 0 < µ2.

For ∀x∗1 ∈ R, the above inequality can be written. The geometric modelling for this
situation is as in Fig.3.

Case 2. Suppose that r∗ < 0. We can write r∗ = −µ2, for 0 6= µ ∈ R. If we
use the inequality (4.11), we have

|x∗1| · cos θ < −µ2.
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This is only valid in the event of cos θ = −λ2. In that case, the following inequality

|x∗1| >
µ2

λ2

is obtained. Thus, the geometric modelling of this situation is represented by Fig.4.

Case 3. Finally, let us take r∗ = 0. From the inequality (4.11), we have

|x∗1| · cos θ < 0.

Similarly, this is only possible in case of cos θ = −λ2. So,

|x∗1| > 0

is obtained and the geometric modelling of this situation is showed in Fig.5.

Conclusion 4.1. Throughout this paper, the order relations on D is introduced
with reference to the lexicographical order relation on the Cartesian product. Ac-
cording to this order relation on D, the concepts of dual inner product, norm, and
metric have been investigated. After that, by using the order relation, the notation
of dual basis has been studied in detail and the geometric modelings for the open
balls of D and D2 have been given in the last section, respectively.
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SOME RESULTS ON (ε)- KENMOTSU MANIFOLDS

Arpan Sardar

Abstract. We have studied curvature symmetries in (ε)-Kenmotsu manifolds. Next,
we have proved the non-existence of a non-zero parallel 2-form in an (ε)-Kenmotsu man-
ifold. Moreover, we have characterised φ-Ricci symmetric (ε)-Kenmotsu manifolds and
finally, we have proved that under certain restriction on the scalar curvature divR=0
and divC=0 are equivalent, where ‘div’ denotes divergence.
Keywords: (ε)-Kenmotsu manifold, curvature symmetries, φ-Ricci symmetric mani-
fold, Weyl curvature tensor.

1. Introduction

The basic difference between Riemannian and semi-Riemannian geometry is the
existence of a null vector. In a Riemannian manifold (M, g), the signature of the
metric tensor is positive definite, whereas the signature of a semi-Riemannian man-
ifold is indefinite. With the help of indefinite metric Bejancu and Duggal [1] in-
troduced (ε)-Sasakian manifolds. Then Xufeng and Xiaoli [16] proved that every
(ε)-Sasakian manifold must be a real hyperface of some indefinite Kähler manifolds.
Since Sasakian manifolds with indefinite metric have applications in Physics [4], we
are interested to study various contact manifolds with indefinite metric. Geometry
of Kenmotsu manifolds originated from Kenmotsu [10]. In [3] De and Sarkar intro-
duced the notion of (ε)-Kenmotsu manifolds with indefinite metric. On the other
hand, in [6] Eisenhart proved that if a Riemannian manifold admits a second order
parallel syemmetric covariant tensor other than a constant multiple of the metric
tensor, then it is reducible. Later on, several authors investigated the Eisenhart
problem on various spaces and obtained some fruitful results. Recently, Haseeb
and De [7] have studied η-Ricci solitons in (ε)-Kenmotsu manifolds. (ε)-Kenmotsu
manifolds have also been studied by several authors such as ([2],[8],[9],[13],[15]) and
many others. So far, our knowledge about curvature symmetries have not been
studied in semi-Riemannian manifolds. In this paper, we are going tol study cur-
vature symmetries in (ε)-Kenmotsu manifolds. For curvature symmetries we refer
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the book of Duggal and Sharma [5].

In [7] Haseeb and De proved the following:

Theorem 1. Let M be an n-dimensional (ε)-Kenmotsu manifold. If the mani-
fold has a symmetric parallel second order covariant tensor α, then α is a constant
multiple of the metric tensor g.

Using the above theorem, we obtained the following statements.
Proposition 1.1. If a vector field X is an affine Killing in an (ε)-Kenmotsu mani-
fold, then the vector field X is homothetic.
Proposition 1.2. An affine conformal vector field in an (ε)-Kenmotsu manifold is
reduced to a conformal vector field.

Sharma[12] characterised a class of contact manifold admitting a vector field keep-
ing the curvature tensor invariant.
In this paper, wel have considered the same problem in (ε)-Kenmotsu manifolds
and proved the following:

Theorem 2.In an (ε)-Kenmotsu manifold a curvature collineation is Killing.

The nature of a parallel 2-form has been considered by several authors in con-
tact manifolds. In the present paper we consider a parallel 2-form in the context of
(ε)-Kenmotsu manifolds and prove the following:

Theorem 3. There is no non-zero parallel 2-form in an (ε)-Kenmotsu manifold.
As for example dη is a 2-form in an (ε)-Kenmotsu manifold which is zero.
Next we prove:

Theorem 4. An (ε)-Kenmotsu manifold is φ-Ricci symmetric if and only if it
is an Einstein manifold.

In a Riemannian or semi-Riemannian manifold of dimension n, divR is obtained
from the Bianchi identity and given by

(divR)(U, V )W = (∇US)(V,W )− (∇V S)(U,W ),

where R denotes the curvature tensor, S is the Ricci tensor, ∇ is the Riemannian
connection and ’div’ denotes the divergence.
Also it is known that
(divC)(U, V )W = n−2

n−3 [{(∇US)(V,W )− (∇V S)(U,W )}+ 1
2(n−1){dr(U)g(V,W )−

dr(V )g(U,W )}],

where C is the Weyl curvature tensor of type (1,3), r is the scalar curvature.
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From the above definitions, it follows that divR = 0 implies divC = 0. How-
ever the converse, is not necessarily true. We address

Theorem 5. In an (ε)-Kenmotsu manifold divR = 0 and divC = 0 are equiv-
alent provided the scalar curvature r is invariant under the characteristic vector
field ξ.

2. (ε)-KENMOTSU MANIFOLDS

Duggal [4] introduced a larger class of contact metric manifolds.

Let M2n+1 be a (2n+1)-dimensional differentiable manifold of class C∞. Then
a quadruple (φ, ξ, η, g) defined on M2n+1 satisfying

φ2(U) = −U + η(U)ξ, η(ξ) = 1,(2.1)

g(ξ, ξ) = ε, η(U) = ε g(U, ξ),(2.2)

g(φU, φV ) = g(U, V )− εη(U)η(V ),(2.3)

where φ is a tensor field of type (1,1) , η a tensor field of type (0,1), the Reeb vector
field ξ and ε is 1 or -1 according as ξ is space like or time like vector field, is called
an (ε)-almost contact metric manifold. If dη(U, V ) = g(U, φV ), for every U, V ∈
χ(M), then we say that M is an (ε)-contact metric manifold. It can be easily seen
that φξ = 0 , ηφ = 0.

Moreover, if the manifold satisfies

(∇Uφ)V = −g(U, φV )− εη(V )φU,(2.4)

where ∇ denotes the Riemannian connection of g , then we shall call the manifold
an (ε)-Kenmotsu manifold.

In an (ε)-Kenmotsu manifold the following relations hold([3],[7]) :

∇Uξ = ε(U − η(U)ξ),(2.5)

(∇Uη)V = g(U, V )− εη(U)η(V ),(2.6)

R(U, V )ξ = η(U)V − η(V )U,(2.7)

(U, ξ) = −2nη(U).(2.8)

Example. Let us consider M5 = {(u1, u2, u3, u4,w) : u1, u2, u3, u4,w belongs
to R and w 6= 0 } and take the basis vector field {e1, e2, e3, e4, e5}, where
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e1 = w ∂
∂u1

, e2 = w ∂
∂u2

, e3 = w ∂
∂u3

, e4 = w ∂
∂u4

, e5 = −ε w ∂
∂w = ξ.

Let us define g as follows :

g(ei, ej) = 0, i 6= j, i, j = 1, 2, 3, 4, 5

and

g(e1, e1) = g(e2, e2) = g(e3, e3) = g(e4, e4) = 1, g(e5, e5) = ε.

Then we obtain

[e1,e2] = [e1,e3] = [e1,e4] = [e2,e3] = [e2,e4] = [e3,e4] = 0,

[e1,e5] = εe1, [e2,e5] = εe2, [e3,e5] = εe3,[e4,e5] = εe4.

By Koszul’s formula we have

∇e1e1 = −e5, ∇e1e2 = 0, ∇e1e3 = 0, ∇e1e4 = 0, ∇e1e5 = εe1,

∇e2e1 = 0, ∇e2e2 = −e5, ∇e2e3 = 0, ∇e2e4 = 0, ∇e2e5 = εe2,

∇e3e1 = 0, ∇e3e2 = 0, ∇e3e3 = −e5, ∇e3e4 = 0, ∇e3e5 = εe3,

∇e4e1 = 0, ∇e4e2 = 0, ∇e4e3 = 0, ∇e4e4 = −e5, ∇e4e5 = εe4,

∇e5e1 = 0, ∇e5e2 = 0, ∇e5e3 = 0, ∇e5e4 = 0, ∇e5e5 = 0.

We can easily verify that (M5, φ, ξ, η, g) satisfies all the properties of (ε)-
Kenmotsu manifolds.

Definition 2.1. A vector field X is said to be an affine Killing vector field if
it satisfies

LX∇ = 0,

where LX denotes the Lie differentiation along the vector field X.

Definition 2.2. A vector field X that leaves the Riemann curvature tensor in-
variant, that is,

(LXR)(U, V )W = 0
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is called curvature collineation.

Definition 2.3. A conformal vector field X in a Riemannian or semi-Riemannian
manifold (M, g) is defined by

LXg = 2ρg,(2.9)

for a smooth function ρ on M . If ρ = constant, then the vector field X is called
homothetic. If ρ vanishes identically, then X is Killing vector field.

Equation (2.9) yields

(LX∇)(U, V ) = (Uρ)V + (V ρ)U − g(U, V )Dρ,(2.10)

where ∇(U, V ) = ∇UV for any vector field U, V on M and Dρ is the gradient vector
field of ρ.

Thus (2.9) implies (2.10), but not conversly.

The vector field X satisfying (2.10) is called conformal collineation and X is
then called an affine conformal vector field.

Definition 2.4 An (ε)-Kenmotsu manifold is said to be φ-Ricci symmetric if

φ2((∇UQ)W ) = 0,

where Q is the Ricci operator defined by g(QU, V ) = S(U, V ).

φ-Ricci symmetric manifold is weaker than Ricci symmetric (∇S = 0) manifold.

If U,W are orthogonal to the characteristic vector field ξ, then φ-Ricci symmetric
manifold is called locally φ-Ricci symmetric. The notion of locally φ-symmetric for
Sasakian manifolds was introduced by Takahashi[14].

3. PROOFS OF THE RESULTS

Proof of Proposition 1.1. If X is a affine Killing vector field, then

LX∇ = 0,

which implies that

LX(∇g) = 0.

That is,

∇LXg = 0.
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Thus LXg is symmetric second order parallel tensor. Thus, from Theorem 1 we
infer that

LXg = λg,

where λ is constant. This implies X is homothetic.

Proof of Proposition 1.2. In [11] Sharma and Duggal prove that a vector field
X on a manifold (M, g) is an affine conformal vector field if and only if

LXg = 2ρg + K,

where K is a second order covariant constant (∇K = 0) symmetric tensor field.
Hence from Theorem 1, we obtain K = λg, λ is constant.
Therefore,

LXg = 2ρg + λg.

This implies

LXg = 2σg,

where 2σ = 2ρ + λ, a smooth function. This completes the proof.

Proof of Theorem 2.By definition of curvature collineation, we get

LXR)(U, V )W = 0,(3.1)

which implies

(LXg)(R(Z,U)V,W ) + (LXg)(R(Z,U)W,V ) = 0.(3.2)

Putting Z = V = W = ξ in (3.2), we get

(LXg)(R(ξ, U)ξ, ξ) + (LXg)(R(ξ, U)ξ, ξ) = 0,

which implies

(LXg)(R(ξ, U)ξ, ξ) = 0.

Now, using (2.7) in the foregoing equation, we get

(LXg)(U, ξ) = η(U)(LXg)(ξ, ξ).(3.3)

Again putting Z = V = ξ in (3.2) it follows

(LXg)(R(ξ, U)ξ,W ) + (LXg)(R(ξ, U)W, ξ) = 0.



Some results on (ε)-Kenmotsu Manifolds 279

Using (2.7) in the above equation we infer that

(LXg)(U,W )− η(U)(LXg)(ξ,W ) + η(W )(LXg)(U, ξ)

−ε(LXg)(ξ, ξ)g(U,W ) = 0.(3.4)

From (3.3) and (3.4) we get

(LXg)(U,W ) = ε(LXg)(ξ, ξ)g(U,W ).

This implies

(LXg)(U,W ) = ε[LXg(ξ, ξ)− 2g(ξ,LXξ)]g(U,W ).(3.5)

Since (LXR)(U, V )W = 0 implies (LXS)(V,W ) = 0. Therefore,

(LXS)(ξ, ξ) = 0,

which implies

S(ξ,LXξ) = 0.

That is,

g(Qξ,LXξ) = 0.

Now using (2.8) in the above equation, we obtain

g(ξ,LXξ) = 0.(3.6)

Using (3.6) in (3.5) we conclude that

(LXg)(U,W ) = 0,

that is, X is Killing vector field. Therefore, the Theorem is proved.

Proof of Theorem 3. Let α be a parallel 2-form in an (ε)-Kenmotsu mani-
fold. This means α is skew-symmetric and ∇α = 0.
Therefore

α(U, V ) = −α(V,U).(3.7)

Putting U = V = ξ in (3.7) we get

α(ξ, ξ) = 0.(3.8)

Differentiating (3.8) along U , we get
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α(∇Uξ, ξ) = 0.

Using (2.5) in the above gives

εα(U, ξ)− εη(U)α(ξ, ξ) = 0.

Finally, using (3.8), we obtain

α(U, ξ) = 0.(3.9)

Again, differentiating along V in the foregoing equation we get

α(∇V U, ξ) + α(U,∇V ξ) = 0.(3.10)

Replacing U by ∇V U in (3.9) we get

α(∇V U, ξ) = 0.(3.11)

Using (3.11), (2.5) in (3.10) and after some calculation we obtain

α(U, V ) = 0,

that is, α = 0. This completes the proof.

Proof of Theorem 4. Let M be an (2n+1)-dimensional φ-Ricci symmetric (ε)-
Kenmotsu manifold. Then

φ2((∇UQ)V ) = 0,

for arbitary vector fields U, V , which implies

−(∇UQ)V + η((∇UQ)V )ξ = 0.(3.12)

Putting V = ξ in (3.12) and using (2.8), we get

2n∇Uξ +Q(∇Uξ) + η(−2n∇Uξ −Q(∇Uξ))ξ = 0.(3.13)

Now using (2.5) in (3.13) and after some calculations, we obtain

S(U, V ) = −2ng(U, V ),
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which implies that the manifold is an Einstein manifold.
Conversely, if the manifold is an Einstein manifold, then obviously it becomes φ-
Ricci symmetric manifold. This completes the proof.

Proof of Theorem 5. Let us assume that divC = 0. Hence

(∇US)(V,W )− (∇V S)(U,W )

=
1

2(n− 1)
[dr(U)g(V,W )− dr(V )g(U,W )].(3.14)

We know

S(U, ξ) = −2nη(U).

Then

(∇US)(V, ξ) = ∇US(V, ξ)− S(∇UV, ξ)− S(V,∇Uξ).

Using (2.5) and (2.8) in the above equation, we get

(∇US)(V, ξ)− (∇V S)(U, ξ) = −4ndη(U, V ).

But in an (ε)-Kenmotsu manifold dη = 0,therefore, the above equation implies that

(∇US)(V, ξ)− (∇V S)(U, ξ) = 0.(3.15)

Substituting W = ξ in (3.14) and using (3.15), we have

dr(U)η(V )− dr(V )η(U) = 0.

Replacing V by ξ in the above equation, it follows

dr(U) = dr(ξ)η(U).(3.16)

Suppose the scalar curvature is invariant under the characteristic vector field ξ ,
that is,

Lξr = 0,

which implies

dr(ξ) = 0.

Hence (3.16) gives r = constant.
Therefore from (3.14) we get

(∇US)(V,W )− (∇V S)(U,W ) = 0,

which implies

(divR)(U, V )W = 0.

This completes the proof.
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