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# HERIMITIAN SOLUTIONS TO THE EQUATION $A X A^{*}+B Y B^{*}=C$, FOR HILBERT SPACE OPERATORS 

Amina Boussaid and Farida Lombarkia<br>Faculty of Mathematics and informatics, Department of Mathematics, University of Batna 2, 05078, Batna, Algeria


#### Abstract

In this paper, by using generalized inverses we have given some necessary and sufficient conditions for the existence of solutions and Hermitian solutions to some operator equations, and derived a new representation of the general solutions to these operator equations. As a consequence, we have obtained a well-known result of Dajić and Koliha.


Keywords: Hilbert space, operator equations, inner inverse, Hermitian solution.

## 1. Introduction and basic definitions

Let $H$ and $K$ be infinite complex Hilbert spaces, and $\mathbb{B}(H, K)$ the set of all bounded linear operators from $H$ to $K$. Throughout this paper, the range and the null space of $A \in \mathbb{B}(H, K)$ are denoted by $\mathcal{R}(A)$ and $\mathcal{N}(A)$ respectively. An operator $B \in \mathbb{B}(K, H)$ is said to be the inner inverse of $A \in \mathbb{B}(H, K)$ if it satisfies the equation $A B A=A$, we denote the inner inverse by $A^{-}$. An operator $A$ is called regular if $A^{-}$exists. It is well known that $A \in \mathbb{B}(H, K)$ is regular if and only if $A$ has closed range. There are many papers in which the basic aim is to find necessary and sufficient conditions for the existence of a solution or Hermitian solution to some matrix or operator equations using generalized inverses. In [15, 16, 18], Mitra and Navarra et al. established necessary and sufficient conditions for the existence of a common solution and gave a representation of the general common solution to the pair of matrix equations

$$
\begin{equation*}
A_{1} X B_{1}=C_{1} \text { and } A_{2} X B_{2}=C_{2} \tag{1.1}
\end{equation*}
$$
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In [23], Wang considered the same problem for matrices over regular rings with identity. Furthermore, in $[13,16]$ Khatri and Mitra determined the conditions for the existence of a Hermitian solution and gave the expression of the general Hermitian solution to the matrix equation

$$
\begin{equation*}
A X B=C \tag{1.2}
\end{equation*}
$$

In [8] J. Groß gave the general Hermitian solution to matrix equation (1.2), where $B=A^{*}$.

Quaternion matrix equations and its general Hermitian solutions have attracted more attention in recent years. The reason for this is a large number of applications in control theory and many other fields, see $[9,10,11,12,14,24]$ and the references therein. Among them, the matrix equation

$$
\begin{equation*}
A X A^{*}+B Y B^{*}=C \tag{1.3}
\end{equation*}
$$

has been studied by Chang and Wang in [1]. They used the generalized singular value decomposition to find necessary and sufficient conditions for the existence of real symmetric solutions. Also in [27, Corollary 3.1], Xu et al found necessary and sufficient conditions for the equation (1.3) to have a Hermitian solution.

Recently several operator equations have been extended from matrices to infinite dimensional Hilbert space, Banach space and Hilbert $\mathcal{C}^{*}$-modules, see [3, 4, 21], $[6,17,22,25,26]$ and the references therein.

In this paper, our main objective is to give necessary and sufficient conditions for the existence of a Hermitian solution to the operator equation $A X A^{*}+B Y B^{*}=C$. After section one where several basic definitions are assembled, in section 2, we give necessary and sufficient conditions for the existence of a common solution to the operator equations

$$
A_{1} X B_{1}=C_{1} \text { and } A_{2} X B_{2}=C_{2}
$$

In section 3 , we apply the result of section 2 to determine new necessary and sufficient conditions for the existence of a Hermitian solution and give a representation of the general Hermitian solution to the operator equation $A X B=C$. Finally, we give some necessary and sufficient condition for the existence of a Hermitian solution to the operator equation $A X A^{*}+B Y B^{*}=C$.

## 2. Common solutions to the operator equations $A_{1} X B_{1}=C$ and

$$
A_{2} X B_{2}=C_{2}
$$

In this section, we give necessary and sufficient conditions for the existence of a common solution to the pair of equations

$$
A_{1} X B_{1}=C_{1}, \quad A_{2} X B_{2}=C_{2},
$$

with $A_{1}, A_{2}, B_{1}, B_{2}, C_{1}$ and $C_{2}$ are linear bounded operators defined on Hilbert spaces $H, K, E, L, N$ and $G$. Before enouncing our main results, we recall the following lemmas

Lemma 2.1. [2] Let $A, B \in \mathbb{B}(H, K)$ are regular operators and $C \in \mathbb{B}(H, K)$. Then the operator equation

$$
A X B=C
$$

has a solution if and only if $A A^{-} C B^{-} B=C$, or equivalently

$$
\mathcal{R}(C) \subset \mathcal{R}(A) \text { and } \mathcal{R}\left(C^{*}\right) \subset \mathcal{R}\left(B^{*}\right)
$$

A representation of the general solution is

$$
X=A^{-} C B^{-}+U-A^{-} A U B B^{-}
$$

where $U \in \mathbb{B}(K, H)$ is an arbitrary operator.
Lemma 2.2. [2] Let $A, B \in \mathbb{B}(H, K)$ are regular operators and $C, D \in \mathbb{B}(H, K)$. Then the pair of operators equations

$$
A X=C \quad \text { and } \quad X B=D
$$

has a common solution if and only if

$$
A A^{-} C=C, \quad D B^{-} B=D \quad \text { and } \quad A D=C B
$$

or equivalently

$$
\mathcal{R}(C) \subset \mathcal{R}(A), \quad \mathcal{R}\left(D^{*}\right) \subset \mathcal{R}\left(B^{*}\right) \quad \text { and } \quad A D=C B
$$

$A$ representation of the general solution is

$$
X=A^{-} C+D B^{-}-A^{-} A D B+\left(I_{H}-A^{-} A\right) V\left(I_{H}-B B^{-}\right)
$$

where $V \in \mathbb{B}(H)$ is an arbitrary operator.
The following two lemmas can be deduced from a result of Patrício and Puystjens [20] originally formulated for matrix with entries in an associative ring. A simple modification shows that it applies equally well to Hilbert space operators.

Lemma 2.3. [20] Let $A \in \mathbb{B}(H, K)$ and $B \in \mathbb{B}(E, K)$ be regular operators. Then $\left(\begin{array}{cc}A & B\end{array}\right) \in \mathbb{B}(H \times E, K)$ is regular if and only if $S=\left(I_{K}-A A^{-}\right) B$ is regular. In this case, the inner inverse of $\left(\begin{array}{ll}A & B\end{array}\right)$ is given by

$$
\left(\begin{array}{cc}
A & B
\end{array}\right)^{-}=\binom{A^{-}-A^{-} B S^{-}\left(I_{K}-A A^{-}\right)}{S^{-}\left(I_{K}-A A^{-}\right)}
$$

Lemma 2.4. [3] Let $A \in \mathbb{B}(H, K)$ and $B \in \mathbb{B}(H, E)$ be regular operators. Then the regularity of any one of the following operators implies the regularity of the remaining three operators

$$
D=B\left(I_{H}-A^{-} A\right), M=A\left(I_{H}-B^{-} B\right),\binom{A}{B} \quad \text { and } \quad\binom{B}{A}
$$

In this case, the inner inverse of $\binom{A}{B}$ is given by

$$
\binom{A}{B}^{-}=\left(\left(I_{H}-B^{-} B\right) M^{-} \quad B^{-}-\left(I_{H}-B^{-} B\right) M^{-} A B^{-}\right)
$$

Lemma 2.5. [2] Suppose that $A_{1} \in \mathbb{B}(H, K), A_{2} \in \mathbb{B}(H, E)$, $B_{1} \in \mathbb{B}(L, G)$, $B_{2} \in$ $\mathbb{B}(N, G), S_{1}=A_{2}\left(I_{H}-A_{1}^{-} A_{1}\right)$ and $M_{1}=\left(I_{G}-B_{1} B_{1}^{-}\right) B_{2}$ are regular operators. Then

$$
T_{1}=\left(I_{E}-S_{1} S_{1}^{-}\right) A_{2} A_{1}^{-} \quad \text { and } \quad D_{1}=B_{1}^{-} B_{2}\left(I_{N}-M_{1}^{-} M_{1}\right),
$$

are regular with inner inverses $T_{1}^{-}=A_{1} A_{2}^{-}$and $D_{1}^{-}=B_{2}^{-} B_{1}$.
In the following theorem, we give necessary and sufficient conditions for the existence of a common solution of the operator equations

$$
A_{1} X B_{1}=C_{1}, \quad A_{2} X B_{2}=C_{2}
$$

Theorem 2.1. Suppose that $A_{1} \in \mathbb{B}(H, K), A_{2} \in \mathbb{B}(H, E), B_{1} \in \mathbb{B}(L, G), B_{2} \in$ $\mathbb{B}(N, G), M_{1}=\left(I_{G}-B_{1} B_{1}^{-}\right) B_{2}$ and $S_{1}=A_{2}\left(I_{H}-A_{1}^{-} A_{1}\right)$ are regular operators and $C_{1} \in \mathbb{B}(L, K), C_{2} \in \mathbb{B}(N, E)$. Then the following statements are equivalent

1. The pair of equations (1.1) have a common solution $X \in \mathbb{B}(G, H)$.
2. There exists two operators $U \in \mathbb{B}(N, K)$ and $V \in \mathbb{B}(L, E)$, such that the operator equation $A X B=C$ is solvable, where

$$
A=\binom{A_{1}}{A_{2}}, \quad B=\left(\begin{array}{cc}
B_{1} & B_{2}
\end{array}\right), \quad C=\left(\begin{array}{cc}
C_{1} & U \\
V & C_{2}
\end{array}\right)
$$

3. For $i=1,2, \mathcal{R}\left(C_{i}\right) \subset \mathcal{R}\left(A_{i}\right), \mathcal{R}\left(C_{i}^{*}\right) \subset \mathcal{R}\left(B_{i}^{*}\right)$ and

$$
T_{1} C_{1} D_{1}=T_{2} C_{2} D_{2}
$$

where $T_{1}=\left(I_{E}-S_{1} S_{1}^{-}\right) A_{2} A_{1}^{-}, T_{2}=\left(I_{E}-S_{1} S_{1}^{-}\right), D_{1}=B_{1}^{-} B_{2}\left(I_{N}-M_{1}^{-} M_{1}\right)$ and $D_{2}=\left(I_{N}-M_{1}^{-} M_{1}\right)$.

Proof.
$(1) \Leftrightarrow(2)$ The equivalence is easily established.
(2) $\Rightarrow$ (3) According to Lemma 2.1, the operator equation $A X B=C$ has a solution if and only if

$$
\mathcal{R}(C) \subset \mathcal{R}(A) \quad \text { and } \quad \mathcal{R}\left(C^{*}\right) \subset \mathcal{R}\left(B^{*}\right)
$$

then, we deduce that

$$
\begin{equation*}
\text { for } \quad i=1,2, \quad \mathcal{R}\left(C_{i}\right) \subset \mathcal{R}\left(A_{i}\right) \quad \text { and } \quad \mathcal{R}\left(C_{i}^{*}\right) \subset \mathcal{R}\left(B_{i}^{*}\right) . \tag{2.1}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
T_{1} C_{1} D_{1}=\left(I_{E}-\right. & \left.S_{1} S_{1}^{-}\right) A_{2} A_{1}^{-} C_{1} B_{1}^{-} B_{2}\left(I_{N}-M_{1}^{-} M_{1}\right) \\
& =\left(I_{E}-S_{1} S_{1}^{-}\right) A_{2} A_{1}^{-} A_{1} X_{0} B_{1} B_{1}^{-} B_{2}\left(I_{N}-M_{1}^{-} M_{1}\right) \tag{2.2}
\end{align*}
$$

where $X_{0}$ is the common solution to the pair of equations (1.1).
Let

$$
S_{1}=A_{2}\left(I_{H}-A_{1}^{-} A_{1}\right) \quad \text { and } \quad M_{1}=\left(I_{G}-B_{1} B_{1}^{-}\right) B_{2} .
$$

This implies that

$$
\begin{equation*}
A_{2} A_{1}^{-} A_{1}=A_{2}-S_{1} \quad \text { and } \quad B_{1} B_{1}^{-} B_{2}=B_{2}-M_{1} \tag{2.3}
\end{equation*}
$$

We insert (2.3) in (2.2) to obtain

$$
\begin{equation*}
T_{1} C_{1} D_{1}=T_{2} C_{2} D_{2} \tag{2.4}
\end{equation*}
$$

From (2.1) and (2.4), we deduce that (2) $\Rightarrow(3)$.
Conversely, since

$$
T_{1} C_{1} D_{1}=T_{2} C_{2} D_{2}
$$

Then

$$
\mathcal{R}\left(T_{2} C_{2}\right) \subset \mathcal{R}\left(T_{1}\right) \quad \text { and } \quad \mathcal{R}\left(D_{1}^{*} C_{1}^{*}\right) \subset \mathcal{R}\left(D_{2}^{*}\right)
$$

By applying Lemma 2.2, there exist $U \in \mathbb{B}(N, K)$ which is the common solution to the pair of equations

$$
\left\{\begin{array}{l}
T_{1} U=T_{2} C_{2}  \tag{2.5}\\
U D_{2}=C_{1} D_{1}
\end{array}\right.
$$

given by

$$
\begin{equation*}
U=C_{1} D_{1}+T_{1}^{-}\left(I_{E}-S_{1} S_{1}^{-}\right) C_{2} M_{1}^{-} M_{1}+\left(A_{1} A_{1}^{-}-T_{1}^{-} T_{1}\right) Z M_{1}^{-} M_{1} \tag{2.6}
\end{equation*}
$$

where $Z \in \mathbb{B}(N, K)$ is an arbitrary operator.
On other hand, since

$$
T_{1} C_{1} D_{1}=T_{2} C_{2} D_{2}
$$

Then

$$
\mathcal{R}\left(T_{1} C_{1}\right) \subset \mathcal{R}\left(T_{2}\right) \quad \text { and } \quad \mathcal{R}\left(D_{2}^{*} C_{2}^{*}\right) \subset \mathcal{R}\left(D_{1}^{*}\right)
$$

It follows from Lemma 2.2 that there exist $V \in \mathbb{B}(L, E)$ which is the common solution to the pair of equations

$$
\left\{\begin{array}{l}
T_{2} V=T_{1} C_{1}  \tag{2.7}\\
V D_{1}=C_{2} D_{2}
\end{array}\right.
$$

given by

$$
\begin{equation*}
V=T_{1} C_{1}+S_{1} S_{1}^{-} C_{2}\left(I_{N}-M_{1}^{-} M_{1}\right) D_{1}^{-}+S_{1} S_{1}^{-} Z^{\prime}\left(B_{1}^{-} B_{1}-D_{1} D_{1}^{-}\right) \tag{2.8}
\end{equation*}
$$

where $Z^{\prime} \in \mathbb{B}(L, E)$ is an arbitrary operator.
Thus, there exists $U \in \mathbb{B}(N, K)$ and $V \in \mathbb{B}(L, E)$ solutions to the pair of equations (2.5), (2.7) and as for $i=1,2$, we have $A_{i} A_{i}^{-} C_{i}=C_{i}$ and $C_{i} B_{i}^{-} B_{i}=C_{i}$, we obtain

$$
\begin{aligned}
& A A^{-} C B^{-} B= \\
& =\left(\begin{array}{cc}
A_{1} A_{1}^{-} C_{1} B_{1}^{-} B_{1} & A_{1} A_{1}^{-}\left(C_{1} D_{1}+U M_{1}^{-} M_{1}\right) \\
\left(T_{1} C_{1}+S_{1} S_{1}^{-} V\right) B_{1}^{-} B_{1} & T_{1}\left(C_{1} D_{1}+U M_{1}^{-} M_{1}\right)+S_{1} S_{1}^{-}\left(V D_{1}+C_{2} M_{1} M_{1}^{-}\right.
\end{array}\right) \\
& =C .
\end{aligned}
$$

So that, the operator equation $A X B=C$ is solvable and $(3) \Rightarrow(2)$.
Theorem 2.2. Suppose that $A_{1} \in \mathbb{B}(H, K), A_{2} \in \mathbb{B}(H, E), B_{1} \in \mathbb{B}(L, G), B_{2} \in$ $\mathbb{B}(N, G), M_{1}=\left(I_{G}-B_{1} B_{1}^{-}\right) B_{2}$ and $S_{1}=A_{2}\left(I_{H}-A_{1}^{-} A_{1}\right)$ are regular operators and $C_{1} \in \mathbb{B}(L, K), C_{2} \in \mathbb{B}(N, E)$, when any one of the conditions (2), (3) of Theorem 2.1 holds, a general common solution to the pair of equations (1.1) is given by

$$
\begin{aligned}
X & =\left(A_{1}^{-} C_{1}+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{1}^{-}\left(V-A_{2} A_{1}^{-} C_{1}\right)\right) B_{1}^{-}\left(I_{G}-B_{2} M_{1}^{-}\left(I_{G}-B_{1} B_{1}^{-}\right)\right) \\
& +\left(A_{1}^{-} U+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{1}^{-}\left(C_{2}-A_{2} A_{1}^{-} U\right)\right) M_{1}^{-}\left(I_{G}-B_{1} B_{1}^{-}\right)+F \\
(2.9) & -\left(A_{1}^{-} A_{1}+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{1}^{-} S_{1}\right) F\left(B_{1} B_{1}^{-}+M_{1} M_{1}^{-}\left(I_{G}-B_{1} B_{1}^{-}\right)\right),
\end{aligned}
$$

where $F \in \mathbb{B}(G, H)$ is an arbitrary operator and $U, V$ are given by

$$
\left\{\begin{array}{l}
U=C_{1} B_{1}^{-} B_{2}\left(I_{N}-M_{1}^{-} M_{1}\right)+A_{1} A_{2}^{-}\left(I_{E}-S_{1} S_{1}^{-}\right) C_{2} M_{1}^{-} M_{1}+A_{1} A_{1}^{-} Z M_{1}^{-} M_{1} \\
\quad-A_{1} A_{2}^{-}\left(I_{E}-S_{1} S_{1}^{-}\right) A_{2} A_{1}^{-} Z M_{1}^{-} M_{1}, \\
\text { and } \\
V=\left(I_{E}-S_{1} S_{1}^{-}\right) A_{2} A_{1}^{-} C_{1}+S_{1} S_{1}^{-} C_{2}\left(I_{N}-M_{1}^{-} M_{1}\right) B_{2}^{-} B_{1}+S_{1} S_{1}^{-} Z^{\prime} B_{1}^{-} B_{1} \\
\quad-S_{1} S_{1}^{-} Z^{\prime} B_{1}^{-} B_{2}\left(I_{N}-M_{1}^{-} M_{1}\right) B_{2}^{-} B_{1},
\end{array}\right.
$$

where $Z \in \mathbb{B}(N, K)$ and $Z^{\prime} \in \mathbb{B}(L, E)$ are arbitrary operators.
Proof. From Theorem 2.1, we get that the pair of equations (1.1) has a common solution equivalently the two conditions (2) and (3) holds.
On the other hand, since the pair of equations (1.1) is equivalent to

$$
\binom{A_{1}}{A_{2}} X\left(\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right)=\left(\begin{array}{cc}
C_{1} & U  \tag{2.10}\\
V & C_{2}
\end{array}\right)
$$

According to Lemma 2.3 and Lemma 2.4, we have

$$
\binom{A_{1}}{A_{2}} \in \mathbb{B}(H, K \times E) \quad \text { and } \quad\left(\begin{array}{cc}
B_{1} & B_{2}
\end{array}\right) \in \mathbb{B}(L \times N, G)
$$

are regular with inner inverses

$$
\begin{equation*}
\binom{A_{1}}{A_{2}}^{-}=\left(\left(I_{E}-A_{2}^{-} A_{2}\right) S_{1}^{-} \quad A_{2}^{-}-\left(I_{E}-A_{2}^{-} A_{2}\right) S_{1}^{-} A_{1} A_{2}^{-}\right) \tag{2.11}
\end{equation*}
$$

and

$$
\left(\begin{array}{cc}
B_{1} & B_{2} \tag{2.12}
\end{array}\right)^{-}=\binom{B_{1}^{-}-B_{1}^{-} B_{2} M_{1}^{-}\left(I_{G}-B_{1} B_{1}^{-}\right)}{M_{1}^{-}\left(I_{G}-B_{1} B_{1}^{-}\right)}
$$

respectively.
Using Lemma 2.1, we deduce that the general solution of (2.10) is given by

$$
\begin{align*}
X= & \binom{A_{1}}{A_{2}}^{-}\left(\begin{array}{cc}
C_{1} & U \\
V & C_{2}
\end{array}\right)\left(\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right)^{-}+  \tag{2.13}\\
& +F-\binom{A_{1}}{A_{2}}^{-}\binom{A_{1}}{A_{2}} F\left(\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right)\left(\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right)^{-}
\end{align*}
$$

By substituting (2.11) and (2.12) in (2.13), we get the solution $X$ as defined in (2.9) such that $U, V$ are given in (2.6) and (2.8) respectively and $F \in \mathbb{B}(G, H)$ is an arbitrary operator.

## 3. Hermitian solutions to the operator equations $A X B=C$ and $A X A^{*}+B Y B^{*}=C$

Based on Theorem 2.1 and Theorem 2.2, in this section we give necessary and sufficient conditions for the existence of Hermitian solutions to the operator equations

$$
A X B=C \quad \text { and } \quad A X A^{*}+B Y B^{*}=C
$$

and obtain the general Hermitian solution to those operator equations respectively. Before enouncing our main results we have the following lemma

Lemma 3.1. Let $A \in \mathbb{B}(H, K)$ and $B \in \mathbb{B}(K, H)$, such that $A$, $B, S_{1}=B^{*}\left(I_{H}-\right.$ $\left.A^{-} A\right)$ and $M_{1}=\left(I_{H}-B B^{-}\right) A^{*}$ are regular. Then the operator equation

$$
A X B=C
$$

has a Hermitian solution if and only if the pair of operator equations

$$
\begin{equation*}
A X B=C \quad \text { and } \quad B^{*} X A^{*}=C^{*} \tag{3.1}
\end{equation*}
$$

has a common solution, a representation of the general Hermitian solution to $A X B=$ $C$ is of the form

$$
X_{H}=\frac{X+X^{*}}{2}
$$

where $X$ is the representation of the general common solution to the equations (3.1).

Proof. From Theorem 2.1 the pair of operator equations (3.1) has a common solution if and only if

$$
\mathcal{R}(C) \subset \mathcal{R}(A) \text { and } \mathcal{R}\left(C^{*}\right) \subset \mathcal{R}\left(B^{*}\right)
$$

and

$$
\left(I_{K}-S_{1} S_{1}^{-}\right) B^{*} A^{-} C B^{-} A^{*}\left(I_{K}-M_{1}^{-} M_{1}\right)=\left(I_{K}-S_{1} S_{1}^{-}\right) C^{*}\left(I_{K}-M_{1}^{-} M_{1}\right) .
$$

A representation of the general common solution to equations (3.1) is given by (2.9) in Theorem 2.2, where $A_{1}=A, B_{1}=B, C_{1}=C, A_{2}=B^{*}, B_{2}=A^{*}$ and $C_{2}=C^{*}$. Clearly $X_{H}$ is a Hermitian solution to (1.2).

From the above proof and Theorem 2.2, we obtain the following corollary.
Corollary 3.1. Let $A \in \mathbb{B}(H, K), B \in \mathbb{B}(K, H), M_{1}=\left(I_{H}-B B^{-}\right) A^{*}$ and $S_{1}=B^{*}\left(I_{H}-A^{-} A\right)$ are regular operators and $C \in \mathbb{B}(K)$. Then the operator equation

$$
A X B=C
$$

has a Hermitian solution if and only if

1. $\mathcal{R}(C) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(C^{*}\right) \subset \mathcal{R}\left(B^{*}\right)$
2. $\left(I_{K}-S_{1} S_{1}^{-}\right) B^{*} A^{-} C B^{-} A^{*}\left(I_{K}-M_{1}^{-} M_{1}\right)=\left(I_{K}-S_{1} S_{1}^{-}\right) C^{*}\left(I_{K}-M_{1}^{-} M_{1}\right)$.

In this case, a representation of the general Hermitian solution is of the form

$$
X_{H}=\frac{X+X^{*}}{2}
$$

where

$$
\begin{align*}
X= & \left(A^{-} C+\left(I_{H}-A^{-} A\right) S_{1}^{-}\left(V-B^{*} A^{-} C\right)\right) B^{-}\left(I_{H}-A^{*} M_{1}^{-}\left(I_{H}-B B^{-}\right)\right) \\
& +\left(A^{-} U+\left(I_{H}-A^{-} A\right) S_{1}^{-}\left(C^{*}-B^{*} A^{-} U\right)\right) M_{1}^{-}\left(I_{H}-B B^{-}\right)+F \\
.2)= & \left(A^{-} A+\left(I_{H}-A^{-} A\right) S_{1}^{-} S_{1}\right) F\left(B B^{-}+M_{1} M_{1}^{-}\left(I_{H}-B B^{-}\right),\right. \tag{3.2}
\end{align*}
$$

where $F \in \mathbb{B}(H)$ is an arbitrary operator and $U, V$ are given by

$$
\left\{\begin{array}{l}
U=C B^{-} A^{*}\left(I_{K}-M_{1}^{-} M_{1}\right)+A\left(B^{*}\right)^{-}\left(I_{K}-S_{1} S_{1}^{-}\right) C^{*} M_{1}^{-} M_{1}+A A^{-} Z M_{1}^{-} M_{1} \\
\quad-A\left(B^{*}\right)^{-}\left(I_{K}-S_{1} S_{1}^{-}\right) B^{*} A^{-} Z M_{1}^{-} M_{1} \\
\text { and } \\
V=\left(I_{K}-S_{1} S_{1}^{-}\right) B^{*} A^{-} C+S_{1} S_{1}^{-} C^{*}\left(I_{K}-M_{1}^{-} M_{1}\right)\left(A^{*}\right)^{-} B+S_{1} S_{1}^{-} Z^{\prime} B^{-} B \\
\quad-S_{1} S_{1}^{-} Z^{\prime} B^{-} A^{*}\left(I_{K}-M_{1}^{-} M_{1}\right)\left(A^{*}\right)^{-} B,
\end{array}\right.
$$

where $Z, Z^{\prime} \in \mathbb{B}(K)$ are arbitrary operators.

Corollary 3.2. Let $A \in \mathbb{B}(H, K), C \in \mathbb{B}(K)$ such that $A$ is regular and $C^{*}=C$. Then the operator equation

$$
A X A^{*}=C
$$

has a Hermitian solution $X \in \mathbb{B}(H)$ if and only if

$$
\mathcal{R}(C) \subset \mathcal{R}(A)
$$

In this case, a representation of the general Hermitian solution is

$$
\begin{equation*}
X_{H}=A^{-} C\left(A^{-}\right)^{*}+F-A^{-} A F\left(A^{-} A\right)^{*} \tag{3.3}
\end{equation*}
$$

where $F \in \mathbb{B}(H)$ is an arbitrary Hermitian operator.
Proof. We put $B=A^{*}$ in Corollary 3.1 we get the result.
As a consequence of Corollary 3.1 we obtain the well-known Theorem of Alegra Dajić and J.J. Koliha [3, Theorem 3.1].

Corollary 3.3. [3, Theorem 3.1] Let $A, C \in \mathbb{B}(H, K)$ such that $A$ is a regular operator. Then the operator equation

$$
A X=C
$$

has a Hermitian solution $X \in \mathbb{B}(H)$ if and only if

$$
A A^{-} C=C \quad \text { and } \quad A C^{*} \text { is Hermitian. }
$$

The general Hermitian solution is of the form

$$
X_{H}=A^{-} C+\left(I_{H}-A^{-} A\right)\left(A^{-} C\right)^{*}+\left(I_{H}-A^{-} A\right) Z^{\prime}\left(I_{H}-A^{-} A\right)^{*}
$$

where $Z^{\prime} \in \mathbb{B}(H)$ is an arbitrary Hermitian operator.
Proof. By applying Corollary 3.1, the operator equation $A X=C$ has a Hermitian solution if and only if

$$
\mathcal{R}(C) \subset \mathcal{R}(A)
$$

which is equivalent to

$$
A A^{-} C=C
$$

and

$$
\left(I_{H}-I_{H}+A^{-} A\right) A^{-} C A^{*}=\left(I_{H}-I_{H}+A^{-} A\right) C^{*}
$$

this implies that

$$
C A^{*}=A C^{*}
$$

Hence, $A C^{*}$ is Hermitian. In this case,

$$
\begin{aligned}
X & =\left[A^{-} C+\left(I_{H}-A^{-} A\right)\left(A^{-} C+\left(I_{H}-A^{-} A\right) C^{*}\left(A^{*}\right)^{-}+\right.\right. \\
& \left.\left.+\left(I_{H}-A^{-} A\right) Z^{\prime}\left(I_{H}-A^{-} A\right)^{*}-A^{-} C\right)\right] \\
& =A^{-} C+\left(I_{H}-A^{-} A\right)\left(A^{-} C\right)^{*}+\left(I_{H}-A^{-} A\right) Z^{\prime}\left(I_{H}-A^{-} A\right)^{*}
\end{aligned}
$$

It follows that,

$$
\begin{aligned}
X_{H} & =\frac{X+X^{*}}{2} \\
& =A^{-} C+\left(I_{H}-A^{-} A\right)\left(A^{-} C\right)^{*}+\left(I_{H}-A^{-} A\right) Z^{\prime}\left(I_{H}-A^{-} A\right)^{*}
\end{aligned}
$$

Theorem 3.1. Let $A, B \in \mathbb{B}(H, K)$ and $A_{1}=\left(I_{K}-A A^{-}\right) B, C_{1}=\left(I_{K}-A A^{-}\right) C$ and $S_{2}=B\left(I_{H}-A_{1}^{-} A_{1}\right)$ be all regular and $C \in \mathbb{B}(K)$ is Hermitian. Then the operator equation

$$
A X A^{*}+B Y B^{*}=C
$$

has a Hermitian solution if and only if

1. $A_{1} A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-} B^{*}=\left(I_{K}-A A^{-}\right) C$
2. $\left(I_{K}-S_{2} S_{2}^{-}\right)\left[C-B A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-} B^{*}\right]\left(I_{K}-\left(A^{-}\right)^{*} A^{*}\right)=0$.

In this case, a representation of the general Hermitian solution is of the form

$$
\left(X_{H}, Y_{H}\right)=\left(\frac{X+X^{*}}{2}, \frac{Y+Y^{*}}{2}\right)
$$

where $X$ and $Y$ are given by

$$
\left\{\begin{array}{l}
X=A^{-}\left(C-B Y B^{*}\right)\left(A^{*}\right)^{-}+F-A^{-} A F\left(A^{-} A\right)^{*} \\
\text { and } \\
Y=A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-}+ \\
\quad+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{2}^{-}\left[V-B A_{1}^{-}\left(I_{K}-A A^{-}\right) C\right]\left(B^{*}\right)^{-}+U \\
\quad-\left[A_{1}^{-} A_{1}+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{2}^{-} S_{2}\right] U B^{*}\left(B^{*}\right)^{-}
\end{array}\right.
$$

and

$$
\begin{aligned}
V & =\left(I_{K}-S_{2} S_{2}^{-}\right) B A_{1}^{-}\left(I_{K}-A A^{-}\right) C+S_{2} S_{2}^{-} C\left(I_{K}-\left(A^{-}\right)^{*} A^{*}\right)\left(A_{1}^{*}\right)^{-} B^{*} \\
& +S_{2} S_{2}^{-} Z\left(B^{*}\right)^{-}\left(I_{H}-A_{1}^{*}\left(A_{1}^{-}\right)^{*}\right) B^{*},
\end{aligned}
$$

with $F \in \mathbb{B}(H), U \in \mathbb{B}(H)$ and $Z \in \mathbb{B}(K)$ are arbitrary Hermitian operators.
Proof. The operator equation (1.3) is equivalent to

$$
\begin{equation*}
A X A^{*}=C-B Y B^{*} \tag{3.4}
\end{equation*}
$$

Applying Corollary 3.2, the operator equation (3.4) has a Hermitian solution if and only if

$$
\begin{align*}
\mathcal{R}\left(C-B Y B^{*}\right) \subset \mathcal{R}(A) & \Leftrightarrow A A^{-}\left(C-B Y B^{*}\right)=\left(C-B Y B^{*}\right) \\
& \Leftrightarrow \quad\left(I-A A^{-}\right)\left(C-B Y B^{*}\right)=0 \tag{3.5}
\end{align*}
$$

Then, (3.5) is equivalent to the operator equation

$$
\begin{equation*}
A_{1} Y B^{*}=C_{1} \tag{3.6}
\end{equation*}
$$

with $A_{1}=\left(I_{K}-A A^{-}\right) B$, and $C_{1}=\left(I_{K}-A A^{-}\right) C$.
From Corollary 3.1, the operator equation (3.6) has a Hermitian solution if and only if

$$
\begin{align*}
\mathcal{R}\left(C_{1}\right) \subset \mathcal{R}\left(A_{1}\right) & \Leftrightarrow A_{1} A_{1}^{-} C_{1}=C_{1} \\
& \Leftrightarrow A_{1} A_{1}^{-}\left(I_{K}-A A^{-}\right) C=\left(I_{K}-A A^{-}\right) C \tag{3.7}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{R}\left(C_{1}^{*}\right) \subset \mathcal{R}(B) & \Leftrightarrow C_{1}\left(B^{*}\right)^{-} B^{*}=C_{1} \\
& \Leftrightarrow\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-} B^{*}=\left(I_{K}-A A^{-}\right) C \tag{3.8}
\end{align*}
$$

From (3.7) and (3.8), we get

$$
A_{1} A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-} B^{*}=\left(I_{K}-A A^{-}\right) C
$$

On the other hand, we have

$$
\left(I_{K}-S_{2} S_{2}^{-}\right) B A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-} A_{1}^{*}=\left(I_{K}-S_{2} S_{2^{-}}\right) C\left(I_{K}-\left(A^{-}\right)^{*} A^{*}\right)
$$

This implies that

$$
\left(I_{K}-S_{2} S_{2}^{-}\right)\left[C-B A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-} B^{*}\right]\left(I_{K}-\left(A^{-}\right)^{*} A^{*}\right)=0
$$

A representation of the general Hermitian solution to the operator equation (3.6) is of the form

$$
Y_{H}=\frac{Y+Y^{*}}{2}
$$

where $Y$ is given by (3.2) in Corollary 3.1 such that $A=A_{1}, B=B^{*}$ and $C=C_{1}$

$$
\begin{aligned}
Y & =A_{1}^{-}\left(I_{K}-A A^{-}\right) C\left(B^{*}\right)^{-}+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{2}^{-}\left[V-B A_{1}^{-}\left(I_{K}-A A^{-}\right) C\right]\left(B^{*}\right)^{-}+ \\
& +U-\left[A_{1}^{-} A_{1}+\left(I_{H}-A_{1}^{-} A_{1}\right) S_{2}^{-} S_{2}\right] U B^{*}\left(B^{*}\right)^{-}
\end{aligned}
$$

and

$$
\begin{aligned}
V= & \left(I_{K}-S_{2} S_{2}^{-}\right) B A_{1}^{-}\left(I_{K}-A A^{-}\right) C+S_{2} S_{2}^{-} C\left(I_{K}-\left(A^{-}\right)^{*} A^{*}\right)\left(A_{1}^{*}\right)^{-} B^{*}+ \\
& +S_{2} S_{2}^{-} Z\left(B^{*}\right)^{-}\left(I_{H}-A_{1}^{*}\left(A_{1}^{-}\right)^{*}\right) B^{*}
\end{aligned}
$$

with $U \in \mathbb{B}(H)$ and $Z \in \mathbb{B}(K)$ are arbitrary Hermitian operators.
We return to the operator equation

$$
A X A^{*}=C-B Y B^{*}
$$

in order to find the Hermitian solution $X$.

By Corollary 3.2, the operator equation (3.4) has a Hermitian solution if and only if

$$
\mathcal{R}\left(C-B Y B^{*}\right) \subset \mathcal{R}(A)
$$

So the operator equation (3.4) has a Hermitian solution $X_{H}$ given by

$$
X_{H}=A^{-}\left(C-B Y B^{*}\right)\left(A^{*}\right)^{-}+F-A^{-} A F\left(A^{-} A\right)^{*}
$$

with $F \in \mathbb{B}(H)$ is an arbitrary Hermitian operator.

## 4. Conclusions

This paper gives necessary and sufficient conditions for the existence of a common solution to the pair of equations

$$
A_{1} X B_{1}=C_{1} \text { and } A_{2} X B_{2}=C_{2}
$$

We have applied this result to determine new necessary and sufficient conditions for the existence of Hermitian solution and given a representation of the general Hermitian solution to the operator equation

$$
A X B=C .
$$

Then, we have given necessary and sufficient conditions for the existence of Hermitian solution and a representation of the general Hermitian solution to the operator equation

$$
A X A^{*}+B Y B^{*}=C
$$
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#### Abstract

Let $R$ be a commutative ring with identity and let $M$ be an $R$-module. A proper submodule $P$ of $M$ is called a classical prime submodule if $a b m \in P$, for $a, b \in R$, and $m \in M$, implies that $a m \in P$ or $b m \in P$. The classical prime spectrum of $M$, Cl. $\operatorname{Spec}(M)$, is defined to be the set of all classical prime submodules of $M$. We say $M$ is classical primefule if $M=0$, or the map $\psi$ from $\operatorname{Cl} \cdot \operatorname{Spec}(M)$ to $\operatorname{Spec}(R / \operatorname{Ann}(M))$, defined by $\psi(P)=(P: M) / \operatorname{Ann}(M)$ for all $P \in \mathrm{Cl} . \operatorname{Spec}(M)$, is surjective. In this paper, we study classical primeful modules as a generalization of primeful modules. Also, we investigate some properties of a topology that is defined on $\mathrm{Cl} . \operatorname{Spec}(M)$, named the Zariski topology. Keywords: Classical prime, Classical primeful, Classical top module


## 1. Introduction

Throughout the paper all rings are commutative with identity and all modules are unital. Let $M$ be an $R$-module. If $N$ is a submodule of $M$, then we write $N \leq M$. For any two submodules $N$ and $K$ of an $R$-module $M$, the residual of $N$ by $K$ is denoted by $(N: K)=\{r \in R: r K \subseteq N\}$. A proper submodule $P$ of $M$ is called a prime submodule if $a m \in P$, for $a \in R$ and $m \in M$, implies that $m \in P$ or $a \in(P: M)$. Also, a proper submodule $P$ of $M$ is called a classical prime submodule if $a b m \in P$, for $a, b \in R$ and $m \in M$, implies that $a m \in P$ or $b m \in P$ (see for example [5]). The set of prime(resp. classical prime) submodules of $M$ is denoted by $\operatorname{Spec}(M)$ (resp. Cl.Spec $(M))$. The class of prime submodules of modules was introduced and studied in 1992 as a generalization of

[^0]the class of prime ideals of rings. Then, many generalizations of prime submodules were studied such as primary, classical prime, classical primary and classical quasi primary submodules, see $[1,8,16,4]$ and $[7]$.

For a proper submodule $N$ of an $R$-module $M$, the prime radical of $N$ is $\sqrt[p]{N}=\cap\left\{P \mid P \in \mathcal{V}^{*}(N)\right\}$, where $\mathcal{V}^{*}(N)=\{P \in \operatorname{Spec}(M) \mid N \subseteq P\}$. Also the classical prime radical of $N$ is $\sqrt[C l]{N}=\cap\{P \mid P \in \mathcal{V}(N)\}$, where $\mathcal{V}(N)=\{P \in$ Cl. $\operatorname{Spec}(M) \mid N \subseteq P\}$. If there are no such prime (resp. classical prime) submodules, $\sqrt[p]{N}$ (resp. $\sqrt[C l]{N}$ ) is $M$. We say $N$ is a radical (resp. classical radical) submodule, if $\sqrt[p]{N}=N($ resp. $\sqrt[C l]{N}=N)$.

The set of all maximal submodules of $M$ is denoted by $\operatorname{Max}(M)$. A Noetherian module $M$ is called a semi-local (resp. a local) module if $\operatorname{Max}(M)$ is a non-empty finite (resp. a singleton) set. A non-Noetherian commutative ring $R$ is called a quasisemilocal (resp. a quasilocal) ring if $R$ has only a finite number (resp. a singleton) of maximal ideals. An R-module $M$ is called a multiplication (resp. weak multiplication) module if for every submodule (resp. prime submodule) of $M$, there exists an ideal $I$ of $R$ such that $N=I M$ (see [14] and [2]). If $N$ is a prime submodule of a multiplication $R$-module $M$, then $N_{1} \cap N_{2} \subseteq N$, where $N_{1}, N_{2} \leq M$, implies that $N_{1} \subseteq N$ or $N_{2} \subseteq N$ (see for more detail [11] and [19]). An $R$-module $M$ is called compatible if its classical prime submodules and its prime submodules coincide. All commutative rings and multiplicative modules are examples of compatible modules, (see for more detail [8]). A submodule $N$ of $M$ is said to be strongly irreducible if for submodules $N_{1}$ and $N_{2}$ of $M$, the inclusion $N_{1} \cap N_{2} \subseteq N$ implies that either $N_{1} \subseteq N$ or $N_{2} \subseteq N$. Strongly irreducible submodules have been characterized in [13].

Let $M$ be an $R$-module. For any subset $E$ of $M$, we consider classical varieties denoted by $\mathcal{V}(E)$. We define $\mathcal{V}(E)=\{P \in \mathrm{Cl} . \operatorname{Spec}(M): E \subseteq P\}$. Then
(a) If $N$ is a submodule generated by $E$, then $\mathcal{V}(E)=\mathcal{V}(N)$.
(b) $\mathcal{V}\left(0_{M}\right)=\operatorname{Cl} \cdot \operatorname{Spec}(M)$ and $\mathcal{V}(M)=\emptyset$.
(c) $\bigcap_{i \in I} \mathcal{V}\left(N_{i}\right)=\mathcal{V}\left(\sum_{i \in I} N_{i}\right)$, where $N_{i} \leq M$
(d) $\mathcal{V}(N) \cup \mathcal{V}(L) \subseteq \mathcal{V}(N \cap L)$, where $N, L \leq M$.

Now, we assume that $\mathcal{C}(M)$ denotes the collection of all subsets $\mathcal{V}(N)$ of Cl. $\operatorname{Spec}(M)$. Then, $\mathcal{C}(M)$ contains the empty set and $\mathrm{Cl} . \operatorname{Spec}(M)$, and also $\mathcal{C}(M)$ are closed under arbitrary intersections. However, in general, $\mathcal{C}(M)$ is not closed under finite union. An $R$-module $M$ is called a classical top module if $\mathcal{C}(M)$ is closed under finite unions, i.e., for every submodules $N$ and $L$ of $M$, there exists a submodule $K$ of $M$ such that $\mathcal{V}(N) \cup \mathcal{V}(L)=\mathcal{V}(K)$, for in this case, $\mathcal{C}(M)$ satisfies the axioms for the closed subsets of a tological space, then in this case, $\mathcal{C}(M)$ induce a topology on $\mathrm{Cl} . \operatorname{Spec}(M)$. We call the induced topology the classical quasi-Zariski topology(see [9]).

In this paper, we introduce the notion of classical primeful modules and also we investigate some properties of classical quasi-Zariski topology of Cl.Spec ( $M$ ). In Section 2, we introduce the notion of classical primeful modules as a generalization of primefule modules. In particular, in Proposition 2.3, it is proved that if $M$ is
a classical primeful $R$-module, then $\operatorname{Supp}(M)=\mathrm{V}(\operatorname{Ann}(M))$. Then we get some properties of classical top modules. In Section 3, we get some properties of classical quasi-Zariski topology of $\mathrm{Cl} . \operatorname{Spec}(M)$ and also we get some properties of classical top modules.

## 2. Classical primeful module

The notion of primeful modules was introduced by Chin P. Lu in [18] as follows:
Definition 2.1. An $R$-module $M$ is primeful if either $M=(0)$, or $M \neq(0)$ and the map $\phi: \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))$, defined by $\phi(P)=(P: M) / \operatorname{Ann}(M)$ for all $P \in \operatorname{Spec}(M)$, is surjective.

Now, we extend the notion of primeful modules to classical primeful modules.
Definition 2.2. Suppose $\mathrm{Cl} \cdot \operatorname{Spec}(M) \neq \varnothing$, then the map $\psi$ from $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ to $\operatorname{Spec}(R / \operatorname{Ann}(M))$ defined by $\psi(P)=(P: M) / \operatorname{Ann}(M)$ for all $P \in \operatorname{Cl} \operatorname{Spec}(M)$, will be called the natural map of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$.

An $R$-module $M$ is classical primeful if either
(i) $M=(0)$, or
(ii) $M \neq(0)$ and the map $\psi: \mathrm{Cl} \cdot \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))$ from above is surjective.

Lemma 2.1. Let $M$ be a classical top $R$-module. Then the natural map $\psi: \operatorname{Cl} . \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))$ is injective.

Proof. Let $P, Q \in \mathrm{Cl} . \operatorname{Spec}(M)$. If $\psi(P)=\psi(Q)$, then

$$
(P: M) / \operatorname{Ann}(M)=(Q: M) / \operatorname{Ann}(M)
$$

So $(P: M)=(Q: M)$ and then $P=Q$.
Theorem 2.1. Let $M$ be a classical top $R$-module. Then, If $R$ satisfies $A C C$ on prime ideals, then $M$ satisfies $A C C$ on classical prime submodules.

Proof. Let $N_{1} \subseteq N_{2} \subseteq \ldots$ be an ascending chain of classical prime submodules of $M$. This induces the following chain of prime ideals, $\psi\left(N_{1}\right) \subseteq \psi\left(N_{2}\right) \subseteq \ldots$, where $\psi$ is the natural map

$$
\psi: \operatorname{Cl} \cdot \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))
$$

Since $R$ satisfies ACC on prime ideals, there exists a positive integer $k$ such that for each $i \in \mathbb{N}, \psi\left(N_{k}\right)=\psi\left(N_{k+i}\right)$. Now by Lemma 2.1, we have $N_{k}=N_{k+i}$ as required.

Remark 2.1. ([8, Proposition 5.3])) Let $S$ be a multiplicatively closed subset of $R$, p a prime ideal of $R$ such that $p \cap S=\varnothing$ and let $M$ be an $R$-module. If $P$ is a classical p-prime submodule of $M$ with $P_{s} \neq M_{s}$, then $P_{s}$ is also a classical $p_{s}$-prime submodule of $M_{s}$. Moreover if $Q$ is a prime $R_{s}$-submodule of $M_{s}$, then

$$
Q^{c}=\{m \in M: f(m) \in Q\}
$$

is a classical prime submodule of $M$.

Let $p$ be a prime ideal of a ring $R$, M an $R$-module and $N \leqslant M$. By the saturation of $N$ with respect to $p$, we mean the contraction of $N_{p}$ in M and designate it by $S_{p}(N)$. It is also known that

$$
S_{p}(N)=\{e \in M \mid e s \in N \text { for some } s \in R \backslash p\} .
$$

Saturations of submodules were investigated in detail in [17].
Proposition 2.1. For any nonzero $R$-module $M$, the following are equivalent:
(1) The natural map $\psi: \operatorname{Cl} \cdot \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))$ is surjective;
(2) For every $p \in \mathrm{~V}(\operatorname{Ann}(M))$, there exists $P \in \mathrm{Cl} . \operatorname{Spec}(M)$ such that $(P: M)=$ p;
(3) $p M_{p} \neq M_{p}$, for every $p \in \mathrm{~V}(\operatorname{Ann}(M))$;
(4) $S_{p}(p M)$, the contraction of $p M_{p}$ in $M$, is a classical $p$-prime submodule of $M$ for every $p \in \mathrm{~V}(\operatorname{Ann}(M))$;
(5) $\mathrm{Cl}^{\left(\operatorname{Spec}_{\mathrm{p}}\right.}(\mathrm{M}) \neq \emptyset$; for every $p \in \mathrm{~V}(\operatorname{Ann}(M))$.

Proof. $(1) \Longleftrightarrow(2)$ : It is clear by Definition 2.2.
$(2) \Longrightarrow(3)$ : Let $p \in \mathrm{~V}(\operatorname{Ann}(M))$ and let $N$ be a classical $p$-prime submodule of $M$. Then $N_{p}$ is a classical $p R_{p}$-prime submodule of $M_{p}$ by Remark 2.1. Now, since $p M_{p} \subseteq N_{p} \subsetneq M_{p}$, we conclude that $p M_{p} \neq M_{p}$.
$(3) \Longrightarrow(4)$ : Since $p R_{p}$ is the maximal ideal of $R_{p}$ and $p M_{p} \neq M_{p}, p M_{p}=$ $\left(p R_{p}\right) M_{p}$ is a $p R_{p}$-prime, and therefore classical $p R_{p}$-prime, submodule of $M_{p}$. Then $S_{p}(p M)=\left(p M_{p}\right)^{c}$, the contraction of $p M_{p}$ in $M$, is a classical $p$-prime submodule of $M$ by Remark 2.1.
$(4) \Longrightarrow(5)$ and $(5) \Longrightarrow(2)$ are easy.
Proposition 2.2. Every finitely generated $R$-module $M$ is classical primeful.
Proof. If $M=0$, evidently the results is true. Now, let $M$ be a nonzero finitely generated $R$-module. Then $\operatorname{Supp}(M)=\mathrm{V}(\operatorname{Ann}(M))$, so for every $p \in \mathrm{~V}(\operatorname{Ann}(M))$, $M_{p}$ is a nonzero finitely generated module over the local ring $R_{p}$. Then by virtue
of Nakayama's Lemma, $p M_{p} \neq M_{p}$, for every $p \in \mathrm{~V}(\operatorname{Ann}(M))$. Therefore by Proposition 2.1, $M$ is classical primeful.

For every finitely generated module $M, \operatorname{Supp}(M)=\mathrm{V}(\operatorname{Ann}(M))$. The next proposition proves that the equality holds even if $M$ is only a classical primeful module.

Proposition 2.3. (see [18, Proposition 3.4])) If $M$ is a classical primeful $R$ module, then $\operatorname{Supp}(M)=\mathrm{V}(\operatorname{Ann}(M))$.

Proof. If $M=(0)$, then $\operatorname{Supp}(M)=\mathrm{V}(\operatorname{Ann}(M))=\varnothing$. Now let $M$ be a nonzero classical primeful $R$-module, so $\mathrm{V}(\operatorname{Ann}(M)) \neq \varnothing$. By Proposition 2.1, if $p \in$ $\mathrm{V}(\operatorname{Ann}(M))$, then $S_{p}(p M)$ is a classical $p$-prime submodule of $M$, so $\mathrm{S}_{p}(p M) \neq M$. Since $\mathrm{S}_{p}(0) \subseteq \mathrm{S}_{p}(p M)$, then $M \neq \mathrm{S}_{p}(0)$, from which we can see that $M_{p} \neq(0)$. Thus $\mathrm{V}(\operatorname{Ann}(M)) \subseteq \operatorname{Supp}(M)$. The other inclusion is always true.

For every prime, ideal $p$ of $R, R_{p}$ is always a quasilocal ring. However, for an arbitrary $R$-module $M, M_{p}$ is not necessarily a local $R_{p}$-module. But by the next proposition, if $M$ is a nonzero classical top classical primeful $R$-module, then $R / \operatorname{Ann}(M)$ is a quasilocal ring.

Proposition 2.4. Let $M$ be a nonzero classical top classical primeful $R$-module. If $M$ is a semi-local (resp. local) module, then $R / \operatorname{Ann}(M)$ is a quasisemilocal (resp. a quasilocal) ring.

Proof. Let $M$ be a local module with unique maximal submodule $P$. Then $p:=$ $(P: M) \in \operatorname{Max}(R)$. Now let $\operatorname{Ann}(M) \subseteq q \in \operatorname{Max}(R)$. It is enough to prove $q=p$. To prove this, we note that $S_{q}(q M)$ is a classical $q$-prime submodule of $M$ by Proposition 2.1. Now we show that $S_{q}(q M) \in \operatorname{Max}(M)$. Let $S_{q}(q M) \subseteq K$ for some submodule $K$ of $M$. Then we have $q=\left(S_{q}(q M): M\right)=(K: M)$. Hence $S_{q}(q M)=K$ by Lemma 2.1. This implies that $S_{q}(q M)=P$ and therefore $q=p$. For the semi-local case we argue similarly.

In the rest of this section, we get some properties of classical top modules. First note that every classical top module is a top module([9, Proposition 2.4]). In the next theorem, we introduce some modules that they are classical top modules.

Theorem 2.2. Let $M$ be an R-module. Then $M$ is a classical top module in each of the following cases:
(1) $M$ is a multiplication $R$-module.
(2) $M$ be a module that every classical prime submodule of $M$ is strongly irreducible.
(3) $M$ is an $R$-module with the property that for any two submodules $N$ and $L$ of $M,(N: M)$ and $(L: M)$ are comaximal.

Proof. (1). Let $P \in \mathcal{V}\left(N_{1} \cap N_{2}\right)$ and so $N_{1} \cap N_{2} \subseteq P$. Since $M$ is compatible, then $\left(N_{1} \cap N_{2}: M\right) \subseteq(P: M)$, so $N_{1} \subseteq P$ or $N_{2} \subseteq P$. Therefore $P \in \mathcal{V}\left(N_{1}\right)$ or $P \in$ $\mathcal{V}\left(N_{2}\right)$. This implies that $M$ is a classical top module.
(2). Let $P \in \mathcal{V}(N \cap L)$. Since $\mathcal{V}(N) \cup \mathcal{V}(L) \subseteq \mathcal{V}(N \cap L)$, for each submodules $N$ and $L$ of $M$, then $N \cap L \subseteq P$. Now, since $P$ is strongly irreducible, then $N \subseteq P$ or $L \subseteq P$. Therefore $P \in \mathcal{V}(N) \cup \mathcal{V}(L)$. Thus $\mathcal{C}(M)$ is closed under finite unions. Hence $M$ is a classical top module.
(3). Let $P$ be a classical prime submodule of $M$ with $N \cap L \subseteq P$. Then $(N: M) \cap(L: M) \subseteq(P: M) \in \operatorname{Spec}(R)$. We may assume that $(N: M) \subseteq(P: M)$. Then clearly $(L: M) \nsubseteq(P: M)$ by assumption. Hence $N \subseteq P$. Therefore $P$ is strongly irreducible. This implies that $M$ is a classical top module by (2).

If $Y$ is a nonempty subset of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$, then the intersection of the members of $Y$ is denoted by $\mathfrak{T}(Y)$. Thus, if $Y_{1}$ and $Y_{2}$ are subsets of $\operatorname{Cl} . \operatorname{Spec}(M)$, then $\mathfrak{T}\left(Y_{1} \cup Y_{2}\right)=\mathfrak{T}\left(Y_{1}\right) \cap \mathfrak{T}\left(Y_{2}\right)$. An $R$-module $M$ is said to be distributive if $(A+B) \cap C=$ $(A \cap C)+(B \cap C)$, for all submodules $A, B$ and $C$ of $M$ (see for example [12]).

Theorem 2.3. Let $M$ is a classical top module and $\sqrt[c l]{E}=E$ for each submodule $E$ of $M$. Then $M$ is a distributive module.

Proof. Let $A, B$ and $C$ be any submodules of $M$. Then,

$$
\begin{aligned}
(A+B) \cap C & =\sqrt[c l]{(A+B) \cap C} \\
& =\cap\{P \in \mathrm{Cl} . \operatorname{Spec}(M) \mid(A+B) \cap C \subseteq P\} \\
& =\cap\{P \mid P \in \mathcal{V}((A+B) \cap C)\} \\
& =\mathfrak{T}(\mathcal{V}((A+B) \cap C)) \\
& =\mathfrak{T}(\mathcal{V}(A+B) \cup \mathcal{V}(C)) \\
& =\mathfrak{T}((\mathcal{V}(A) \cap \mathcal{V}(B)) \cup \mathcal{V}(C)) \\
& =\mathfrak{T}((\mathcal{V}(A) \cup \mathcal{V}(C)) \cap(\mathcal{V}(B) \cup \mathcal{V}(C))) \\
& =\mathfrak{T}((\mathcal{V}(A \cap C)) \cap(\mathcal{V}(B \cap C))) \\
& =\mathfrak{T}((\mathcal{V}(A \cap C)+(B \cap C))) \\
& =\sqrt[c l]{(A \cap C)+(B \cap C)} \\
& =(A \cap C)+(B \cap C)
\end{aligned}
$$

Hence $M$ is a distributive module.

Proposition 2.5. Let $M$ be a classical top module. Then for every two submodules $A$ and $B$ of $M$ the equality $\sqrt[c l]{A \cap B}=\sqrt[c l]{A} \cap \sqrt[c l]{B}$ holds.

Proof. By definition, $\sqrt[c l]{A \cap B}=\mathfrak{T}(\mathcal{V}(A \cap B))=\mathfrak{T}(\mathcal{V}(A) \cup \mathcal{V}(B))$
$=\mathfrak{T}(\mathcal{V}(A)) \cap \mathfrak{T}(\mathcal{V}(B))=\sqrt[c l]{A} \cap \sqrt[c l]{B}$.

## 3. Some properties of topological space $\mathrm{Cl} . \operatorname{Spec}(M)$

In this section, we study some properties of topological space $\mathrm{Cl} . \operatorname{Spec}(M)$. The closure of $Y$ in $\mathrm{Cl} . \operatorname{Spec}(M)$ with respect to the classical quasi-Zariski topology denoted by $\bar{Y}$.

Lemma 3.1. Let $M$ be a classical top module and let $Y$ be a nonempty subset of Cl.Spec $(M)$. Then $\bar{Y}=\mathcal{V}(\mathfrak{T}(Y))$. Hence, for every $N \leq M, \mathcal{V}(\mathfrak{T}(\mathcal{V}(N)))=\mathcal{V}(N)$.

Proof. Suppose $\mathcal{V}(E)$ is a closed set of $\mathrm{Cl} . \operatorname{Spec}(M)$ containing $Y$. Then for every classical prime submodule $P$ in $Y, E \subseteq P$. Therefore $E \subseteq \mathfrak{T}(Y)$ and so $\mathcal{V}(\mathfrak{T}(Y)) \subseteq \mathcal{V}(E)$. Since $Y \subseteq \mathcal{V}(\mathfrak{T}(Y))$, then $\mathcal{V}(\mathfrak{T}(Y))$ is the smallest closed subset of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ containing $Y$. Thus $\bar{Y}=\mathcal{V}(\mathfrak{T}(Y))$.

Finally, since $\mathcal{V}(\mathfrak{T}(\mathcal{V}(N)))=\overline{\mathcal{V}(N)}$, and since $\mathcal{V}(N)$ is a closed subset of Cl.Spec $(M)$, then $\overline{\mathcal{V}(N)}=\mathcal{V}(N)$. Consequatly $\mathcal{V}(\mathfrak{T}(\mathcal{V}(N)))=\mathcal{V}(N)$.

Let $X$ be a topological space and let $x$ and $y$ be two points of $X$. We say that $x$ and $y$ can be separated if each lies in an open set which does not contain the other point. $X$ is a $T_{1}$ - space if any two distinct points in $X$ can be separated. A topological space $X$ is a $T_{1}$-space if and only if the singleton set $\{x\}$ is a closed set, for any $x$ in $X$.

Theorem 3.1. Let $M$ be an $R$-module. Then $\operatorname{Cl} \cdot \operatorname{Spec}(M)$ is $T_{1}$-space if and only if each classical prime submodule is maximal in the family of all classical prime submodules of $M$. i.e, $\operatorname{Max}(M)=\mathrm{Cl} \cdot \operatorname{Spec}(M)$.

Proof. Let $P$ be maximal in $\mathrm{Cl} . \operatorname{Spec}(M)$ with respect inclution. Then $\overline{\{P\}}=$ $\mathcal{V}(\mathfrak{T}(\{P\}))=\mathcal{V}(P)$, but $P$ is maximal in Cl. $\operatorname{Spec}(M)$, so $\overline{\{P\}}=\{P\}$. Then $\{P\}$ is a closed set in $\mathrm{Cl} . \operatorname{Spec}(M)$. Thus $\mathrm{Cl} . \operatorname{Spec}(M)$ is a $T_{1}$ - space, and vice versa.

Definition 3.1. Let X be a topological space and $\mathrm{Y} \subseteq \mathrm{X}$. Then:
(1) $X$ is irreducible if $X \neq \varnothing$ and for every decomposition $X=A_{1} \cup A_{2}$ with closed subsets $A_{i} \subseteq X, i=1,2$, we have $A_{1}=X$ or $A_{2}=X$.
(2) $Y$ is irreducible if $Y$ is irreducible as a space with the relative topology. For this to be so, it is necessary and sufficient that, for every pair of sets $F, G$ which are closed in $X$ and satisfy $Y \subseteq F \cup G$, then $Y \subseteq F$ or $Y \subseteq G[10$, Ch. II, p. 119].

Lemma 3.2. Let $M$ be an $R$-module. Then for every $P \in \operatorname{Cl} . \operatorname{Spec}(M), \mathcal{V}(P)$ is irreducible.

Proof. Let $\mathcal{V}(P) \subseteq Y_{1} \cup Y_{2}$, for some closed sets $Y_{1}$ and $Y_{2}$. Since $P \in \mathcal{V}(P)$, either $P \in Y_{1}$ or $P \in Y_{2}$. Suppose that $P \in Y_{1}$. Then $Y_{1}=\cap_{i \in I}\left(\cup_{j=1}^{n_{i}} \mathcal{V}\left(N_{i j}\right)\right)$, for some $I, n_{i}(i \in I)$ and $N_{i j} \leq M$. Then for all $i \in I, P \in \cup_{j=1}^{n_{i}} \mathcal{V}\left(N_{i j}\right)$. Thus for all $i \in I$, $\left.\mathcal{V}(P) \subseteq \cup_{j=1}^{n_{i}} \mathcal{V}\left(N_{i j}\right)\right)$, so $\mathcal{V}(P) \subseteq Y_{1}$. Thus $\mathcal{V}(P)$ is irreducible.
M. Behboodi and M. R. Haddadi show that if $Y \subseteq \operatorname{Spec}(M)$ and $\mathfrak{T}(Y)$ is a prime submodule of $M$ and $\mathfrak{T}(Y) \in \bar{Y}$, then $Y$ is irreducible([6, Theorem 3.4]). In the next proposition, we extend this fact to classical prime submodules.

Proposition 3.1. Let $M$ be a classical top module and $Y \subseteq \mathrm{Cl} \cdot \operatorname{Spec}(M)$. Then $\mathfrak{T}(Y)$ is a classical prime submodule of $M$ if and only if $Y$ is an irreducible space.

Proof. Let $P=\mathfrak{T}(Y)$ be a classical prime submodule of $M$ and $P \in Y$, so $\bar{Y}=\mathcal{V}(P)$. If $Y \subseteq Y_{1} \cup Y_{2}$, for closed sets $Y_{1}$ and $Y_{2}$, then $\bar{Y} \subseteq Y_{1} \cup Y_{2}$. Since $\mathcal{V}(P) \subseteq Y_{1} \cup Y_{2}$ and by Lemma 3.2, $\mathcal{V}(P)$ is irreducible, then $\mathcal{V}(P) \subseteq Y_{1}$ or $\mathcal{V}(P) \subseteq$ $Y_{2}$. Now, since $Y \subseteq \mathcal{V}(P)$, then either $Y \subseteq Y_{1}$ or $Y \subseteq Y_{2}$. Thus $Y$ is irreducible. For the converse, we can apply [6, Theorem 3.4].

Corollary 3.1. Let $M$ be a classical top module. Then for every classical prime submodule $P, \mathcal{V}(P)$ is an irreducible subspace of $\operatorname{Cl} . \operatorname{Spec}(M)$. Consequently, $\mathcal{V}(N)$ is irreducible if and only if $\sqrt[C l]{N}$ is a classical prime submodule.

Proof. First note that $\mathfrak{T}(\mathcal{V}(P))=\bigcap\{P \mid P \in \mathcal{V}(P)\}=\sqrt[c l]{P}=P$. Then $\mathcal{V}(P)$ is an irreducible subspace of $\mathrm{Cl} . \operatorname{Spec}(M)$, by Proposition 3.1. Finnaly, it is enough to note that $\sqrt[C l]{N}=\mathfrak{T}(\mathcal{V}(N))$.

Proposition 3.2. Let $M$ be a classical top $R$-module, $\bar{R}=R / \operatorname{Ann}(M)$ and let $\psi: \operatorname{Cl} . \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))$ be the natural map of $\operatorname{Cl} . \operatorname{Spec}(M)$. Then $\psi$ is continuous in the classical quasi-Zariski topology.

Proof. It suffices to prove that $\psi^{-1}(\mathrm{~V}(\bar{I}))=\mathcal{V}(I M)$, for every $I \in \mathrm{~V}(\operatorname{Ann}(M))$. Let $P \in \mathrm{Cl} . \operatorname{Spec}(M)$, then $P \in \psi^{-1}(\mathrm{~V}(\bar{I}))$, so $\psi(P) \in \mathrm{V}(\bar{I})$, therefore $\overline{(P: M)} \in$ $\mathrm{V}(\bar{I})$. Then $\overline{(P: M)} \in \operatorname{Spec}(\bar{R})$ and $\bar{I} \subseteq \overline{(P: M)}$, so $(P: M) \in \operatorname{Spec}(R)$ and $I / \operatorname{Ann}(M) \subseteq(P: M) / \operatorname{Ann}(M)$. Hence $(P: M) \in \operatorname{Spec}(R)$ and $\operatorname{Ann}(M) \subseteq I \subseteq$ $(P: M)$. Now, since $I M \subseteq(P: M) M \subseteq P$, then $P \in \mathcal{V}(I M)$, which it shows that $\psi^{-1}(\mathrm{~V}(\bar{I})) \subseteq \mathcal{V}(I M)$. In similar way, we can show $\mathcal{V}(I M) \subseteq \psi^{-1}(\mathrm{~V}(\bar{I}))$ and hence

$$
\psi^{-1}(\mathrm{~V}(\bar{I}))=\mathcal{V}(I M) . \square
$$

Lemma 3.3. Let $M$ be a classical top $R$-module, $\bar{R}=R / \operatorname{Ann}(M)$ and let $\psi$ be the natural map of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$. If $M$ is classical primeful, then $\psi$ is both closed and open; more precisely, for every submodule $N$ of $M, \psi(\mathcal{V}(N))=\mathrm{V}(\overline{(N: M)})$ and

$$
\psi(\mathrm{Cl} \cdot \operatorname{Spec}(M) \backslash \mathcal{V}(N))=\mathrm{Cl} \cdot \operatorname{Spec}(R / \operatorname{Ann}(M)) \backslash(\mathrm{V}(\overline{(N: M)})
$$

Proof. First we show that $\psi(\mathcal{V}(N))=\mathrm{V}(\overline{(N: M)})$, for every $N \leq M$, whenever $M$ is classical primeful. Since $\psi$ is continuous, as we have seen in Proposition 3.2,

$$
\psi^{-1}(\mathrm{~V}(\overline{(N: M)}))=\mathcal{V}((N: M) M)=\mathcal{V}(N)
$$

Hence, $\psi(\mathcal{V}(N))=\psi \circ \psi^{-1}(\mathrm{~V}(\overline{(N: M)})=\mathrm{V}(\overline{(N: M)}$, since $\psi$ is surjective and $M$ is classical primeful. Consequently:

$$
\psi(\mathrm{Cl} \cdot \operatorname{Spec}(M) \backslash \mathcal{V}(N))=\operatorname{Spec}(R / \operatorname{Ann}(M)) \backslash(\mathrm{V}(\overline{(N: M)}) .
$$

Corollary 3.2. Let $M$ be a classical top $R$-module, $\bar{R}=R / \operatorname{Ann}(M)$ and let $\psi$ be the natural map of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$. Then $\psi$ is bijective if and only if it is a homeomorphism.

Proof. This follows from Proposition 3.2 and Lemma 3.3.
Proposition 3.3. Let $M$ be a classical top $R$-module and let $Y$ be a subset of Cl.Spec $(M)$. If $Y$ is irreducible, then $T=\{(P: M) \mid P \in Y\}$ is an irreducible subset of $\operatorname{Spec}(R)$, with respect to Zariski topology.

Proof. Let $\bar{R}=R / \operatorname{Ann}(M), \psi$ the natural map of $\operatorname{Cl} \cdot \operatorname{Spec}(M)$ and let $Y$ be a subset of $\mathrm{Cl} . \operatorname{Spec}(M)$. Since $\psi$ is continuous by proposition 3.2, Then $\psi(Y)=\bar{Y}$ is an irreducible subset of $\operatorname{Spec}(R / \operatorname{Ann}(M))$. Therefore

$$
\mathfrak{T}(\bar{Y})=(\mathfrak{T}(Y): M) / \operatorname{Ann}(M) \in \operatorname{Spec}(R / \operatorname{Ann}(M))
$$

Therefore $\mathfrak{T}(T)=(\mathfrak{T}(Y): M)$ is a prime ideal of $R$, then by Proposition 3.1, $T$ is an irreducible subset of $\operatorname{Spec}(R)$.

Clearly the next lemma is true(see for example [8], page 10).
Lemma 3.4. If $\left\{P_{i}\right\}_{i \in I}$ is a chain of classical prime submodules of an $R$-module $M$, then $\bigcap_{i \in I} P_{i}$ is a classical prime submodule of $M$.

Let $Y$ be a closed subset of a topological space. An element $y \in Y$ is called a generic point of $Y$ if $Y=C l(\{y\})$, where $C l(\{y\})$ is the closure of $\{y\}$ in $Y$. Note that a generic point of a closed subset $Y$ of a topological space is unique if the topological space is a $T_{0}$-space.

Theorem 3.2. Let $M$ be a classical primeful $R$-module. If $M$ is a classical top module, then a subset $Y$ of $\mathrm{Cl} . \operatorname{Spec}(M)$ is an irreducible closed subset if and only if $Y=\mathcal{V}(P)$, for some $P \in \mathrm{Cl} . \operatorname{Spec}(M)$. Thus every irreducible closed subset of $\mathrm{Cl} . \operatorname{Spec}(M)$ has a generic point.

Proof. By Corollary 3.1, for every $P \in \mathrm{Cl} . \operatorname{Spec}(M), Y=\mathcal{V}(P)$ is an irreducible closed subset of $\mathrm{Cl} . \operatorname{Spec}(M)$. Conversely, if $Y$ is an irreducible closed subset of Cl.Spec $(M)$, then $Y=\mathcal{V}(N)$, for some $N \leq M$. Now, since $Y=\mathcal{V}(N)=\mathcal{V}(\sqrt[C l]{N})$, then $\mathfrak{T}(Y)=\mathfrak{T}(\mathcal{V}(N))=\sqrt[C l]{N}$ is a classical prime submodule of $M$ by Lemma 3.4. Then $\mathcal{V}(\mathfrak{T}(Y))=\mathcal{V}(\mathfrak{T}(\mathcal{V}(N)))=\mathcal{V}(\sqrt[C l]{N})$, so by Theorem 3.1, $Y=\mathcal{V}(N)=$ $\mathcal{V}(\sqrt[C l]{N})$, with $\sqrt[C l]{N} \in \operatorname{Cl} \cdot \operatorname{Spec}(M)$.

A maximal irreducible subset $Y$ of $X$ is called an irreducible component of $X$ and it is always closed. In the next theorem, we show that there exists a bijection map from the set of irreducible components of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ to the set of minimal classical prime submodules of $M$.

Theorem 3.3. Let $M$ be a classical top $R$-module. Then the map $\mathcal{V}(P) \longmapsto P$ is a bijection from the set of irreducible components of $\mathrm{Cl} . \operatorname{Spec}(M)$ to the set of minimal classical prime submodules of $M$.

Proof. Let $Y$ be an irreducible component of $\mathrm{Cl} . \operatorname{Spec}(M)$. By Theorem 3.2, each irreducible component of $\mathrm{Cl} . \operatorname{Spec}(M)$ is a maximal element of the set $\{\mathcal{V}(Q) \mid Q \in$ $\mathrm{Cl} . \operatorname{Spec}(M)\}$, so for some $P \in \mathrm{Cl} . \operatorname{Spec}(M), Y=\mathcal{V}(P)$. Obviously, $P$ is a minimal classical prime submodule of $M$. Suppose $T$ is a classical prime submodule of $M$ that $T \subseteq P$, then $\mathcal{V}(P) \subseteq \mathcal{V}(T)$, so $P=T$. Now, let $P$ be a minimal classical prime submodule of $M$, so for every $Q \in \mathrm{Cl} . \operatorname{Spec}(M), P \subseteq Q$. Then for all $Q \in \mathrm{Cl} . \operatorname{Spec}(M), \mathcal{V}(Q) \subseteq \mathcal{V}(P)$. Thus $\mathcal{V}(P)$ is a maximal irreducible subset of Cl. $\operatorname{Spec}(M)$.

Theorem 3.4. Consider the following statements for a nonzero classical top primeful $R$-module $M$ :

1. $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is an irreducible space.
2. $\operatorname{Supp}(M)$ is an irreducible space.
3. $\sqrt{\operatorname{Ann}(M)}$ is a prime ideal of $R$.
4. $\operatorname{Cl} \cdot \operatorname{Spec}(M)=\mathcal{V}(p M)$, for some $p \in \operatorname{Supp}(M)$.

Then $(1) \Longrightarrow(2) \Longrightarrow(3) \Longrightarrow$ (4). In addition, if $M$ is a multiplication module, then all of the four statements are equivalent.

Proof. $(1) \Longrightarrow(2)$ : By Proposition 3.2, the natural map $\psi$ is continuous and by assumption $\psi$ is surjective. Therefore $\operatorname{Im}(\psi)=\operatorname{Spec}(R / \operatorname{Ann}(M))$ is also irreducible. Now by Proposition 2.3, $\operatorname{Supp}(M)=\mathrm{V}(\operatorname{Ann}(M))$ is homeomorphic to $\operatorname{Spec}(R / \operatorname{Ann}(M))$. Therefore $\operatorname{Supp}(M)$ is an irreducible space.
$(2) \Longrightarrow(3)$ : By Proposition 3.1, $\mathfrak{T}(\operatorname{Supp}(M))$ is a prime ideal of $R$. Then $\mathfrak{T}(\operatorname{Supp}(M))=\mathfrak{T}(\mathrm{V}(\operatorname{Ann}(M)))=\sqrt{\operatorname{Ann}(M)}$ is a prime ideal of $R$.
$(3) \Longrightarrow(4)$ Let $a \in \sqrt{\operatorname{Ann}(M)}$. So for some integer $n \in N, a^{n} M=0$. Therefore for every classical prime submodule $P$ of $M, a \in(P: M)$. Then for each $P \in$ $\mathrm{Cl} . \operatorname{Spec}(M), \operatorname{Ann}(M) \subseteq \sqrt{\operatorname{Ann}(M)} \subseteq(P: M)$. Since $M$ is classical primeful, there exists a classical prime submodule Q of M such that $(Q: M)=\sqrt{\operatorname{Ann}(M)}$. Then,

$$
\begin{aligned}
\operatorname{Cl} . \operatorname{Spec}(M) & =\{P \in \mathrm{Cl} . \operatorname{Spec}(M) \mid(Q: M) \subseteq(P: M)\} \\
& =\mathcal{V}((Q: M) M) \\
& =\mathcal{V}(\sqrt{\operatorname{Ann}(M)} M)
\end{aligned}
$$

It is clear that $p:=\sqrt{\operatorname{Ann}(M)} \in \operatorname{Supp}(M)$. Therefore Cl.Spec $(M)=\mathcal{V}(p M)$.
Now, let $M$ be a multiplication module and let $\mathrm{Cl} \cdot \operatorname{Spec}(M)=\mathcal{V}(p M)$, for some $p \in \operatorname{Supp}(M)$. Since $M$ is classical primeful, there exists $P \in \operatorname{Cl} . \operatorname{Spec}(M)$, such that $(P: M)=p$. Since $M$ is multiplication, we have $\operatorname{Cl} . \operatorname{Spec}(M)=\mathcal{V}(p M)=$ $\mathcal{V}((P: M) M)=\mathcal{V}(P)$. This implies that $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is an irreducible space by Corollary 3.1.

Let $M$ be an $R$-module. For each subset $N$ of $M$, we denote Cl.Spec $(M)-\mathcal{V}(N)$ by $\mathcal{U}(N)$. Further for each element $m \in M, \mathcal{U}(\{m\})$ is denoted by $\mathcal{U}(m)$. Hence

$$
\mathcal{U}(m)=\operatorname{Cl} \cdot \operatorname{Spec}(M)-\mathcal{V}(\{m\})
$$

Moreover, for any family $\left\{N_{i}\right\}_{i \in I}$ of submodules of $M$, we have

$$
\mathcal{U}\left(\sum_{i \in I} N_{i}\right)=\mathcal{U}\left(\bigcup_{i \in I} N_{i}\right)
$$

Theorem 3.5. Let $M$ be a classical top module. Then for every $m \in M$, the sets $\mathcal{U}(m)$ form a base for $\mathrm{Cl} \cdot \operatorname{Spec}(M)$.

Proof. Let $\mathcal{U}(N)$ be an open set in $\mathrm{Cl} \cdot \operatorname{Spec}(M)$, where $N$ is a submodule of $M$. Then:

$$
\begin{aligned}
\mathcal{U}(N)=\mathcal{U}\left(\bigcup_{n \in N}\{n\}\right) & =\operatorname{Cl} \cdot \operatorname{Spec}(M)-\mathcal{V}\left(\bigcup_{n \in N}\{n\}\right) \\
& =\operatorname{Cl} \cdot \operatorname{Spec}(M)-\bigcap_{n \in N} \mathcal{V}(\{n\}) \\
& =\bigcup_{n \in N}(\operatorname{Cl} \cdot \operatorname{Spec}(M)-\mathcal{V}(\{n\})) \\
& =\bigcup_{n \in N} \mathcal{U}(n)
\end{aligned}
$$

Then for every $m \in M$, the sets $\mathcal{U}(m)$ form a base of $\mathrm{Cl} . \operatorname{Spec}(M)$.

For a submodule $N$ of an $R$-module $M$, we put:

$$
\mathcal{F} \mathcal{G}(N):=\{L \mid L \subseteq N \text { and } L \text { is finitely generated }\}
$$

Lemma 3.5. Let $M$ be an $R$-module and $N$ be a submodule of $M$. Then $\mathcal{V}(N)=$ $\bigcap_{L \in \mathcal{F G}(N)} \mathcal{V}(L)$ and $\mathcal{U}(N)=\bigcup_{L \in \mathcal{F G}(N)} \mathcal{U}(L)$.

Proof. Suppose that $P \in \mathcal{V}(N)$. If $L \in \mathcal{F} \mathcal{G}(N)$, then $L \subseteq N \subseteq P$. Then $P \in \mathcal{V}(L)$, and $\mathcal{V}(N) \subseteq \bigcap_{L \in \mathcal{F G}(N)} \mathcal{V}(L)$. Now, let for every $L \in \mathcal{F} \mathcal{G}(N), P \in \mathcal{V}(L)$ and $P \notin \mathcal{V}(N)$. Since $N \nsubseteq P$, then there exists $x \in N \backslash P$. Then $R x \subseteq N$ and $R x$ is finitely generated, hence $R x \in \mathcal{F} \mathcal{G}(N)$. Therefore $x \in R x \subseteq P$, a contradiction. Thus $\bigcap_{L \in \mathcal{F G}(N)} \mathcal{V}(L) \subseteq \mathcal{V}(N)$.

Theorem 3.6. Let $M$ be a classical top $R$-module. Then every quasi-compact open subset of $\mathrm{Cl} . \operatorname{Spec}(M)$ is of the form $\mathcal{U}(N)$, for some finitely generated submodule $N$ of $M$.

Proof. Suppose $\mathcal{U}(B)=\operatorname{Cl} . \operatorname{Spec}(M) \backslash \mathcal{V}(B)$ is a quasi-compact open subset of Cl.Spec $(M)$. Then by Lemma 3.5, $\mathcal{U}(B)=\bigcup_{L \in \mathcal{F G}(B)} \mathcal{U}(L)$. Now, since $\mathcal{U}(B)$ is quasi-compact, then every open covering of $\mathcal{U}(B)$ has a finite subcovering, therefore $\mathcal{U}(B)=\mathcal{U}\left(L_{1}\right) \cup \ldots \cup \mathcal{U}\left(L_{n}\right)=\mathcal{U}\left(\sum_{i=1}^{n} L_{i}\right)$.

Proposition 3.4. Let $M$ be a classical top $R$-module. If $\operatorname{Spec}(R)$ is a $T_{1}$-space, then $\mathrm{Cl} . \operatorname{Spec}(M)$ is also a $T_{1}$-space.

Proof. Suppose $Q$ is a classical prime submodule of $M$. Then $C l(\{Q\})=\mathcal{V}(Q)$. If $P \in \mathcal{V}(Q)$, then by Theorem 3.1, every prime ideal of $R$ is a maximal ideal, so $(Q: M)=(P: M)$, then by Lemma 2.1, $Q=P$. Therefore $C l(\{Q\})=\{Q\}$ and this implies that $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is a $T_{1}$-space.

Definition 3.2. A topological space $X$ is Noetherian provided that the open (respectively, closed) subsets of $X$ satisfy the ascending (respectively, descending) chain condition (see for example [3], page 79 or [10], §4.2).

Theorem 3.7. An $R$-module $M$ has Noetherian calssical spectrum if and only if the ACC for classical radical submodules of $M$ holds.

Proof. Let $N_{1} \subseteq N_{2} \subseteq N_{3} \subseteq \ldots$ be an ascending chain of classical radical submodules of $M$. Since for all $i \in \mathbb{N}, \sqrt[C l]{N_{i}}=N_{i}$, then equivalently

$$
\sqrt[C l]{N_{1}} \subseteq \sqrt[C l]{N_{2}} \subseteq \sqrt[C l]{N_{3}} \subseteq \ldots
$$

is an ascending chain of classical radical submodules of $M$. Then equivalently

$$
\mathfrak{T}\left(\mathcal{V}\left(N_{1}\right)\right) \subseteq \mathfrak{T}\left(\mathcal{V}\left(N_{2}\right)\right) \subseteq \mathfrak{T}\left(\mathcal{V}\left(N_{3}\right)\right) \subseteq \ldots
$$

is an ascending chain of classical radical submodules of $M$. Therefore

$$
\mathcal{V}\left(N_{1}\right) \supseteq \mathcal{V}\left(N_{2}\right) \supseteq \mathcal{V}\left(N_{3}\right) \supseteq \ldots
$$

is a descending chain of closed sets $\mathcal{V}\left(N_{i}\right)$ of $\mathrm{Cl} . \operatorname{Spec}(M)$. Now, $R$-module $M$ has Noetherian spectrum if and only if $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is a Noetherian topological space if and only if there exists a positive integer $k$ such that $\mathcal{V}\left(N_{k}\right)=\mathcal{V}\left(N_{k+n}\right)$ for each $n=1,2, \ldots$ if and only if $\sqrt[C l]{N_{k}}=\sqrt[C l]{N_{k+n}}$ if and only if $N_{k}=N_{k+n}$ if and only if the ACC for classical radical submodules of $M$ holds.

Theorem 3.8. Let $M$ be a classical top $R$-module such that $\operatorname{Cl} \cdot \operatorname{Spec}(M)$ is a Noetherian space. Then the following statements are true.

1. Every ascending chain of classical prime submodules of $M$ is stationary.
2. The set of minimal classical prime submodules of $M$ is finite. In particular, $\mathrm{Cl} . \operatorname{Spec}(M)=\bigcup_{i=1}^{n} \mathcal{V}\left(P_{i}\right)$, where $P_{i}$ are all minimal classical prime submodules of $M$.

Proof. (1). Suppose $N_{1} \subseteq N_{2} \subseteq N_{3} \subseteq \ldots$ is an ascending chain of classical prime submodules of $M$. Therefore $\mathcal{V}\left(N_{1}\right) \supseteq \mathcal{V}\left(N_{2}\right) \supseteq \ldots$ is a descending chain of closed subsets of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$, which is stationary by assumption. There exists an integer $k \in \mathbb{N}$ such that $\mathcal{V}\left(N_{k}\right)=\mathcal{V}\left(N_{k+i}\right)$, for each $i \in \mathbb{N}$. Then for each $i \in \mathbb{N}, N_{k}=N_{k+i}$.
(2). This follows from Theorem 3.3 and the fact that if $X$ is a Noetherian space, then the set of irreducible components of $X$ is finite(see for example [10, Proposition 10]).

Recall that if $M$ is a Noetherian module, then each open subset of $\operatorname{Spec}(M)$ is quasi-compact(see for example [15, Theorem 3.3]). The next theorem shows that the same result is true for $\mathrm{Cl} . \operatorname{Spec}(M)$ in Noetherian classical top modules.

Theorem 3.9. Let $M$ be a Noetherian classical top module. Then each open subset of $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is quasi-compact.

Proof. Let for every submodule $N$ of $M, \mathcal{U}(N)$ be an open subset of $\mathrm{Cl} . \operatorname{Spec}(M)$. Also, let $\left\{\mathcal{U}\left(n_{i}\right)\right\}_{n_{i} \in N}$ be a basic open cover for $\mathcal{U}(N)$. We show that there exist a finite subfamily of $\left\{\mathcal{U}\left(n_{i}\right)\right\}_{n_{i} \in N}$ which covers $\mathrm{Cl} . \operatorname{Spec}(M)$. Since $\mathcal{U}(N) \subseteq$ $\bigcup_{n_{i} \in N} \mathcal{U}\left(n_{i}\right)=\mathcal{U}\left(\bigcup_{n_{i} \in N} n_{i}\right)$, then for every submodule $K$ of $M$ that is generated by the set $A=\left\{n_{i}\right\}_{i \in I}, \mathcal{U}(N) \subseteq \mathcal{U}(K)$. Since $M$ is a Noetherian module, then $K=<k_{1}, k_{2}, \ldots, k_{n}>$, for some $k_{i} \in K$, therefore $b_{i}=\sum_{j=1}^{n} r_{i j} n_{i j}$, where $i=1, \ldots, n$ and $n_{i j} \in A$. Thus there exists the subset $\left\{n_{i 1}, \ldots, n_{i n}\right\} \subseteq A$ such that $K=<n_{i 1}, \ldots, n_{\text {in }}>$. So $\mathcal{U}(N) \subseteq \mathcal{U}(K)=\mathcal{U}\left(<n_{i 1}, \ldots, n_{\text {in }}>\right)$. Then

$$
\mathcal{U}(N) \subseteq \mathcal{U}\left(\bigcup_{i=1}^{n} n_{i}\right)=\bigcup_{i=1}^{n} \mathcal{U}\left(n_{i}\right)
$$

consequently, $\mathcal{U}(N)$ is quasi-compact.

Recall that a function $\Phi$ between two topological spaces $X$ and $Y$ is called an open map if, for any open set $U$ in $X$, the image $\Phi(U)$ is open in $Y$. Also, $\Phi$ is called a homeomorphism if it has the following properties
(i) $\Phi$ is a bijection;
(ii) $\Phi$ is continuous;
(iii) $\Phi$ is an open map

A spectral space is a topological space homeomorphic to the prime spectrum of a commutative ring equipped with the Zariski topology. By Hochster's characterization [15], a topology $\tau$ on a set $X$ is spectral if and only if the following axioms hold:
(i) $X$ is a $T_{0}$-space.
(ii) $X$ is quasi-compact and has a basis of quasi-compact open subsets.
(iii) The family of quasi-compact open subsets of $X$ is closed under finite intersections.
(iv) $X$ is a sober space; i.e., every irreducible closed subset of $X$ has a generic point.

For any ring $R$, it is is well-known that $\operatorname{Spec}(R)$ satisfies these conditions(cf. [10], Chap. II, 4.1-4.3]). We show that Cl. $\operatorname{Spec}(M)$ is necessarily a spectral space in the classical quasi-Zariski topology for every module $M$.

We remark that any closed subset of a spectral space is spectral for the induced topology.

Theorem 3.10. Let $M$ be a classical top primful $R$-module, $\bar{R}=R / \operatorname{Ann}(M)$ and let $\psi$ be the natural map of $\mathrm{Cl} . \operatorname{Spec}(M)$. Then $\psi$ is a homeomorphism.

Proof. It is clear by Lemma 2.1, Proposition 3.2, Lemma 3.3 and Corollary 3.2.
Corollary 3.3. Let $M$ be a classical top primful $R$-module. Then $\operatorname{Cl} \cdot \operatorname{Spec}(M)$ with classical quasi-Zariski topology is a spectral space.

Lemma 3.6. Let $M$ be a classical top $R$-module. Then the following statements are equivalent:
(a) the natural map $\psi: \operatorname{Cl} \cdot \operatorname{Spec}(M) \longrightarrow \operatorname{Spec}(R / \operatorname{Ann}(M))$ is injective.
(b) $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is a $T_{0}$-space.

Proof. We recall that a topological space is $T_{0}$ if and only if the closures of distinct points are distinct. Now, the result follows from

$$
P=Q \Longleftrightarrow \mathcal{V}(P)=\mathcal{V}(Q), \quad \forall P, Q \in \mathrm{Cl} . \operatorname{Spec}(M) . \square
$$

Corollary 3.4. Let $M$ be a Noetherian classical primeful top module. Then the following statements are holed:
(i) $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is a $T_{0}$-space.
(ii) $\mathrm{Cl} \cdot \operatorname{Spec}(M)$ is quasi-compact and has a basis of quasi-compact open subsets.
(iii) The family of quasi-compact open subsets of $\mathrm{Cl} . \operatorname{Spec}(M)$ is closed under finite intersections.
(iv) $\mathrm{Cl} . \operatorname{Spec}(M)$ is a sober space; i.e., every irreducible closed subset of $\mathrm{Cl} . \operatorname{Spec}(M)$ has a generic point.

Proof. It is clear by Lemma 3.6, Theorem 3.5, Theorem 3.9, Theorem 3.2.
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# ON BINOMIAL SUMS WITH THE TERMS OF SEQUENCES $\left\{g_{k n}\right\}$ AND $\left\{h_{k n}\right\}$ 

Sibel Koparal, Neşe Ömür and Cemile D. Çolak<br>Kocaeli University, Department of Mathematics, 41380 İzmit Kocaeli, Turkey

Abstract. In this paper, we derive sums and alternating sums of products of terms of the sequences $\left\{g_{k n}\right\}$ and $\left\{h_{k n}\right\}$ with binomial coefficients. For example,

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{\underline{m}}} g_{k(n-t i)} h_{k t i} \\
& =2^{n-m} n^{\underline{m}} g_{k n}-n^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{n(1-t)} h_{k t}^{n-m} g_{k(t m+t n-n)}
\end{aligned}
$$

where $c$ is a nonzero real number, $t$ is any integer and $m$ is a nonnegative integer.
Keywords: Binomial sums, alternating sums, generalized Fibonacci numbers, recurrence relation.

## 1. Introduction

Define the second order linear recursive sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ for $n \geq 1$ and nonzero integers $p, q$, by

$$
u_{n+1}=p u_{n}+q u_{n-1} \text { and } v_{n+1}=p v_{n}+q v_{n-1}
$$

with initials $u_{0}=0, u_{1}=1$ and $v_{0}=2, v_{1}=p$, respectively.
When $q=1, u_{n}=U_{n}$ (the $n$th generalized Fibonacci number) and $v_{n}=V_{n}$ (the $n$th generalized Lucas number). Also, when $p=q=1, u_{n}=F_{n}$ (the $n$th Fibonacci number) and $v_{n}=L_{n}$ (the $n$th Lucas number). If $\alpha$ and $\beta$ are the roots of the

[^1]equation $x^{2}-p x-q=0$, the Binet formulae of the sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ have the forms
$$
u_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} \text { and } v_{n}=\alpha^{n}+\beta^{n}
$$
respectively, where $\alpha, \beta=(p \pm \sqrt{\Delta}) / 2$ and $\Delta=p^{2}+4 q$. From [3], Kılıç and Stanica derived the following recurrence relations for the sequences $\left\{u_{k n}\right\}$ and $\left\{v_{k n}\right\}$ for $k \geq 0, n>0$. It is clear that
$$
u_{k(n+1)}=v_{k} u_{k n}+(-1)^{k+1} q^{k} u_{k(n-1)} \text { and } v_{k(n+1)}=v_{k} v_{k n}+(-1)^{k+1} q^{k} v_{k(n-1)}
$$
where the initial conditions are $0, u_{k}$, and $2, v_{k}$, respectively. The Binet formulae of the sequences $\left\{u_{k n}\right\}$ and $\left\{v_{k n}\right\}$ are given by
$$
u_{k n}=\frac{\alpha^{k n}-\beta^{k n}}{\alpha-\beta} \text { and } v_{k n}=\alpha^{k n}+\beta^{k n}
$$
respectively. It is clearly seen that $u_{-k n}=(-1)^{k n+1} u_{k n}$ and $u_{2 k n}=u_{k n} v_{k n}$.
In [9], Komatsu obtained the two binomial sums of the generalized Fibonacci numbers as follows:
$$
\sum_{i=0}^{n}\binom{n}{i} c^{i} u_{i}=g_{n} \quad(n \geq 0)
$$
which satisfies the recurrence relation
$$
g_{n+1}=(p c+2) g_{n}+\left(q c^{2}-p c-1\right) g_{n-1} \quad(n \geq 1)
$$
with $g_{0}=0, g_{1}=c$ and
$$
\sum_{i=0}^{n}\binom{n}{i} c^{n-i} d^{i} u_{i}=h_{n} \quad(n \geq 0)
$$
which satisfies the recurrence relation
$$
h_{n+1}=(p d+2 c) h_{n}+\left(q d^{2}-p c d-c^{2}\right) h_{n-1} \quad(n \geq 1)
$$
with $h_{0}=0$ and $h_{1}=d$, where $c, d$ are nonzero real numbers. Also he gave several Fibonacci identities including binomial coefficients by using the method of ordinary power series generating functions.

In [1], Cook et al. obtained some binomial summation identities including the terms of the sequence $\left\{g_{n}\right\}$ in [9]. For example,

$$
\sum_{i=0}^{2 n}\binom{2 n}{i}(-1)^{i}\left(q c^{2}-p c-1\right)^{2 n-i} g_{2 i+1}=(p c+2)^{2 n} g_{2 n+1}
$$

and

$$
\sum_{i=0}^{2 n}\binom{2 n}{i}(-1)^{i}\left(q c^{2}-p c-1\right)^{2(2 n-i)} g_{4 i}=c^{2 n}(p c+2)^{2 n}\left(p^{2}+4 q\right)^{n} g_{4 n}
$$

In [10], Ömür et al. defined the subsequences $\left\{g_{k n}\right\}$ and $\left\{h_{k n}\right\}$ with binomial sums $g_{k n}=\sum_{i=0}^{n}\binom{n}{i} c^{k i} u_{k i}$ and $h_{k n}=\sum_{i=0}^{n}\binom{n}{i} c^{k i} v_{k i}$. These subsequences satisfy the following relations

$$
g_{k(n+1)}=\left(c^{k} v_{k}+2\right) g_{k n}-\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right) g_{k(n-1)}
$$

and

$$
h_{k(n+1)}=\left(c^{k} v_{k}+2\right) h_{k n}-\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right) h_{k(n-1)}
$$

in which $g_{0}=0, g_{k}=c^{k} u_{k}$ and $h_{0}=2, h_{k}=2+c^{k} v_{k}$, respectively. The Binet formulae of the sequences $\left\{g_{k n}\right\}$ and $\left\{h_{k n}\right\}$ are

$$
g_{k n}=\frac{\left(c^{k} \alpha^{k}+1\right)^{n}-\left(c^{k} \beta^{k}+1\right)^{n}}{\alpha-\beta} \text { and } h_{k n}=\left(c^{k} \alpha^{k}+1\right)^{n}+\left(c^{k} \beta^{k}+1\right)^{n}
$$

respectively. The authors obtained some binomial summation identities of sequence $\left\{g_{k n}\right\}$. For example, for $n>0$,

$$
\sum_{i=0}^{2 n}\binom{2 n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{2 n-i} g_{k(2 i+1)}=\left(c^{k} v_{k}+2\right)^{2 n} g_{k(2 n+1)}
$$

and

$$
\begin{array}{r}
\sum_{i=0}^{2 n}\binom{2 n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{2 n-i} g_{k(2 i+1)} \\
=c^{2 k n}\left(v_{k}^{2}+4 q^{k}(-1)^{k+1}\right)^{n} g_{k(2 n+1)}
\end{array}
$$

In [7], Kılıç et al. introduced sums and alternating sums of products of terms of sequences $\left\{U_{k n}\right\}$ and $\left\{V_{k n}\right\}$ as follows: for odd number $n$,

$$
\begin{aligned}
\sum_{i=0}^{n}\binom{n}{i} U_{k(a+b i)} U_{k(e+f i)}= & D^{(n-1) / 2}\left(U_{k(b+f) / 2}^{n} U_{k(n(b+f) / 2+a+e)}\right. \\
& \left.+(-1)^{e+(b-f) / 2} U_{k(b-f) / 2}^{n} U_{k(n(b-f) / 2+a-e)}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{i=0}^{n}\binom{n}{i}(-1)^{i} U_{k(a+b i)} U_{k(e+f i)}= & \frac{1}{D}\left((-1)^{n} V_{k(b+f) / 2}^{n} V_{k(n(b+f) / 2+a+e)}\right. \\
& \left.-(-1)^{e+n(b-f) / 2} V_{k(b-f) / 2}^{n} V_{k(n(b-f) / 2+a-e)}\right),
\end{aligned}
$$

where $a, b, e, f$ are any integers, $b+f \equiv 2(\bmod 4)$ and $D=p^{2}+4$.
In [5, 6], Kılıç considered and computed the alternating binomial sums of the forms

$$
\sum_{i=0}^{n}\binom{n}{i}(-1)^{i} f(n, i, k, t) \text { and } \sum_{i=0}^{n}\binom{n}{i} g(n, i, k, t)
$$

where $f(n, i, k, t)$ is $U_{k t i} V_{k(n-t i)}$ and $U_{k t i} V_{(k+1) t n-(k+2) t i}$, and, $g(n, i, k, t)$ is $U_{k i} U_{k(t n+i)}$, $U_{k i} V_{k(t n+i)}, V_{k i} V_{k(t n+i)}$ and $V_{k i} U_{k(t n+i)}$ for positive integers $t$ and $n$. For example, for odd $k$,

$$
\sum_{i=0}^{n}\binom{n}{i}(-1)^{i} U_{k t i} V_{k(n-t i)}=U_{k t}^{n}\left\{\begin{array}{cl}
(-1)^{t} V_{k n(t-1)} D^{(n-1) / 2} & \text { if } n \text { is odd } \\
U_{k n(t-1)} D^{n / 2} & \text { if } n \text { is even }
\end{array}\right.
$$

where $D$ is defined as before.
In [4],inspired by the works of [5, 6, 8], Kılıç et al. gave rising factorial of the summation index instead of its powers. Clearly, they considered and computed the generalized alternating weighted binomial sums :

$$
\sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i} f(n, i, k, t)
$$

where $f(n, i, k, t)$ as before and $m$ is a nonnegative integer and $x^{\underline{m}}$ stands for the falling factorial defined by $x^{\underline{m}}=x(x-1) \ldots(x-m+1)$. These kinds of binomial sums (except some special cases of $k$ and $t$ ) have not been considered according to our best literature acknowledgement. For example, for any integers $k$ and $t$,

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{\underline{m}}}(-1)^{i} U_{k t i} V_{k(n-t i)}=(-1)^{k n(t+1)+m} n^{\underline{m}} U_{k t}^{n-m} \\
\times & \left\{\begin{array}{cl}
U_{k(t n+t m-n)} D^{(n-m) / 2} & \text { if } n \equiv m(\bmod 2), \\
-V_{k(t n+t m-n)} D^{(n-m-1) / 2} & \text { if } n \equiv m+1(\bmod 2),
\end{array}\right.
\end{aligned}
$$

where $m$ is a nonnegative integer.

## 2. Sums of certain products with the terms of $\left\{g_{k n}\right\}$ and $\left\{h_{k n}\right\}$

In this section, firstly, we will start with some lemmas for further use.

Lemma 2.1. For any integers $m$ and $n$, we have
$g_{k(m+n)}+g_{k(m-n)}\left(q^{k}(-1)^{k+1} c^{2 k}-c^{k} v_{k}-1\right)^{n}= \begin{cases}h_{k m} g_{k n} & \text { if } n \text { is odd }, \\ g_{k m} h_{k n} & \text { if } n \text { is even },\end{cases}$
$g_{k(m+n)}-g_{k(m-n)}\left(q^{k}(-1)^{k+1} c^{2 k}-c^{k} v_{k}-1\right)^{n}= \begin{cases}g_{k m} h_{k n} & \text { if } n \text { is odd }, \\ h_{k m} g_{k n} & \text { if } n \text { is even, },\end{cases}$ $h_{k(m+n)}-h_{k(m-n)}\left(q^{k}(-1)^{k+1} c^{2 k}-c^{k} v_{k}-1\right)^{n}=\left\{\begin{array}{cl}h_{k m} h_{k n} & \text { if } n \text { is odd }, \\ \Delta g_{k m} g_{k n} & \text { if } n \text { is even, }\end{array}\right.$ $h_{k(m+n)}+h_{k(m-n)}\left(q^{k}(-1)^{k+1} c^{2 k}-c^{k} v_{k}-1\right)^{n}= \begin{cases}\Delta g_{k m} g_{k n} & \text { if } n \text { is odd }, \\ h_{k m} h_{k n} & \text { if } n \text { is even, },\end{cases}$ where $c$ is a nonzero real number.

Proof. By the Binet formulae of $\left\{g_{k n}\right\}$ and $\left\{h_{k n}\right\}$, the claimed equalities are obtained.

We recall some facts for the readers convenience: For any real numbers $m$ and $n$,

$$
(m+n)^{t}=\left\{\begin{array}{cc}
\sum_{i=0}^{(t-1) / 2}\binom{t}{i}(m n)^{i}\left(m^{t-2 i}+n^{t-2 i}\right) & \text { if } t \text { is odd }  \tag{2.1}\\
\sum_{i=0}^{t / 2-1}\binom{t}{i}(m n)^{i}\left(m^{t-2 i}+n^{t-2 i}\right) \\
+\binom{t}{t / 2}(m n)^{t / 2} & \text { if } t \text { is even } \\
\end{array}\right.
$$

and

$$
(m-n)^{t}=\left\{\begin{array}{cc}
\sum_{i=0}^{(t-1) / 2}\binom{t}{i}(m n)^{i}(-1)^{i}\left(m^{t-2 i}-n^{t-2 i}\right) & \text { if } t \text { is odd }  \tag{2.2}\\
\sum_{i=0}^{t / 2-1}\binom{t}{i}(m n)^{i}(-1)^{i}\left(m^{t-2 i}+n^{t-2 i}\right) & \text { if } t \text { is even } \\
+\binom{t}{t / 2}(-1)^{t / 2}(m n)^{t / 2} &
\end{array}\right.
$$

where $t$ is a positive integer.
Lemma 2.2. For any integers $r$ and $s$, we have

$$
\begin{gathered}
\sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{r(n-i)} h_{k(2 r i+s)}=h_{k(r n+s)} h_{k r}^{n}, \\
\sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{r(n-i)} g_{k(2 r i+s)}=g_{k(r n+s)} h_{k r}^{n}, \\
\sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{r(n-i)} g_{k(2 r i+s)} \\
\quad=\left\{\begin{array}{cl}
-\Delta^{(n-1) / 2} g_{k r}^{n} h_{k(r n+s)} & \text { if } n \text { is odd, }, \\
\Delta^{n / 2} g_{k r}^{n} g_{k(r n+s)} & \text { if } n \text { is even, },
\end{array}\right.
\end{gathered}
$$

and

$$
\begin{gather*}
\sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{r(n-i)} h_{k(2 r i+s)}  \tag{2.3}\\
\quad=\left\{\begin{array}{cl}
-\Delta^{(n+1) / 2} g_{k r}^{n} g_{k(r n+s)} & \text { if } n \text { is odd }, \\
\Delta^{n / 2} g_{k r}^{n} h_{k(r n+s)} & \text { if } n \text { is even, }
\end{array}\right.
\end{gather*}
$$

where $c$ is a nonzero real number.

Proof. From (2.1), (2.2) and Lemma 2.1, the proof is obtained.
Lemma 2.3. [2]Let $n$ and $m$ be integers such that $0 \leq m<n$. For $z \neq-1$,

$$
\sum_{k=0}^{n}\binom{n}{k} k^{\underline{\underline{m}}} z^{k}=z^{m} n^{\underline{m}}(1+z)^{n-m}
$$

Theorem 2.1. Let $a, b$ and $e$ be any integers. Then

$$
\begin{gathered}
\sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} g_{k(a i+b)} g_{k(a i+e)} \\
=\frac{1}{\Delta}\left(h_{k(a n+b+e)} h_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n}\right. \\
\left.-2^{n} h_{k(b-e)}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{e}\right), \\
\begin{array}{r}
\sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} h_{k(a i+b)} h_{k(a i+e)} \\
= \\
h_{k(a n+b+e)} h_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} \\
\quad+2^{n} h_{k(b-e)}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{e}
\end{array}
\end{gathered}
$$

and

$$
\begin{gathered}
\sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} g_{k(a i+b)} h_{k(a i+e)} \\
=g_{k(a n+b+e)} h_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} \\
+2^{n} g_{k(b-e)}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{e}
\end{gathered}
$$

where $c$ is a nonzero real number.

Proof. Consider that

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} g_{k(a i+b)} g_{k(a i+e)} \\
& =\sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} \\
& \times \frac{\left[\left(c^{k} \alpha^{k}+1\right)^{a i+b}-\left(c^{k} \beta^{k}+1\right)^{a i+b}\right]\left[\left(c^{k} \alpha^{k}+1\right)^{a i+e}-\left(c^{k} \beta^{k}+1\right)^{a i+e}\right]}{(\alpha-\beta)^{2}} \\
& =\frac{1}{(\alpha-\beta)^{2}} \sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} \\
& \times\left(\left(c^{k} \alpha^{k}+1\right)^{2 a i+b+e}-\left(c^{k} \alpha^{k}+1\right)^{a i+b}\left(c^{k} \beta^{k}+1\right)^{a i+e}\right. \\
& \left.\quad+\left(c^{k} \beta^{k}+1\right)^{2 a i+b+e}-\left(c^{k} \alpha^{k}+1\right)^{a i+e}\left(c^{k} \beta^{k}+1\right)^{a i+b}\right) \\
& =\frac{1}{\Delta} \sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} h_{k(2 a i+b+e)} \\
& \quad-\frac{1}{\Delta} \sum_{i=0}^{n}\binom{n}{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{e} h_{k(b-e) .}
\end{aligned}
$$

From Lemma 2.2, the desired result is obtained. Similarly, the other cases are given.

Theorem 2.2. Let $a, b$ and $e$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} g_{k(a i+b)} g_{k(a i+e)} \\
& =\left\{\begin{array}{cl}
-\Delta^{(n-1) / 2} g_{k(a n+b+e)} g_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} & \text { if } n \text { is odd, } \\
\Delta^{(n-2) / 2} h_{k(a n+b+e)} g_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} & \text { if } n \text { is even, }
\end{array}\right. \\
& =\left\{\begin{array}{c}
-\Delta^{(n+1) / 2} g_{k(a n+b+e)} g_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} \\
\sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} h_{k(a i+b)} h_{k(a i+e)}
\end{array}\right. \\
& \Delta_{k(a n+b+e)} g_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} \quad \text { if } n \text { is even },
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} g_{k(a i+b)} h_{k(a i+d)} \\
& =\left\{\begin{array}{cl}
-\Delta^{(n-1) / 2} h_{k(a n+b+e)} g_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} & \text { if } n \text { is odd, } \\
\Delta^{n / 2} g_{k(a n+b+e)} g_{k a}^{n}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a n} & \text { if } n \text { is even, }
\end{array}\right.
\end{aligned}
$$

where $c$ is a nonzero real number.

Proof. Consider that

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} g_{k(a i+b)} g_{k(a i+e)} \\
& =\sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} \\
& \times \frac{\left[\left(c^{k} \alpha^{k}+1\right)^{a i+b}-\left(c^{k} \beta^{k}+1\right)^{a i+b}\right]\left[\left(c^{k} \alpha^{k}+1\right)^{a i+e}-\left(c^{k} \beta^{k}+1\right)^{a i+e}\right]}{(\alpha-\beta)^{2}} \\
& =\frac{1}{(\alpha-\beta)^{2}} \sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} \\
& \times\left(\left(c^{k} \alpha^{k}+1\right)^{2 a i+b+e}-\left(c^{k} \alpha^{k}+1\right)^{a i+b}\left(c^{k} \beta^{k}+1\right)^{a i+e}\right. \\
& \left.\quad+\left(c^{k} \beta^{k}+1\right)^{2 a i+b+e}-\left(c^{k} \alpha^{k}+1\right)^{a i+e}\left(c^{k} \beta^{k}+1\right)^{a i+b}\right) \\
& =\frac{1}{\Delta} \sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-a i} h_{k(2 a i+b+e)} \\
& \quad-\frac{1}{\Delta} \sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{e} h_{k(b-e)} .
\end{aligned}
$$

From (2.3), the desired result is obtained. Similarly, using Lemma 2.2, the other cases can be obtained.

Theorem 2.3. Let $k$ and $t$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i \underline{\underline{m}}(-1)^{i} g_{k(n-t i)} h_{k t i}=(-1)^{m} n^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{n(1-t)} g_{k t}^{n-m} \\
& \times \begin{cases}-\Delta^{(n-m) / 2} g_{k(t n+t m-n)} & \text { if } n \equiv m(\bmod 2) \\
\Delta^{(n-m-1) / 2} h_{k(t n+t m-n)} & \text { if } n \equiv m+1(\bmod 2)\end{cases}
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i} & g_{k t i} h_{k(n-t i)}=(-1)^{m} n^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{n(1-t)} g_{k t}^{n-m} \\
& \times\left\{\begin{array}{cl}
\Delta^{(n-m) / 2} g_{k(t n+t m-n)} & \text { if } n \equiv m(\bmod 2), \\
-\Delta^{(n-m-1) / 2} h_{k(t n+t m-n)} & \text { if } n \equiv m+1(\bmod 2),
\end{array}\right.
\end{aligned}
$$

where $c$ is a nonzero real number and $m$ is a nonnegative integer.
Proof. Observe that

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i} g_{k(n-t i)} h_{k t i} \\
& =\frac{1}{\alpha-\beta} \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i}\left(\left(c^{k} \alpha^{k}+1\right)^{n-t i}-\left(c^{k} \beta^{k}+1\right)^{n-t i}\right) \\
& \times\left(\left(c^{k} \alpha^{k}+1\right)^{t i}+\left(c^{k} \beta^{k}+1\right)^{t i}\right) \\
& =\frac{\left(c^{k} \alpha^{k}+1\right)^{n}}{\alpha-\beta}\left(\sum_{i=0}^{n}\binom{n}{i} i^{\underline{\underline{m}}}(-1)^{i}+\sum_{i=0}^{n}\binom{n}{i} i \underline{\underline{m}}(-1)^{i}\left(\frac{c^{k} \beta^{k}+1}{c^{k} \alpha^{k}+1}\right)^{t i}\right) \\
& -\frac{\left(c^{k} \beta^{k}+1\right)^{n}}{\alpha-\beta}\left(\sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i}+\sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i}\left(\frac{c^{k} \alpha^{k}+1}{c^{k} \beta^{k}+1}\right)^{t i}\right)
\end{aligned}
$$

which by Lemma 2.3, equals

$$
\begin{aligned}
& \quad \frac{\left(c^{k} \alpha^{k}+1\right)^{n}}{\alpha-\beta}\left\{(-1)^{m}\left(\frac{c^{k} \beta^{k}+1}{c^{k} \alpha^{k}+1}\right)^{t m} n \underline{m}\left(1-\left(\frac{c^{k} \beta^{k}+1}{c^{k} \alpha^{k}+1}\right)^{t}\right)^{n-m}\right\} \\
& -\frac{\left(c^{k} \beta^{k}+1\right)^{n}}{\alpha-\beta}\left\{(-1)^{m}\left(\frac{c^{k} \alpha^{k}+1}{c^{k} \beta^{k}+1}\right)^{t m} n \underline{\underline{m}}\left(1-\left(\frac{c^{k} \alpha^{k}+1}{c^{k} \beta^{k}+1}\right)^{t}\right)^{n-m}\right\} \\
& =(-1)^{m} n \frac{m}{\alpha-\beta} \frac{1}{n-m}\left\{\left(c^{k} \alpha^{k}+1\right)^{n}\left(\frac{c^{k} \beta^{k}+1}{c^{k} \alpha^{k}+1}\right)^{t m}\left(1-\left(\frac{c^{k} \beta^{k}+1}{c^{k} \alpha^{k}+1}\right)^{t}\right)^{n-m}\right. \\
& \left.\quad-\left(c^{k} \beta^{k}+1\right)^{n}\left(\frac{c^{k} \alpha^{k}+1}{c^{k} \beta^{k}+1}\right)^{t m}\left(1-\left(\frac{c^{k} \alpha^{k}+1}{c^{k} \beta^{k}+1}\right)^{t}\right)^{n-m}\right\} \\
& \quad=(-1)^{m} n \underline{m}(\alpha-\beta)^{n-m-1} \\
& \quad \times\left\{\left(c^{k} \alpha^{k}+1\right)^{n}\left(\frac{c^{k} \beta^{k}+1}{c^{k} \alpha^{k}+1}\right)^{t m}\left(\frac{\left(c^{k} \alpha^{k}+1\right)^{t}-\left(c^{k} \beta^{k}+1\right)^{t}}{(\alpha-\beta)\left(c^{k} \alpha^{k}+1\right)^{t}}\right)^{n-m}\right. \\
& \left.-(-1)^{n-m}\left(c^{k} \beta^{k}+1\right)^{n}\left(\frac{c^{k} \alpha^{k}+1}{c^{k} \beta^{k}+1}\right)^{t m}\left(\frac{\left(c^{k} \alpha^{k}+1\right)^{t}-\left(c^{k} \beta^{k}+1\right)^{t}}{(\alpha-\beta)\left(c^{k} \beta^{k}+1\right)^{t}}\right)^{n-m}\right\},
\end{aligned}
$$

which by the Binet formulae, gives us the claimed result.

Similar to the proof method of Theorem just above, we have the following results without proof.

Theorem 2.4. Let $k$ and $t$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i \underline{\underline{m}} g_{k(n-t i)} h_{k t i} \\
& =2^{n-m} n^{\underline{m}} g_{k n}-n^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{n(1-t)} h_{k t}^{n-m} g_{k(t m+t n-n)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i \underline{\underline{m}} g_{k t i} h_{k(n-t i)} \\
& =2^{n-m} n^{\underline{m}} g_{k n}+n^{\underline{\underline{m}}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{n(1-t)} h_{k t}^{n-m} g_{k(t m+t n-n)}
\end{aligned}
$$

where $c$ is a nonzero real number and $m$ is a nonnegative integer.
Theorem 2.5. Let $k$ and $t$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k t i} h_{k n(t+1)-k i(t+2)} \\
& =n^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{m} h_{k}^{n-m} g_{k(n t-m)}+n^{\underline{m}} h_{k(t+1)}^{n-m} g_{k m(t+1)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k n(t+1)-k i(t+2)} h_{k t i} \\
& =n^{\underline{\underline{m}}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{m} h_{k}^{n-m} g_{k(n t-m)}-n^{\underline{m}} h_{k(t+1)}^{n-m} g_{k m(t+1)}
\end{aligned}
$$

where $c$ is a nonzero real number and $m$ is a nonnegative integer.
Theorem 2.6. Let $k$ and $t$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{\underline{m}}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k t i} h_{k n(t+1)-k i(t+2)}} \\
& =(-1)^{m} n^{\underline{m}} \Delta^{(n-m) / 2} \\
& \times\left\{\begin{array}{cc}
\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{m} & \text { if } n \equiv m(\bmod 2) \\
& \times g_{k}^{n-m} g_{k(t n-m)}+g_{k(t+1)}^{n-m} g_{k m(t+1)} \\
& \Delta^{-1 / 2}\left\{\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{m}\right. \\
& \left.\times g_{k}^{n-m} h_{k(t n-m)}-g_{k(t+1)}^{n-m} h_{k m(t+1)}\right\}
\end{array} \quad \text { if } n \equiv m+1(\bmod 2),\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k n(t+1)-k i(t+2)} h_{k t i} \\
& =(-1)^{m} n^{\underline{m}} \Delta^{(n-m) / 2} \\
& \times\left\{\begin{array}{cc}
\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{m} & \text { if } n \equiv m(\bmod 2), \\
\times g_{k}^{n-m} g_{k(t n-m)}-g_{k(t+1)}^{n-m} g_{k m(t+1)} & \\
\quad \Delta^{-1 / 2}\left\{\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{m}\right. \\
& \left.\times g_{k}^{n-m} h_{k(t n-m)}+g_{k(t+1)}^{n-m} h_{k m(t+1)}\right\}
\end{array} \quad \text { if } n \equiv m+1(\bmod 2),\right.
\end{aligned}
$$

where $c$ is a nonzero real number and $m$ is a nonnegative integer.
Theorem 2.7. Let $k$ and $t$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k t i} h_{k n-k i(t+2)} \\
& =n^{\underline{\underline{m}}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-n t} h_{k(t+1)}^{n-m} g_{k(m t+n t+m)}-n^{\underline{m}} h_{k}^{n-m} g_{k m}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k n-k i(t+2)} h_{k t i} \\
& =-n^{\underline{m}}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-n t} h_{k(t+1)}^{n-m} g_{k(m t+n t+m)}-n^{\underline{m}} h_{k}^{n-m} g_{k m}
\end{aligned}
$$

where $c$ is a nonzero real number and $m$ is a nonnegative integer.
Theorem 2.8. Let $k$ and $t$ be any integers. Then

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{m}}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k t i} h_{k n-k i(t+2)} \\
& =(-1)^{m} n^{\underline{m}} \Delta^{(n-m) / 2} \\
& \quad \begin{array}{cc}
\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-n t} & \text { if } n \equiv m(\bmod 2) \\
\times g_{k(t+1)}^{n-m} g_{k(m t+n t+t)}-g_{k}^{n-m} g_{k m} & \\
\quad-\Delta^{-1 / 2}\left\{\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-n t}\right. \\
\left.\quad \times g_{k(t+1)}^{n-m} h_{k(m t+n t+t)}-g_{k}^{n-m} h_{k m}\right\} & \text { if } n \equiv m+1(\bmod 2)
\end{array}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i} i^{\underline{\underline{m}}}(-1)^{i}\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{i} g_{k n-k i(t+2)} h_{k t i} \\
& =(-1)^{m} n^{\underline{m}} \Delta^{(n-m) / 2} \\
& \times\left\{\begin{array}{cc}
-\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-n t} & \text { if } n \equiv m(\bmod 2) \\
& \times g_{k(t+1)}^{n-m} g_{k(m t+n t+t)}-g_{k}^{n-m} g_{k m} \\
\Delta^{-1 / 2}\left\{\left(c^{2 k}(-q)^{k}+c^{k} v_{k}+1\right)^{-n t}\right. \\
& \left.\times g_{k(t+1)}^{n-m} h_{k(m t+n t+t)}+g_{k}^{n-m} h_{k m}\right\}
\end{array}\right.
\end{aligned}
$$

where $c$ is a nonzero real number and $m$ is a nonnegative integer.

## REFERENCES

1. C. K. Cook and T. Komatsu: Some identities for sequences of binomial sums of generalized Fibonacci numbers. The Fibonacci Quart. 54(2) (2016), 105-111.
2. H. W. Gould: Combinatorial identities. Morgantown, W. Va., 1972.
3. E. Kiliç and P. Stanica: Factorizations and representations of second order linear recurrences with indices in arithmetic progressions. Bulletin of the Mexican Mathematical Society 15(1) (2009), 23-36.
4. E. Kiliç, N. Ömür and S. Koparal: On alternating weighted binomial sums with falling factorials. Bulletin of Analysis and Applications 9(1) (2017), 58-64.
5. E. Kiliç and N. Ömür: Some weighted binomial sums by generating function methods. Integers \#A27 (2013).
6. E. Kiliç: Some classes of alternating weighted binomial sums. Annals of the Alexandru Ioan Cuza University Mathematics 3(2) (2016), 835-843.
7. E. Kiliç, N. Ömür and Y. T. Ulutaş: Binomial sums whose coefficients are products of terms of binary sequences. Utilitas Math. 84 (2011), 45-52.
8. E. Kiliç, Y. T. Ulutaş and N. Ömür: Formulas for weighted binomial sums with the powers of terms of binary recurrences. Miskolc Math. Notes 13(1) (2012), 53-65.
9. T. Komatsu: Some generalized Fibonacci identities including powers and binomial coefficients. The Fibonacci Quart. 52(1) (2014), 50-60.
10. N. Ömür and C. D. Şener: On identities for sequences of binomial sums with the terms of sequences $\left\{u_{k n}\right\}$ and $\left\{v_{k n}\right\}$. European Journal of Pure and Applied Mathematics 10(3) (2017), 506-515.

# $I$-LACUNARY STATISTICAL CONVERGENCE OF ORDER $\beta$ OF DIFFERENCE SEQUENCES OF FRACTIONAL ORDER 

Nazlım Deniz Aral ${ }^{1}$ and Hacer Şengül Kandemir ${ }^{2}$<br>${ }^{1}$ Faculty of Arts and Sciences, Department of Mathematics, Bitlis Eren University, Bitlis, 13000, Turkey<br>2 Faculty of Education, Department of Mathematics, Harran University, Osmanbey Campus 63190, Şanlıurfa, 23119, Turkey


#### Abstract

In this paper, we have introduced the concepts of ideal $\Delta^{\alpha}$-lacunary statistical convergence of order $\beta$ with the fractional order $\alpha$ and ideal $\Delta^{\alpha}$-lacunary strongly convergence of order $\beta$ with the fractional order $\alpha$ ( where $0<\beta \leq 1$ ) and given some relations about these concepts.
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## 1. Introduction

The idea of statistical convergence was formerly given under the name "almost convergence" by Zygmund [53] in the first edition of his monograph published in Warsaw in 1935. The concept of statistical convergence was introduced by Steinhaus [48] and Fast [24] and later reintroduced by Schoenberg [45]. Over the years and under different names statistical convergence has been discussed in the theory of Fourier analysis, Ergodic theory, Number theory, Measure theory, Trigonometric series, Turnpike theory and Banach spaces. Later on, it was further investigated from the sequence space point of view and linked with summability theory by Çakallı et al. ([7],[8],[9]). Caserta et al. [10], Çinar et al. [12], Connor [11], Et et al. ([20], [23]), Fridy [26], Fridy and Orhan [27], Isik et al. ([29],[30],[31]), Mursaleen [40], Salat [47], Mohiuddine et al. ([5],[6],[33],[38],[39],[41]) and many others.

The idea of statistical convergence depends upon the density of subsets of the
set $\mathbb{N}$ of natural numbers. The density of a subset $\mathbb{E}$ of $\mathbb{N}$ is defined by

$$
\delta(\mathbb{E})=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \chi_{\mathbb{E}}(k), \text { provided that the limit exists. }
$$

A sequence $x=\left(x_{k}\right)$ is said to be statistically convergent to $L$ if for every $\varepsilon>0$,

$$
\delta\left(\left\{k \in \mathbb{N}:\left|x_{k}-L\right| \geq \varepsilon\right\}\right)=0 .
$$

Recently, Çolak [13] have generalized the statistical convergence by ordering the interval $(0,1]$ and defined the statistical convergence of order $\beta$ and strong $p$-Cesàro summability of order $\beta$, where $0<\beta \leq 1$ and $p$ is a positive real number. Şengül and Et ([19],,[49]) generalized the concepts such as lacunary statistical convergence of order $\beta$ and lacunary strong $p$-Cesàro summability of order $\beta$ for sequences of real numbers.

The notation of $I$-convergence is a generalization of the statistical convergence. Kostyrko et al. ([36]) introduced the notation of $I$-convergence. Some further results connected with the notation of $I$-convergence can be found in ([14], [15],,[37], [43],[44],[52]).

Let $X$ be non-empty set. Then a family sets $I \subseteq 2^{X}$ ( power sets of $X$ ) is said to be an ideal if $I$ additive i.e. $A, B \in I$ implies $A \cup B \in I$ and hereditary, i.e. $A \in I, B \subset A$ implies $B \in I$.

A non-empty family of sets $F \subseteq 2^{X}$ is said to be a filter of $X$ if and only if $(i)$ $\phi \notin F,(i i) A, B \in F$ implies $A \cap B \in F$ and (iii) $A \in F, A \subset B$ implies $B \in F$.

An ideal $I \subseteq 2^{X}$ is called non-trivial if $I \neq 2^{X}$.
A non-trivial ideal $I$ is said to be admissible if $I \supset\{\{x\}: x \in X\}$.
If $I$ is a non-trivial ideal in $X, X \neq \phi$, then the family of sets
$F(I)=\{M \subset X:(\exists A \in I)(M=X \backslash A)\}$ is a filter of $X$, called the filter associated with $I$. Throughout this study, $I$ will stand for a non-trivial admissible ideal of $\mathbb{N}$ and by a sequence we always mean a sequence of real numbers.

Difference sequence spaces were defined by Kızmaz [35] and the concept was generalized by Et et al. ([16],[17]) as follows:

$$
\Delta^{m}(X)=\left\{x=\left(x_{k}\right):\left(\Delta^{m} x_{k}\right) \in X\right\},
$$

where $X$ is any sequence space, $m \in \mathbb{N}, \Delta^{0} x=\left(x_{k}\right), \Delta x=\left(x_{k}-x_{k+1}\right), \Delta^{m} x=$ $\left(\Delta^{m} x_{k}\right)=\left(\Delta^{m-1} x_{k}-\Delta^{m-1} x_{k+1}\right)$ and so $\Delta^{m} x_{k}=\sum_{v=0}^{m}(-1)^{v}\binom{m}{v} x_{k+v}$.

If $x \in \Delta^{m}(X)$ then there exists one and only one sequence $y=\left(y_{k}\right) \in X$ such that $y_{k}=\Delta^{m} x_{k}$ and

$$
\begin{equation*}
x_{k}=\sum_{v=1}^{k-m}(-1)^{m}\binom{k-v-1}{m-1} y_{v}=\sum_{v=1}^{k}(-1)^{m}\binom{k+m-v-1}{m-1} y_{v-m} \tag{1.1}
\end{equation*}
$$

$$
y_{1-m}=y_{2-m}=\cdots=y_{0}=0
$$

for sufficiently large $k$, for instance $k>2 m$. After then, some properties of difference sequence spaces have been studied in ([1],[2],[21],[22],[34],[44]).

For a proper fraction $\alpha$, we define a fractional difference operator $\Delta^{\alpha}: w \rightarrow w$ defined by

$$
\begin{equation*}
\Delta^{\alpha}\left(x_{k}\right)=\sum_{i=0}^{\infty}(-1)^{i} \frac{\Gamma(\alpha+1)}{i!\Gamma(\alpha-i+1)} x_{k+i} \tag{1.2}
\end{equation*}
$$

In particular, we have $\Delta^{\frac{1}{2}} x_{k}=x_{k}-\frac{1}{2} x_{k+1}-\frac{1}{8} x_{k+2}-\frac{1}{16} x_{k+3}-\frac{5}{128} x_{k+4}-\frac{7}{256} x_{k+5}-$ $\frac{21}{1024} x_{k+6} \ldots$

$$
\begin{aligned}
& \Delta^{-\frac{1}{2}} x_{k}=x_{k}+\frac{1}{2} x_{k+1}+\frac{3}{8} x_{k+2}+\frac{5}{16} x_{k+3}+\frac{35}{128} x_{k+4}+\frac{63}{256} x_{k+5}+\frac{231}{1024} x_{k+6} \cdots \\
& \Delta^{\frac{1}{3}} x_{k}=x_{k}-\frac{1}{3} x_{k+1}-\frac{1}{9} x_{k+2}-\frac{5}{81} x_{k+3}-\frac{10}{243} x_{k+4}-\frac{22}{729} x_{k+5}-\frac{154}{6561} x_{k+6} \ldots \\
& \Delta^{\frac{2}{3}} x_{k}=x_{k}-\frac{2}{3} x_{k+1}-\frac{1}{9} x_{k+2}-\frac{4}{81} x_{k+3}-\frac{7}{243} x_{k+4}-\frac{14}{729} x_{k+5}-\frac{91}{6561} x_{k+6} \ldots
\end{aligned}
$$

By $\Gamma(r)$, we denote the Gamma function of a real number $r$ and $r \notin\{0,-1,-2,-3, \ldots\}$. By the definition, it can be expressed as an improper integral as:

$$
\Gamma(r)=\int_{0}^{\infty} e^{-t} t^{r-1} d t
$$

From the definition, it is observed that:
(i) For any natural number $n, \Gamma(n+1)=n$ !,
(ii) For any real number $n$ and $n \notin\{0,-1,-2,-3, \ldots\}, \Gamma(n+1)=n \Gamma(n)$,
(iii) For particular cases, we have $\Gamma(1)=\Gamma(2)=1, \Gamma(3)=2$ !, $\Gamma(4)=3$ !, $\ldots$.

Without loss of generality, we assume throughout that the series defined in (1.2) is convergent. Moreover, if $\alpha$ is a positive integer, then the infinite sum defined in (1.2) reduces to a finite sum i.e., $\sum_{i=0}^{\alpha}(-1)^{i} \frac{\Gamma(\alpha+1)}{i!\Gamma(\alpha-i+1)} x_{k+i}$. In fact, this operator is generalized the difference operator introduced by Et and Çolak [16].

Recently, using fractional operator $\Delta^{\alpha}$ (fractional order of $\alpha$ ) Baliarsingh et al. ([3],[4],[42]) defined the sequence space $\Delta^{\alpha}(X)$ such as:

$$
\Delta^{\alpha}(X)=\left\{x=\left(x_{k}\right):\left(\Delta^{\alpha} x_{k}\right) \in X\right\}
$$

where $X$ is any sequence space.
By a lacunary sequence we mean an increasing integer sequence $\theta=\left(k_{r}\right)$ of non-negative integers such that $k_{0}=0$ and $h_{r}=\left(k_{r}-k_{r-1}\right) \rightarrow \infty$ as $r \rightarrow \infty$. The intervals determined by $\theta$ will be denoted by $I_{r}=\left(k_{r-1}, k_{r}\right]$ and the ratio $\frac{k_{r}}{k_{r-1}}$ will be abbreviated by $q_{r}$, and $q_{1}=k_{1}$ for convenience. In recent years, lacunary sequences have been studied in ([7],[8],,[9],[25],[27],[28],[32],[46],[50],[51]).

### 1.1. Definitions and Main Results

Definition 1 Let $\theta=\left(k_{r}\right)$ be a lacunary sequence, $\beta \in(0,1]$ and $\alpha$ be a proper fraction. The sequence $x=\left(x_{k}\right)$ is said to be ( $\Delta^{\alpha}, I$ )-lacunary statistically convergent of order $\beta$ (or $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-convergent ) to the number $L$, if there is a real number $L$ such that

$$
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geq \varepsilon\right\}\right| \geqslant \delta\right\} \in I
$$

for each $\varepsilon>0$ and $\delta>0$. In this case, we write $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$. The set of all $\left(\Delta^{\alpha}, I\right)$-lacunary statistically convergent of order $\beta$ sequences will be denoted by $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$. If $\theta=\left(2^{r}\right)$, then we write $\Delta^{\alpha}\left(S^{\beta}, I\right)$ instead of $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$. In the special cases $\theta=\left(2^{r}\right)$ and $\beta=1$, we write $\Delta^{\alpha}(S, I)$ instead of $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$.

In particular, $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-convergence includes many special cases; for example, in case of $\alpha=m \in \mathbb{N},\left(\Delta^{\alpha}, I\right)$-lacunary statistical convergence of order $\beta$ reduces to the $\left(\Delta^{m}, I\right)$-lacunary statistical convergence which was defined and studied by Et and Şengül [18].

Definition 2 Let $\theta=\left(k_{r}\right)$ be a lacunary sequence, $\beta \in(0,1], \alpha$ be a fixed proper fraction and $p \geq 1$ be a real number. A sequence $x=\left(x_{k}\right)$ is said to be $\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$-summable to $L$ (or ideal $\Delta^{\alpha}$-lacunary strongly summable of order $\beta$ ) if

$$
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k \in I_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \geqslant \varepsilon\right\} \in I .
$$

In this case we write $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)\right)$. We denote the class of all ideal $\Delta^{\alpha}$-lacunary strongly summable sequences of order $\beta$ by $\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)$.

Theorem 1 Let $0<\beta \leqslant \gamma \leqslant 1$. If $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$, then $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S_{\theta}^{\gamma}, I\right)\right)$.
Proof. The inclusion part of the proof is trivial. The following example shows that the inclusion is strict. Let $\alpha \in \mathbb{N}$ and define a sequence $\Delta^{\alpha} x_{k}$ by

$$
\Delta^{\alpha} x_{k}=\left\{\begin{array}{cc}
k & k=n^{3} \\
\frac{1}{3} & \text { otherwise }
\end{array} .\right.
$$

Then $x \in\left(\Delta^{\alpha}\left(S_{\theta}^{\gamma}, I\right)\right)$ for $\frac{1}{3}<\gamma \leqslant 1$ but $x \notin\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$ for $0<\beta \leqslant \frac{1}{3}$ by (1.1).
Theorem 2 If $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)\right)$, then $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\theta}^{\gamma}, p, I\right)\right)$ and the inclusion is proper.

Proof. The inclusion part of the proof is easy. The following example shows that the inclusion is strict. Let $\alpha \in \mathbb{N}$ and define a sequence $\Delta^{\alpha} x_{k}$ by

$$
\Delta^{\alpha} x_{k}=\left\{\begin{array}{cc}
1 & k=n^{2} \\
0 & \text { otherwise }
\end{array} .\right.
$$

Then $x \in\left(\Delta^{\alpha}\left(N_{\theta}^{\gamma}, p, I\right)\right)$ for $\frac{1}{2}<\gamma \leqslant 1$ but $x \notin\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)\right)$ for $0<\beta \leqslant \frac{1}{2}$ by (1.1) .

Theorem 3 If $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)\right)$, then $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$ and the inclusion is proper.

Proof. Taking $p=1$ and $L=0$, we show the strictness of the inclusion. Let $\alpha \in \mathbb{N}$ and define a sequence $\Delta^{\alpha} x_{k}$ by

$$
\Delta^{\alpha} x_{k}=\left\{\begin{array}{ll}
{\left[\sqrt[3]{h_{r}}\right]} & k=1,2,3, \cdots,\left[\sqrt[3]{h_{r}}\right] . \\
0 & \text { otherwise }
\end{array} .\right.
$$

Then we have for every $\varepsilon>0$ and $\frac{1}{3}<\beta \leqslant 1$,

$$
\frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-0\right| \geq \varepsilon\right\}\right| \leqslant \frac{\left[\sqrt[3]{h_{r}}\right]}{h_{r}^{\beta}}
$$

and for any $\delta>0$ we get

$$
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-0\right| \geq \varepsilon\right\}\right| \geqslant \delta\right\} \subseteq\left\{r \in \mathbb{N}: \frac{\left[\sqrt[3]{h_{r}}\right]}{h_{r}^{\beta}} \geqslant \delta\right\}
$$

and so $x_{k} \rightarrow 0\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$ for $\frac{1}{3}<\beta \leqslant 1$ by (1.1). On the other hand, for $0<\beta \leqslant \frac{2}{3}$,

$$
\frac{1}{h_{r}^{\beta}} \sum_{k \in I_{r}}\left|\Delta^{\alpha} x_{k}-0\right|=\frac{\left[\sqrt[3]{h_{r}}\right]\left[\sqrt[3]{h_{r}}\right]}{h_{r}^{\beta}} \rightarrow \infty
$$

and for $\alpha=\frac{2}{3}$,

$$
\frac{\left[\sqrt[3]{h_{r}}\right]\left[\sqrt[3]{h_{r}}\right]}{h_{r}^{\beta}} \rightarrow 1
$$

$\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k \in I_{r}}\left|\Delta^{\alpha} x_{k}-0\right| \geqslant 1\right\}=\left\{r \in \mathbb{N}: \frac{\left[\sqrt[3]{h_{r}}\right]\left[\sqrt[3]{h_{r}}\right]}{h_{r}^{\beta}} \geqslant 1\right\}=\{a, a+1, a+$ $2, \ldots\} \in F(I)$ for some $a \in \mathbb{N}$, since $I$ is admissible. Thus $x_{k} \rightarrow 0\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)\right)$ by (1.1).

The proof of the following theorems is straightforward, so we choose to state these results without proof.

Theorem 4 If $\lim _{\inf }^{r} q_{r}>1$, then $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S^{\beta}, I\right)\right)$ implies $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$.
Theorem 5 If $\lim \inf _{r} \frac{h_{r}^{\alpha}}{k_{r}}>0$, then $x_{k} \rightarrow L\left(\Delta^{\alpha}(S, I)\right)$ implies $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)\right)$.
Theorem $6 \Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right) \cap \ell_{\infty}\left(\Delta^{\alpha}\right)$ is closed subset of $\ell_{\infty}\left(\Delta^{\alpha}\right)$ for $0<\beta \leqslant 1$.
Theorem 7 Let $\theta=\left(k_{r}\right)$ and $\theta^{\prime}=\left(s_{r}\right)$ be two lacunary sequences such that $I_{r} \subset J_{r}$ (for all $r \in \mathbb{N}$ ) and $\beta, \gamma \in(0,1]$ be real numbers such that $\beta \leqslant \gamma$ and $\alpha$ be a proper fraction.

Theorem 8 i) If

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \inf \frac{h_{r}^{\beta}}{\ell_{r}^{\gamma}}>0 \tag{1.3}
\end{equation*}
$$

then $\Delta^{\alpha}\left(S_{\theta^{\prime}}^{\gamma}, I\right) \subseteq \Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$
ii) If

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\ell_{r}}{h_{r}^{\gamma}}=1 \tag{1.4}
\end{equation*}
$$

then $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right) \subseteq \Delta^{\alpha}\left(S_{\theta^{\prime}}^{\gamma}, I\right)$.
Proof. i) Omitted.
ii) Let $x=\left(x_{k}\right) \in \Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$ and be (1.4) satisfied. Since $I_{r} \subset J_{r}$, for $\varepsilon>0$ we may write

$$
\begin{gathered}
\frac{1}{\ell_{r}^{\gamma}}\left|\left\{k \in J_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right|=\frac{1}{\ell_{r}^{\gamma}}\left|\left\{s_{r-1}<k \leqslant k_{r-1}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \\
+\frac{1}{\ell_{r}^{\gamma}}\left|\left\{k_{r}<k \leqslant s_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right|+\frac{1}{\ell_{r}^{\gamma}}\left|\left\{k_{r-1}<k \leqslant k_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \\
\leqslant \frac{k_{r-1}-s_{r-1}}{\ell_{r}^{\gamma}}+\frac{s_{r}-k_{r}}{\ell_{r}^{\gamma}}+\frac{1}{\ell_{r}^{\gamma}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \\
=\frac{\ell_{r}-h_{r}}{\ell_{r}^{\gamma}}+\frac{1}{\ell_{r}^{\gamma}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \\
\leqslant \frac{\ell_{r}-h_{r}^{\gamma}}{h_{r}^{\gamma}}+\frac{1}{h_{r}^{\gamma}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \\
\leqslant\left(\frac{\ell_{r}}{h_{r}^{\gamma}}-1\right)+\frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right|
\end{gathered}
$$

for all $r \in \mathbb{N}$, where $I_{r}=\left(k_{r-1}, k_{r}\right], J_{r}=\left(s_{r-1}, s_{r}\right], h_{r}=k_{r}-k_{r-1}$ and $\ell_{r}=$ $s_{r}-s_{r-1}$. Thus

$$
\begin{aligned}
& \left\{r \in \mathbb{N}: \frac{1}{\ell_{r}^{\beta}}\left|\left\{k \in J_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geq \varepsilon\right\}\right| \geqslant \delta\right\} \subseteq \\
& \subseteq\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geq \varepsilon\right\}\right| \geqslant \delta\right\} \in I .
\end{aligned}
$$

This implies that $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right) \subseteq \Delta^{\alpha}\left(S_{\theta^{\prime}}^{\gamma}, I\right)$.
Theorem 9 Let $\theta=\left(k_{r}\right)$ and $\theta^{\prime}=\left(s_{r}\right)$ be two lacunary sequences such that $I_{r} \subseteq J_{r}$ for all $r \in \mathbb{N}, \beta$ and $\gamma$ be fixed real numbers such that $0<\beta \leqslant \gamma \leqslant 1$ and $0<p<\infty$. Then we have,
i) If (1.3) holds then $\Delta^{\alpha}\left(N_{\theta^{\prime}}^{\gamma}, p, I\right) \subset \Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right)$,
ii) If (1.4) holds and $x \in \Delta^{\alpha}\left(\ell_{\infty}\right)$ then $\Delta^{\alpha}\left(N_{\theta}^{\beta}, p, I\right) \subset \Delta^{\alpha}\left(N_{\theta^{\prime}}^{\gamma}, p, I\right)$.

Proof. Omitted.
Theorem 10 Let $\theta=\left(k_{r}\right)$ and $\theta^{\prime}=\left(s_{r}\right)$ be two lacunary sequences such that $I_{r} \subseteq J_{r}$ (for all $r \in \mathbb{N}$ ), $\beta$ and $\gamma$ be fixed real numbers such that $0<\beta \leqslant \gamma \leqslant 1$ and $0<p<\infty$. Then,
i) Let (1.3) holds, if a sequence is strongly $\Delta^{\alpha}\left(N_{\theta^{\prime}}^{\gamma}, p, I\right)$-summable to $L$, then it is $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-statistically convergent to $L$.
ii) Let (1.4) holds and $x=\left(x_{k}\right)$ be a $\Delta^{\alpha}$-bounded sequence if $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$ statistically convergent to $L$, then it is strongly $\Delta^{\alpha}\left(N_{\theta^{\prime}}^{\gamma}, p, I\right)$-summable to $L$.

Proof. i) For any sequence $x=\left(x_{k}\right)$ and $\varepsilon>0$, we have

$$
\begin{aligned}
\sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} & =\sum_{\substack{k \in J_{r} \\
\left|\Delta^{\alpha} x_{k}-L_{r}\right| \geqslant \varepsilon}}\left|\Delta^{\alpha} x_{k}-L\right|^{p}+\sum_{\substack{k \in J_{r} \\
\left|\Delta^{\alpha} x_{k}-L\right|<\varepsilon}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \\
& \geqslant \sum_{\substack{k \in I_{r} \\
\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \\
& \geqslant\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \varepsilon^{p}
\end{aligned}
$$

and so that

$$
\begin{aligned}
& \frac{1}{\ell_{r}^{\gamma}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p}
\end{aligned}>\frac{1}{\ell_{r}^{\gamma}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \varepsilon^{p} \quad \begin{aligned}
& \quad \geqslant \frac{h_{r}^{\beta}}{\ell_{r}^{\gamma}} \frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right| \varepsilon^{p} \\
& \left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geq \varepsilon\right\}\right| \geqslant \delta\right\} \subseteq \\
& \quad \subseteq\left\{r \in \mathbb{N}: \frac{1}{\ell_{r}^{\gamma}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \geqslant \frac{h_{r}^{\beta}}{\ell_{r}^{\gamma}} \delta \varepsilon^{p}\right\} \in I
\end{aligned}
$$

Hence $x=\left(x_{k}\right)$ is $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-statistically convergent to $L$.
ii) Suppose that $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-statistically convergent to $L$ and $x=\left(x_{k}\right) \in \Delta^{\alpha}\left(\ell_{\infty}\right)$. Then there exists some $M>0$ such that $\left|\Delta^{\alpha} x_{k}-L\right| \leqslant M$ for all $k$. Then for every $\varepsilon>0$ we may write

$$
\frac{1}{\ell_{r}^{\gamma}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p}=\frac{1}{\ell_{r}^{\gamma}} \sum_{k \in J_{r}-I_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p}+\frac{1}{\ell_{r}^{\gamma}} \sum_{k \in I_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p}
$$

$$
\begin{aligned}
& \leqslant\left(\frac{\ell_{r}-h_{r}}{\ell_{r}^{\gamma}}\right) M^{p}+\frac{1}{\ell_{r}^{\gamma}} \sum_{k \in I_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \\
& \leqslant\left(\frac{\ell_{r}-h_{r}^{\gamma}}{\ell_{r}^{\gamma}}\right) M^{p}+\frac{1}{\ell_{r}^{\gamma}} \sum_{k \in I_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \\
& \leqslant\left(\frac{\ell_{r}}{h_{r}^{\gamma}}-1\right) M^{p}+\frac{1}{h_{r}^{\gamma}} \sum_{\substack{k \in I_{r} \\
\mid \Delta_{x_{k}-L \mid \geqslant \varepsilon}}}\left|\Delta^{\alpha} x_{k}-L\right|^{p}+\frac{1}{h_{r}^{\gamma}} \sum_{\substack{k \in I_{r} \\
\left|\Delta^{\alpha} x_{k}-L\right|<\varepsilon}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \\
& \leqslant\left(\frac{\ell_{r}}{h_{r}^{\gamma}}-1\right) M^{p}+\frac{M^{p}}{h_{r}^{\gamma}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right|+\frac{h_{r}}{h_{r}^{\gamma}} \varepsilon^{p} \\
& \leqslant\left(\frac{\ell_{r}}{h_{r}^{\gamma}}-1\right) M^{p}+\frac{M^{p}}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right|+\frac{\ell_{r}}{h_{r}^{\gamma}} \varepsilon^{p}
\end{aligned}
$$

for all $r \in \mathbb{N}$.

$$
\begin{aligned}
& \left\{r \in \mathbb{N}: \frac{1}{\ell_{r}^{\gamma}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right|^{p} \geqslant \delta\right\} \subseteq \\
& \subseteq\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}}\left|\left\{k \in I_{r}:\left|\Delta^{\alpha} x_{k}-L\right| \geq \varepsilon\right\}\right| \geqslant \frac{\delta}{M^{p}}\right\} \in I
\end{aligned}
$$

Using (1.4) we obtain that $\Delta^{\alpha}\left(N_{\theta^{\prime}}^{\gamma}, p, I\right)$-statistically convergent to $L$, whenever $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-summable to $L$.

Definition 3 Let $\theta=\left(k_{r}\right)$ be a lacunary sequence, $\beta \in(0,1]$, $\alpha$ be a proper fraction. The sequence $x=\left(x_{k}\right)$ is said to be $\left(\Delta^{\alpha}, I\right)$-lacunary statistically Cauchy sequence of order $\beta$ (or $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-Cauchy ) if there is a subsequence $\left(x_{k^{\prime}(r)}\right)$ of $\left(x_{k}\right)$ such that $k^{\prime}(r) \in J_{r}$ for each $r \in \mathbb{N}, x_{k^{\prime}(r)} \rightarrow L\left(\Delta^{\alpha}\right)$ (i.e. $\lim _{r}\left|\Delta^{\alpha} x_{k^{\prime}(r)}-L\right|=0$ )

$$
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k \in J_{r}}\left|\Delta^{\alpha}\left(x_{k}-x_{k^{\prime}(r)}\right)\right| \geq \varepsilon\right\} \in I
$$

for each $\varepsilon>0$.
Theorem 11 If $x=\left(x_{k}\right)$ is a $\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$-summable if and only if it is a $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-Cauchy sequence.

Proof. Assume that $\left(x_{k}\right)$ is a $\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$-summable sequence to $L$. Then there exists $L$ such that $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)\right.$. Therefore,

$$
H_{i}=\left\{i \in \mathbb{N}:\left|\Delta^{\alpha} x_{k}-L\right|<\frac{1}{i}\right\}
$$

for each $i \in \mathbb{N}$. Hence for each $i, H_{i+1} \subseteq H_{i}$ and

$$
\left\{r \in \mathbb{N}: \frac{\left|H_{r} \cap J_{r}\right|}{h_{r}^{\beta}} \geqslant \frac{1}{r}\right\} \in I
$$

We choose $k_{1}$, such that $r \geqslant k_{1}$, then

$$
\left\{r \in \mathbb{N}: \frac{\left|H_{1} \cap J_{r}\right|}{h_{r}^{\beta}}<1\right\} \notin I
$$

Next we choose $k_{2}>k_{1}$ such that $r>k_{2}$ implies

$$
\left\{r \in \mathbb{N}: \frac{\left|H_{2} \cap J_{r}\right|}{h_{r}^{\beta}}<1\right\} \notin I .
$$

Proceeding this way, we can choose $k_{p+1}>k_{p}$ such that $r>k_{p+1}$, implies that $H_{p+1} \cap J_{r} \neq \emptyset$. Also, we can choose $k^{\prime}(r) \in H_{p} \cap J_{r}$ for each $r$ satisfying $k_{p} \leqslant r<$ $k_{p+1}$ such that

$$
\left|\Delta^{\alpha} x_{k^{\prime}(r)}-L\right|<\frac{1}{p}
$$

This implies that $x_{k^{\prime}(r)} \rightarrow L\left(\Delta^{\alpha}\right)$. Therefore, for every $\varepsilon>0$, we get

$$
\begin{gathered}
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k, k^{\prime}(r) \in J_{r}}\left|\Delta^{\alpha}\left(x_{k}-x_{k^{\prime}(r)}\right)\right| \geq \varepsilon\right\} \subseteq\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right| \geq \frac{\varepsilon}{2}\right\} \\
\cup\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k^{\prime}(r) \in J_{r}}\left|\Delta^{\alpha} x_{k^{\prime}(r)}-L\right| \geq \frac{\varepsilon}{2}\right\} .
\end{gathered}
$$

Then,

$$
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k, k^{\prime}(r) \in J_{r}}\left|\Delta^{\alpha}\left(x_{k}-x_{k^{\prime}(r)}\right)\right| \geq \varepsilon\right\} \in I
$$

Therefore $\left(x_{k}\right)$ is a $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)$-Cauchy sequence.
Conversely suppose $\left(x_{k}\right)$ is a $\Delta^{\alpha}\left(S_{\theta}^{\beta}, I\right)-$ Cauchy sequence. Then for every $\varepsilon>0$, we have

$$
\begin{gathered}
\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right| \geq \varepsilon\right\} \subseteq\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k, k^{\prime}(r) \in J_{r}}\left|\Delta^{\alpha}\left(x_{k}-x_{k^{\prime}(r)}\right)\right| \geq \frac{\varepsilon}{2}\right\} \\
\cup\left\{r \in \mathbb{N}: \frac{1}{h_{r}^{\beta}} \sum_{k^{\prime}(r) \in J_{r}}\left|\Delta^{\alpha} x_{k^{\prime}(r)}-L\right| \geq \frac{\varepsilon}{2}\right\}
\end{gathered}
$$

and so $\left(x_{k}\right)$ is a $\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)\right.$-summable sequence to $L$.
Definition 4 A lacunary sequence $\rho=(\bar{k}(r))$ is called a lacunary refinement of the lacunary sequence $\theta=\left(k_{r}\right)$ if $\left(k_{r}\right) \subset(\bar{k}(r))$.

Theorem 12 If $\rho=(\bar{k}(r))$ is a lacunary refinement of a lacunary sequence $\theta$ and $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\rho}^{\beta}, I\right)\right)$, then $x_{k} \rightarrow L\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)\right)$.

Proof. Suppose that for each $J_{r}$ of $\theta$ contains the points $\left(\bar{k}_{r, t}\right)_{t=1}^{\nu(r)}$ of $\rho$ such that $k_{r-1}<\bar{k}_{r, 1}<\bar{k}_{r, 2}<\cdots<\bar{k}_{r, \nu(r)}=k_{r}$, where $\bar{J}_{r, t}=\left(\bar{k}_{r, t-1}, \bar{k}_{r, t}\right]$. For all $r$ and let $\nu(r) \geqslant 1$ this implies $k_{r} \subseteq(\bar{k}(r))$. Let $\left(J_{j}^{*}\right)_{j=1}^{\infty}$ be the sequence of intervals $\left(\bar{J}_{r, t}\right)$ ordered by increasing right end points. Since $x_{k} \in L\left(\Delta^{\alpha}\left(N_{\rho}^{\beta}, I\right)\right)$, then for each $\varepsilon>0$,

$$
\left\{j \in \mathbb{N}: \frac{1}{\left(h_{j}^{*}\right)^{\beta}} \sum_{J_{j}^{*} \subset J_{r}}\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\} \in I
$$

Also since $h_{r}=k_{r}-k_{r-1}$, so $\bar{h}_{r, t}=\bar{k}_{r, t}-\bar{k}_{r, t-1}$. For each $\varepsilon>0$, we get

$$
\begin{gathered}
\left\{r \in \mathbb{N}: \frac{1}{\left(h_{r}\right)^{\beta}} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\} \\
\subseteq\left\{r \in \mathbb{N}: \frac{1}{\left(h_{r}\right)^{\beta}} \sum_{k \in J_{r}}\left\{j \in \mathbb{N}: \frac{1}{\left(h_{j}^{*}\right)^{\beta}} \sum_{\substack{J_{j}^{*} \subset J_{r} \\
k \in J_{j}^{*}}}\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\}\right\} .
\end{gathered}
$$

Therefore $\left\{r \in \mathbb{N}:\left(h_{r}\right)^{-\beta} \sum_{k \in J_{r}}\left|\Delta^{\alpha} x_{k}-L\right| \geqslant \varepsilon\right\} \in I$. Thus $x_{k} \in\left(\Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)\right)$.
Theorem 13 Let $\psi$ be set of lacunary sequences.
a) If $\psi$ is closed under arbitrary union, then $\Delta^{\alpha}\left(N_{\mu}^{\beta}, I\right)=\bigcap_{\theta \in \psi} \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$, where $\mu=\bigcup_{\theta \in \psi} \theta$,
b) If $\psi$ closed under arbitrary intersection, then $\Delta^{\alpha}\left(N_{\tau}^{\beta}, I\right)=\bigcup_{\theta \in \psi} \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$, where $\tau=\bigcap_{\theta \in \psi} \theta$,
c) If $\psi$ is closed under union and intersection, then $\Delta^{\alpha}\left(N_{\mu}^{\beta}, I\right) \subseteq \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right) \subseteq$ $\Delta^{\alpha}\left(N_{\tau}^{\beta}, I\right)$.

Proof. a) By hypothesis, we have $\mu \in \psi$ which is a refinement of each $\theta \in \psi$. Then from Theorem 12, we have if $x_{k} \in \Delta^{\alpha}\left(N_{\mu}^{\beta}, I\right)$ implies that $x_{k} \in \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$. Therefore, for each $\theta \in \psi$, we have $\Delta^{\alpha}\left(N_{\mu}^{\beta}, I\right) \subseteq \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$. The reverse inclusion is obvious. Hence $\Delta^{\alpha}\left(N_{\mu}^{\beta}, I\right)=\bigcap_{\theta \in \psi} \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$.
b) By part a) and Theorem 12, we have $\Delta^{\alpha}\left(N_{\tau}^{\beta}, I\right)=\bigcup_{\theta \in \psi} \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right)$.
c)By part a) and b) we get $\Delta^{\alpha}\left(N_{\mu}^{\beta}, I\right) \subseteq \Delta^{\alpha}\left(N_{\theta}^{\beta}, I\right) \subseteq \Delta^{\alpha}\left(N_{\tau}^{\beta}, I\right)$.
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#### Abstract

For a given element $g$ of a finite group $G$, the probablility that the commutator of randomly choosen pair elements in $G$ equals $g$ is the relative commutativity degree of $g$.

In this paper we are interested in studying the relative commutativity degree of the Dihedral group of order $2 n$ and the Quaternion group of order $2^{n}$ for any $n \geq 3$ and we examine the relative commutativity degree of infinite class of the Moufang Loops of Chein type, $M(G, 2)$.


Keywords. Relative commutativity degree, Moufang loop.

## 1. Introduction

Every algebraic structure here is non-commutative. A quasi-group is a nonempty set with a binary operation such that for every three elements $x, y$ and $z$ of that, the equation $x y=z$ has a unique solution in this set, whenever two of the three element are specified. A quasi-group with a neutral element is called a loop and following $[2,6,7,8]$ one may see the definition of Moufang loop satisfying four tantamount relators. These loops are of interest because of their appearance in the projective geometry as planes and even they are non-associative, they retain many properties of the groups. During the study of these loops an interesting class introduced by Chein $[3,4,5]$ where, for a finite group $G$ and a new element
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$u,(u \notin G)$, the loop $M(G, 2)$ is defined as $M(G, 2)=G \cup G u$ such that the binary operation in $M(G, 2)$ is defined by:

$$
\begin{array}{ll}
g o h=g h, & \text { if } g, h \in G, \\
g o(h u)=(h g) u, & \text { if } g \in G, \quad h u \in G u, \\
(g u) o h=\left(g h^{-1}\right) u, & \text { if } g u \in G u, \quad h \in G, \\
(g u) o(h u)=h^{-1} g, & \text { if } g u, h u \in G u .
\end{array}
$$

These loops are studied for their finiteness property in [1, 2]. It is obvious that $M(G, 2)$ is non-associative if and only if the group $G$ is non-abelian. Our next preliminary is the definition of generalized relative commutativity degree. Following [1], for an integer $n \geq 2$, the probability that for two elements $x$ and $y$ of an algebraic structure, $x^{n} y=y x^{n}$ holds is called the $n^{\text {th }}$-commutativity degree of the algebraic structure and denoted this probability by $P_{n}(S)$, for an algebraic structure $S$.

In what follows we examine $\operatorname{Pr}_{g}(M)$ and $\operatorname{Pr}_{g}(G)$, where for a given group $G$ we give a general relationship between them with $M=M(G, 2)$. Since then we give explicit descriptions for $\operatorname{Pr}_{g}(M)$ in two special cases when $G$ is one of the dihedral group of order $2 m$ and the quaternion group of order $2^{m}$, for every $m \geq 3$. Note that these groups are non-abelian and then the loop $M=M(G, 2)$ is non-associative.

## 2. Main results

For a given element $g \in G$ we define the $g$-relative commutativity set of $G$ as

$$
C_{g}(G)=\left\{(x, y) \mid x, y \in G, \quad x y x^{-1} y^{-1}=g\right\} .
$$

This set will be used in computation of $\operatorname{Pr}_{g}(G)$ and we have

$$
\operatorname{Pr}_{g}(G)=\frac{\left|C_{g}(G)\right|}{|G|^{2}}
$$

Also we use the presentations $<a, b \mid a^{n}=b^{2}=(a b)^{2}=1>$ and $<a, b \mid a^{2^{n-1}}=$ 1, $\quad b^{2}=a^{2^{n-2}}, \quad(a b)^{2}=1>$ for the groups $D_{2 n}$ and $Q_{2^{n}}$. Our main results are:

Lemma 2.1. For even values of $n \geq 4$, if $a, b \in D_{2 n}$ then
(i) $\left[a^{i}, b\right]=g$ if and only if $\left[a^{i}, a^{j} b\right]=g$,
(ii) $\left[a^{i}, b\right]=g$ if and only if $\left[a^{\frac{n}{2}+i}, b\right]=g$,
(iii) $\left[b, a^{i}\right]=g$ if and only if $\left[a^{j} b, a^{i}\right]=g$,
(iv) $\left[b, a^{i}\right]=g$ if and only if $\left[b, a^{\frac{n}{2}+i}\right]=g$,
$(v)\left[b, a^{i} b\right]=g$ if and only if $\left[b, a^{\frac{n}{2}+i} b\right]=g$,
(vi) $\left[a^{i} b, a^{j} b\right]=g$ if and only if $\left[a^{i+1} b, a^{j+1} b\right]=g$,
where $g \in D_{2 n}$ and $(1 \leq i, j \leq n-1)$.
Proof. Let $n \geq 4$ be an even integer. Then by presentation of the group $D_{2 n}$ we get:
(i) :

$$
\begin{aligned}
{\left[a^{i}, b\right]=g } & \Longleftrightarrow a^{i} b a^{-i} b^{-1}=g \\
& \Longleftrightarrow a^{-2 i} b^{2}=g \\
& \Longleftrightarrow a^{2 i} a^{j-j} b^{2}=g \\
& \Longleftrightarrow a^{i+j} b a^{-i+j} b=g \\
& \Longleftrightarrow a^{i} a^{j} b a^{-i} a^{j} b=g \\
& \Longleftrightarrow a^{i} a^{j} b a^{-i} b^{-1} a^{-j}=g \\
& \Longleftrightarrow\left[a^{i}, a^{j} b\right]=g .
\end{aligned}
$$

(ii) :

$$
\begin{aligned}
{\left[a^{i}, b\right]=g } & \Longleftrightarrow a^{i} b a^{-i} b^{-1}=g \\
& \Longleftrightarrow a^{2 i} b^{2}=g \\
& \Longleftrightarrow a^{n+2 i} b^{2}=g \\
& \Longleftrightarrow a^{\frac{n}{2}+i} b a^{-\frac{n}{2}-i} b^{-1}=g \\
& \Longleftrightarrow\left[a^{\frac{n}{2}+i}, b\right]=g .
\end{aligned}
$$

The proof in other cases is similar and we omit it.
Corollary 2.1. Let $n \geq 4$ be an even integer and $a, b \in D_{2 n}$. For every integers $0 \leq i, j \leq n-1$ if $\left[a^{i} b, a^{j} b\right]=g$ then $g \in\left\{1, a^{2}, a^{4}, \ldots, a^{n-2}\right\}$.

Theorem 2.1. For even values of $n>3$ if $g \in D_{2 n},(g \neq 1)$ then

$$
\operatorname{Pr}_{g}\left(D_{2 n}\right)=\frac{3}{2 n}
$$

where, $g=a^{2}, a^{4}, \ldots, a^{n-2}$.
Proof. Let $n$ be an even integer and $G=D_{2 n}=A \cup B$ where, $A=\left\{1, a, \ldots, a^{n-1}\right\}$ and $B=\left\{b, a b, \ldots, a^{n-1} b\right\}$. Clearly, $\left[a^{i}, a^{j}\right]=1$, now if $\left[a^{i}, b\right]=g$ then by using $[i]$ in Lemma 2.1 we get there are $n$ pairs $(x, y) \in A \times B$ such that $[x, y]=g$, also by [ii] in Lemma 2.1 we get there are $n$ pairs $(x, y) \in A \times B$ such that $[x, y]=g$. Also, by [iii] and $[i v]$ in Lemma 2.1 we heve there are $2 n$ pairs $(x, y) \in B \times A$ such that $[x, y]=g$ and by $[v]$ and $[v i]$ in Lemma 2.1 there are $2 n$ pairs $(x, y) \in B \times B$ such that $[x, y]=g$.

Consequently,

$$
\left|C_{g}\left(D_{2 n}\right)\right|=2 n+2 n+2 n=6 n
$$

and

$$
\operatorname{Pr}_{g}\left(D_{2 n}\right)=\frac{\left|C_{g}\left(D_{2 n}\right)\right|}{\left|D_{2 n}\right|^{2}}=\frac{6 n}{4 n^{2}}=\frac{3}{2 n} .
$$

Lemma 2.2. For odd values of $n \geq 3$, if $a, b \in D_{2 n}$ then
(i) $\left[a^{i}, b\right]=g$ if and only if $\left[a^{i}, a^{j} b\right]=g$,
(ii) $\left[b, a^{i}\right]=g$ if and only if $\left[a^{j} b, a^{i}\right]=g$,
(iii) $\left[b, a^{i} b\right]=g$ if and only if $\left[b, a^{\frac{n}{2}+i} b\right]=g$,
where, $g \in D_{2 n}$ and $(1 \leq i, j \leq n-1)$.
Proof. The proof is similar to the proof of Lemma 2.1.
Corollary 2.2. Let $n \geq 4$ be an odd integer and $a, b \in D_{2 n}$. For every integers $0 \leq i, j \leq n-1$ if $\left[a^{i} b, a^{j} b\right]=g$ then $g \in\left\{1, a, a^{2}, \ldots, a^{n-1}\right\}$.

Theorem 2.2. For odd values of $n>3$ if $g \in D_{2 n},(g \neq 1)$ then

$$
\operatorname{Pr}_{g}\left(D_{2 n}\right)=\frac{3}{4 n}
$$

where, $g=a, a^{2}, \ldots, a^{n-1}$.
Proof. Let $n$ be an odd integer and $G=D_{2 n}=A \cup B$ where, $A=\left\{1, a, \ldots, a^{n-1}\right\}$ and $B=\left\{b, a b, \ldots, a^{n-1} b\right\}$. Clearly, $\left[a^{i}, a^{j}\right]=1$, now if $\left[a^{i}, b\right]=g$ then by using $[i]$ in Lemma 2.2 we get there are $n$ pairs $(x, y) \in A \times B$ such that $[x, y]=g$. Also, by [ii] in Lemma 2.2 we heve there are $n$ pairs $(x, y) \in B \times A$ such that $[x, y]=g$ and by $[i i i]$ in Lemma 2.2 there are $n$ pairs $(x, y) \in B \times B$ such that $[x, y]=g$.

Consequently,

$$
\left|C_{g}\left(D_{2 n}\right)\right|=n+n+n=3 n
$$

and

$$
\operatorname{Pr}_{g}\left(D_{2 n}\right)=\frac{\left|C_{g}\left(D_{2 n}\right)\right|}{\left|D_{2 n}\right|^{2}}=\frac{3 n}{4 n^{2}}=\frac{3}{4 n}
$$

Lemma 2.3. For a given element $g \in Q_{2^{n}}$ and any values of $n \geq 3$, if $a, b \in Q_{2^{n}}$ and $(1 \leq i, j \leq n-1)$ then
(i) $\left[a^{i}, b\right]=g$ if and only if $\left[a^{i}, a^{j} b\right]=g$,
(ii) $\left[a^{i}, b\right]=g$ if and only if $\left[a^{\frac{n}{2}+i}, b\right]=g$,
(iii) $\left[b, a^{i}\right]=g$ if and only if $\left[a^{j} b, a^{i}\right]=g$,
(iv) $\left[b, a^{i}\right]=g$ if and only if $\left[b, a^{\frac{n}{2}+i}\right]=g$,
(v) $\left[b, a^{i} b\right]=g$ if and only if $\left[b, a^{\frac{n}{2}+i} b\right]=g$,
(vi) $\left[a^{i} b, a^{j} b\right]=g$ if and only if $\left[a^{i+1} b, a^{j+1} b\right]=g$.

Corollary 2.3. Let $n \geq 3$ be a positive integer and $a, b \in Q_{2^{n}}$. For every $0 \leq$ $i, j \leq 2^{n-1}-1$, if $\left[a^{i} b, a^{j} b\right]=g$ then $g \in\left\{1, a^{2}, a^{4}, \ldots, a^{2^{n-1}-2}\right\}$.

Theorem 2.3. For any values of $n \geq 3$ if $g \in Q_{2^{n}},(g \neq 1)$ then

$$
\operatorname{Pr}_{g}\left(Q_{2^{n}}\right)=\frac{3}{2^{n}}
$$

where, $g \in\left\{1, a^{2}, a^{4}, \ldots, a^{2^{n-1}-2}\right\}$.
Proof. Let $n \geq 3$ be an even integer and $G=Q_{2^{n}}=A \cup B$, where $A=\left\{1, a, \ldots, a^{n-1}\right\}$ and $B=\left\{b, a b, \ldots, a^{n-1} b\right\}$. Clearly, $\left[a^{i}, a^{j}\right]=1$, now if $\left[a^{i}, b\right]=g$ then by using $[i, i i]$ in Lemma 2.3 we get there are $2^{n-1}$ pairs $(x, y) \in A \times B$ such that $[x, y]=g$. Also, by $[i i i, i v]$ in Lemma 2.3 we heve there are $2^{n-1}$ pairs $(x, y) \in B \times A$ such that $[x, y]=g$ and by $[v, v i]$ in Lemma 2.3 there are $2^{n-1}$ pairs $(x, y) \in B \times B$ such that $[x, y]=g$. Consequently,

$$
\left|C_{g}\left(Q_{2^{n}}\right)\right|=2\left(2^{n-1}\right)+2\left(2^{n-1}\right)+2\left(2^{n-1}\right)=3\left(2^{n}\right),
$$

and

$$
\operatorname{Pr}_{g}\left(Q_{2^{n}}\right)=\frac{\left|C_{g}\left(Q_{2^{n}}\right)\right|}{\left|Q_{2^{n}}\right|^{2}}=\frac{3\left(2^{n}\right)}{\left(2^{n}\right)^{2}}=\frac{3}{2^{n}}
$$

Lemma 2.4. Let $G$ be a finite group of order $n, g \in G$ and $M(G, 2)$ be a finite Moufang loop of order $2 n$. we have for all $x, y \in G$ :
(i) $((x u) o y) o\left((x u)^{-1} o y^{-1}\right)=g$ if and only if $y^{-2}=g$,
(ii) $((x u) o(y u)) o\left((x u)^{-1} o(y u)^{-1}\right)=g$ if and only if $\left(x^{-1} y\right)^{-2}=g$.

Proof. By definition of the multiplication in $M(G, 2)$ clearly:

$$
\begin{align*}
((x u) o y) o\left((x u)^{-1} o y^{-1}\right)=g & \Longleftrightarrow\left(\left(x y^{-1}\right) u\right) o((x y) u)=g \\
& \Longleftrightarrow y^{-1} x^{-1} x y^{-1}=g  \tag{i}\\
& \Longleftrightarrow y^{-2}=g \\
((x u) o(y u)) o\left((x u)^{-1} o(y u)^{-1}\right)=g & \Longleftrightarrow\left(y^{-1} x\right) o\left(y^{-1} x\right)=g \\
& \Longleftrightarrow\left(y^{-1} x\right)^{2}=g  \tag{ii}\\
& \Longleftrightarrow\left(x^{-1} y\right)^{-2}=g
\end{align*}
$$

Proposition 2.1. For a given integer $n \geq 2$ and a non-abelian group $G$,

$$
\operatorname{Pr}_{g}(M)=\frac{1}{4}\left(\operatorname{Pr}_{g}(G)+\frac{3 N_{g}}{|G|}\right)
$$

where $N_{g}$ is the number of elements $y \in G$ such that $y^{-2}=g$.

Proof. Let $g \in M=M(G, 2)$ and $C_{g}(M)=\left\{(x, y) \mid x, y \in G, \quad x y x^{-1} y^{-1}=g\right\}$. We first note that the multiplication table of the Moufang loop $M(G, 2)$ will be as follows:

| o | $G$ | $G u$ |
| :---: | :---: | :---: |
| $G$ | $G * G$ | $G * G u$ |
| $G u$ | $G u * G$ | $G u * G u$ |

Since $\operatorname{Pr}_{g}(M)=\frac{\left|C_{g}(M)\right|}{|M|^{2}}$. Thus it is sufficient to enumerate $\left|C_{g}(M)\right|$. For every $(x, y) \in M$ we have the following four cases:
Case1: Both $x, y \in G$. Then there are $\left|C_{g}(G)\right|$ distinct ordered pairs $(x, y) \in$ $C_{g}(M)$ in this case.
Case2: $x \in G u$ and $y \in G$. Then $x=x_{1} u$ where $x_{1} \in G$. By (i) of Lemma 2.1 we conclude that $y^{-2}=g$, so there are precisely $N_{g}|G u|=N_{g}|G|$ pairs $(x, y) \in C_{g}(M)$ of this type.
Case3: $x \in G$ and $y \in G u$. Then $y=y_{1} u$ where $y_{1} \in G$. By using (i) of Lemma 2.1 we get there are $N_{g}|G|$ distinct pairs in $C_{g}(M)$ of this type.

Case4: Both $x, y \in G u$. Then $x=x_{1} u$ and $y=y_{1} u$ where $x_{1}, y_{1} \in G$. Using (ii) of Lemma 2.1 we get there are $N_{g}|G|$ distinct pairs in $C_{g}(M)$ such that $\left(x^{-1} y\right)^{-2}=g$. Consequently,

$$
\left|C_{g}(M)\right|=\left|C_{g}(M)\right|+3 N_{g}|G|
$$

and so,

$$
\operatorname{Pr}_{g}(M)=\frac{\left|C_{g}(M)\right|+3 N_{g}|G|}{(2|G|)^{2}}=\frac{1}{4}\left(\operatorname{Pr}_{g}(G)+\frac{3 N_{g}}{|G|}\right)
$$

Proposition 2.2. Let $M=M\left(D_{2 n}, 2\right), n \geq 3$ is a positive integer. Then,

$$
\operatorname{Pr}_{g}(M)= \begin{cases}\frac{3}{8 n}\left(N_{g}+1\right), & n \text { is even } \\ \frac{3}{16 n}\left(2 N_{g}+1\right), & n \text { is odd }\end{cases}
$$

where, $N_{g}$ is the number of elements $y \in G$ such that $y^{-2}=g$.
Proof. By using Proposition 2.1 and Theorems 2.2 and 2.3 we get

$$
\operatorname{Pr}_{g}(M)=\frac{1}{4}\left(\operatorname{Pr}_{g}(G)+\frac{3 N_{g}}{|G|}\right)= \begin{cases}\frac{1}{4}\left(\frac{3}{2 n}+\frac{3 N_{g}}{2 n}\right)=\frac{3}{8 n}\left(N_{g}+1\right), & n \text { is even }, \\ \frac{1}{4}\left(\frac{3}{4 n}+\frac{3 N_{g}}{2 n}\right)=\frac{3}{16 n}\left(2 N_{g}+1\right), & n \text { is odd },\end{cases}
$$

Corollary 2.4. Let $M=M\left(D_{2 n}, 2\right), n \geq 3$ is a positive integer. Then,

$$
\operatorname{Pr}_{g}(M) \leq \frac{15}{48}
$$

Proposition 2.3. Let $M=M\left(Q_{2^{n}}, 2\right), n \geq$ is an integer. Then

$$
\operatorname{Pr}_{g}(M)=\frac{3}{2^{n+2}}\left(N_{g}+1\right)
$$

where, $N_{g}$ is the number of elements $y \in G$ such that $y^{-2}=g$.
Proof. The proofs follows by considering the Proposition 2.1:

$$
\operatorname{Pr}_{g}(M)=\frac{1}{4}\left(\frac{3}{2^{n}}+\frac{3 N_{g}}{2^{n}}\right)=\frac{3}{2^{n+2}}\left(N_{g}+1\right) .
$$

Corollary 2.5. Let $M=M\left(Q_{2^{n}}, 2\right), n \geq 3$ is an integer. Then

$$
\operatorname{Pr}_{g}(M) \leq \frac{3}{16}
$$
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#### Abstract

In this paper, we introduce the concept of triangular $A$-statistical relative convergence for double sequences of functions defined on a compact subset of the real two-dimensional space. Based upon this new convergence method, we prove Korovkintype approximation theorem. Finally, we give some further developments. Keywords: positive linear operators, the double sequences, regular matrix, triangular A-statistical convergence, Korovkin theorem.


## 1. Introduction

Classical Bohman-Korovkin theorem is a well known theorem which has an important place in approximation theory ([13], [16], [21]). This theorem establishes the uniform convergence in the space $C[a, b]$ of all continuous real functions defined on the interval $[a, b]$, for a sequence of positive linear operators $\left(L_{n}\right)$, assuming the convergence by the test functions $f_{r}(s)=s^{r}, r=0,1,2$. Moreover, different finite classes of test functions were studied, in both one and multi-dimensional case. Many mathematicians studied and improved this theory by defining positive linear operators via convergence methods on various function spaces ([1], [4], [5], [6], [15], [18], [20], [23], [24], [25], [26], [34]). In recent years, general versions of Korovkin theorem have been studied, in which a more general notion of convergence is used. One of these convergences is the statistical convergence first introduced by Fast and Steinhaus ([17], [30]). Korovkin type approximation theorems have been first studied via the notion of statistical convergence by Gadjiev and Orhan [19]. For

[^2]double sequences of positive linear operators, statistical convergence and some of its generalizations to convergence generated by summability matrix methods were carried on by Demirci and Dirik ([8], [14]). With the help of these studies, triangular $A$-statistical convergence which is a different kind of statistical convergence was identified by Bardaro et. al. ([2], [3]).

Recently, Demirci and Orhan [11] have defined the statistically relatively uniform convergence by using statistical convergence and the relatively uniform convergence and established its use in the Korovkin-type approximation theory. Also, a type of modular convergence, called relative modular convergence, was introduced in [33] originated by studies in modular spaces and these studies continued ([9], [10], [12]).

Our main aim in this paper is to present a new kind of statistical convergence for double sequence, called triangular $A$-statistical relative uniform convergence. We will compare this new convergence with triangular $A$-statistical convergence and obtain more general results.

Now, we begin with the definitions and notations required for this article.
E. H. Moore [22] introduced the notion of uniform convergence of a sequence of functions relative to a scale function. Then, E. W. Chittenden [7] gave the following definition of relatively uniform converge which is equivalent to the definition given by Moore:

A sequence $\left(f_{n}\right)$ of functions, defined on any compact subset of real space, converges relatively uniformly to a limit function $f$ if there exists a function $\sigma(s)$, such that for every $\varepsilon>0$ there exists an integer $n_{\varepsilon}$ such that for every $n>n_{\varepsilon}$ the inequality

$$
\left|f_{n}(s)-f(s)\right|<\varepsilon|\sigma(s)|
$$

holds uniformly in $s$. The sequence $\left(f_{n}\right)$ is said to converge uniformly relatively to the scale function $\sigma$ or more briefly relatively uniformly. Similarly, Dirik and Şahin [31] gave the following for double sequences of functions:

A double sequence ( $f_{i, j}$ ) of functions, defined on any compact subset of the real two-dimensional space, converges relatively uniformly to a limit function $f$ if there exists a function $\sigma(s, t)$, called a scale function such that for every $\varepsilon>0$ there is an integer $n_{\varepsilon}$ such that for every $i, j>n_{\varepsilon}$ the inequality

$$
\left|f_{i, j}(s, t)-f(s, t)\right|<\varepsilon|\sigma(s, t)|
$$

holds uniformly in $(s, t)$. The double sequence $\left(f_{i, j}\right)$ is said to converge uniformly relatively to scale function $\sigma$ or more briefly, relatively uniformly.

Let $A=\left(a_{i, j}\right)$ be a two-dimensional matrix transformation. For a double sequence $x=\left(x_{i, j}\right)$ of real numbers, we put

$$
(A x)_{i}:=\sum_{j=1}^{\infty} a_{i, j} x_{i, j}
$$

if the series is convergent. We will say that $A$ is regular if $\lim A x=L$ whenever $\lim x=L$. The well-established characterization for regular two-dimensional matrix transformation is known as the Silverman-Toeplitz conditions [32]:
(i) $\|A\|=\sup _{i \in \mathbb{N}} \sum_{j=1}^{\infty}\left|a_{i, j}\right|<\infty$
(ii) $\lim _{i} a_{i, j}=0$ for each $j \in \mathbb{N}$,
(iii) $\lim _{i} \sum_{j=1}^{\infty} a_{i, j}=1$.

A double sequence $x=\left(x_{i, j}\right)$ of real numbers, $i, j \in \mathbb{N}$, the set of all positive integers, is said to be convergent in the Pringsheim's sense or $P$-convergent if for each $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that $\left|x_{i, j}-L\right|<\varepsilon$ whenever $i, j>N$ and $L$ is called the Pringsheim limit ( denoted by $P-\lim _{i, j} x_{i, j}=L$ ) [28]. More briefly, we will say that such an $x$ is $P$-convergent to $L$. A double sequence is said to be bounded if there exists a positive number $K$ such that $\left|x_{i, j}\right| \leq K$ for all $(i, j) \in \mathbb{N}^{2}=\mathbb{N} \times \mathbb{N}$. Note that in contrast to the case for single sequences, a convergent double sequences need not to be bounded, provided the double sequences converges in Pringsheim's sense for every $(i, j) \in \mathbb{N}^{2}$.

Let now $A=\left(a_{n, m, i, j}\right)$ be a four-dimensional matrix and $x=\left(x_{i, j}\right)$ be a double sequence. Then the double (transformed) sequence, $A x:=\left((A x)_{n, m}\right)$, is denoted by

$$
(A x)_{n, m}=\sum_{i, j=1,1}^{\infty, \infty} a_{n, m, i, j} x_{i, j}
$$

where it is assumed that the summation exists as a Pringsheim limit for each $(n, m) \in \mathbb{N}^{2}$.

Recall that four-dimensional matrix $A=\left(a_{n, m, i, j}\right)$ is said to be $R H$-regular if it maps every bounded $P$-convergent sequence into a $P$-convergent sequence with the same $P$-limit. The Robison-Hamilton conditions (see also [29]) state that a four-dimensional matrix $A=\left(a_{n, m, i, j}\right)$ is $R H$-regular if and only if
(i) $P-\lim _{n, m} a_{n, m, i, j}=0$ for each $i$ and $j$,
(ii) $P-\lim _{n, m} \sum_{i, j}^{\infty, \infty} a_{n, m, i, j}=1$,
(iii) $P-\lim _{n, m} \sum_{i=1}^{\infty}\left|a_{n, m, i, j}\right|=0$ for each $j \in \mathbb{N}$,
(iv) $P-\lim _{n, m} \sum_{j=1}^{\infty}\left|a_{n, m, i, j}\right|=0$ for each $i \in \mathbb{N}$,
(v) $\sum_{i, j=1,1}^{\infty, \infty}\left|a_{n, m, i, j}\right|$ is $P$-convergent for every $(n, m) \in \mathbb{N}^{2}$,
(vi) there exist finite positive integers $A$ and $B$ such that

$$
\sum_{i, j>B}\left|a_{n, m, i, j}\right|<A
$$

for every $(n, m) \in \mathbb{N}^{2}$.
Let $A=\left(a_{n, m, i, j}\right)$ be a nonnegative $R H$-regular summability matrix. If $K \subset$ $\mathbb{N}^{2}$, then the $A$-density of $K$ is denoted by

$$
\delta_{A}^{2}(K):=P-\lim _{n, m} \sum_{(i, j) \in K} a_{n, m, i, j}
$$

provided that the limit on the right-hand side exists in the Pringsheim sense. A real double sequence $x=\left(x_{i, j}\right)$ is said to be $A$-statistically convergent to $L$ and denoted by $s t_{A-}^{2} \lim _{i, j} x_{i, j}=L$ if, for every $\varepsilon>0$,

$$
P-\lim _{n, m} \sum_{(i, j) \in K(\varepsilon)} a_{n, m, i, j}=0,
$$

where $K(\varepsilon)=\left\{(i, j) \in \mathbb{N}^{2}:\left|x_{i, j}-L\right| \geq \varepsilon\right\}$. If we take $A=C(1,1)$, then $C(1,1)-$ -statistical convergence coincides with the notion of statistical convergence for double sequences $([27])$, where $C(1,1)=\left(c_{i, j, n, m}\right)$ is the double Cesàro matrix, defined by $c_{i, j, n, m}=1 / i j$ if $1 \leq n \leq i, 1 \leq m \leq j$ and $c_{i, j, n, m}=0$ otherwise. We state the set of all $A$-statistically convergent double sequences by $s t^{2}$.

## 2. Triangular $A$ - Statistical Relative Uniform Convergence

First, we recall some definitions given in [2].
Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix, $K \subset \mathbb{N}^{2}$ be a nonempty set, and for every $i \in \mathbb{N}$, let $K_{i}:=\{j \in \mathbb{N}:(i, j) \in K, j \leq i\}$. Triangular $A$-density of $K$, is given by

$$
\delta_{A}^{T}(K):=\lim _{i} \sum_{j \in K_{i}} a_{i, j},
$$

provided that the limit on right-hand side exists in $\mathbb{R}$.
In a similar manner to the natural density, we can give some properties for the triangular $A$-density:
i) if $K_{1} \subset K_{2}$, then $\delta_{A}^{T}\left(K_{1}\right) \subset \delta_{A}^{T}\left(K_{2}\right)$,
ii) if $K$ has triangular $A$-density, then $\delta_{A}^{T}\left(\mathbb{N}^{2} \backslash K\right)=1-\delta_{A}^{T}(K)$.

Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix. The double sequence $x=\left(x_{i, j}\right)$ is triangular $A$-statistically convergent to $L$ provided that for every $\varepsilon>0$

$$
\lim _{i} \sum_{j \in K_{i}(\varepsilon)} a_{i, j}=0
$$

where $K_{i}(\varepsilon)=\left\{j \in \mathbb{N}: j \leq i,\left|x_{i, j}-L\right| \geq \varepsilon\right\}$ and this denoted by $s t_{A}^{T}-\lim _{i} x_{i, j}=$ $L$. We should note that if we take $A=C_{1}:=\left(c_{i, j}\right)$, the Cesàro matrix defined by

$$
c_{i, j}:= \begin{cases}\frac{1}{i}, & \text { if } 1 \leq j \leq i, \\ 0, & \text { otherwise }\end{cases}
$$

then the triangular $A$-density is called triangular density which is denoted by

$$
\delta^{T}(K)=\lim _{i} \frac{1}{i}\left|K_{i}\right|
$$

where $\left|K_{i}\right|$ be the cardinality of $K_{i}$. According to the above definitions triangular $A$-statistical convergent reduces triangular statistical convergent.

Let $S$ is a compact subset of the real two-dimensional space. By $C(S)$ we define the space of all continuous real valued functions on $S$ and $\|f\|_{C(S)}$ denotes the usual supremum norm of $f$ in $C(S)$. Let $f$ and $f_{i, j}$ belong to $C(S)$.

Definition 2.1. Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix. A double sequence of fuctions $\left(f_{i, j}\right)$ is said to triangular $A$-statistically uniformly convergent to $f$ on $S$ provided that for every $\varepsilon>0$,

$$
\lim _{i} \sum_{j \in K_{i}(\varepsilon)} a_{i, j}=0
$$

where $K_{i}(\varepsilon)=\left\{j \in \mathbb{N}: j \leq i, \sup _{(s, t) \in S}\left|f_{i, j}(s, t)-f(s, t)\right| \geq \varepsilon\right\}$. In this case, we write $f_{i, j} \rightrightarrows f\left(s t_{A}^{T}\right)$.

Definition 2.2. Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix. $\left(f_{i, j}\right)$ is said to be triangular $A$-statistically relatively uniformly convergent to $f$ on $S$ if there exists a function $\sigma(s, t),|\sigma(s, t)|>0$, called a scale function, provided that for every $\varepsilon>0$,

$$
\lim _{i} \sum_{j \in K_{i}(\varepsilon)} a_{i, j}=0
$$

where $K_{i}(\varepsilon)=\left\{j \in \mathbb{N}: j \leq i, \sup _{(s, t) \in S}\left|\frac{f_{i, j}(s, t)-f(s, t)}{\sigma(s, t)}\right| \geq \varepsilon\right\}$. In this case, we write $f_{i, j} \rightrightarrows f\left(s t_{A}^{T}, \sigma\right)$.

It will be observed that triangular $A$-statistical uniform convergence is the special case of triangular $A$-statistical relative uniform convergence in which the scale function is a non-zero constant.

Example 2.1. Take $A=C_{1}$ and $S=[0,1] \times[0,1]$. For each $(i, j) \in \mathbb{N}^{2}$, define $\gamma_{i, j}: S \rightarrow$ $\mathbb{R}$ by

$$
\gamma_{i, j}(s, t)= \begin{cases}\frac{2 i^{2} j^{2} s t}{1+i^{3} j^{3} s^{2} t^{2}}, & i \text { and } j \text { are square }, \\ 0, & \text { otherwise. }\end{cases}
$$

Since $\left\|\gamma_{i, j}-\gamma\right\|_{C(S)}=1$, this sequence does not triangular statistically uniform convergent to $\gamma=0$, but triangular statistically relatively uniform convergent to $f=0$, with a scale function defined by,

$$
\sigma(s, t)= \begin{cases}\frac{1}{s t}, & \text { if }(s, t) \in(0,1] \times(0,1] \\ 0, & \text { if } s=0 \text { or } t=0\end{cases}
$$

clearly, for every $\varepsilon>0$,

$$
\lim _{i} \frac{1}{i}\left|\left\{j \in \mathbb{N}: j \leq i, \sup _{(s, t) \in S}\left|\frac{\gamma_{i, j}(s, t)-\gamma(s, t)}{\sigma(s, t)}\right| \geq \varepsilon\right\}\right|=0
$$

## 3. A Korovkin-type approximation theorem

Let $L$ be a linear operator from $C(S)$ into itself and is called positive, if $L(f) \geq 0$, for all $f \geq 0$. Also, we denote the value of $L(f)$ at a point $(s, t) \in S$ by $L(f(u, v) ; s, t)$ or, briefly, $L(f ; s, t)$.

Theorem 3.1. [2] Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix and $\left(L_{i, j}\right)$ be a double sequence of positive linear operators from $C(S)$ into $C(S)$. Then for every $f \in C(S)$ we have

$$
\begin{equation*}
s t_{A}^{T}-\lim _{i}\left\|L_{i, j}(f)-f\right\|_{C(S)}=0 \tag{3.1}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
s t_{A}^{T}-\lim _{i}\left\|L_{i, j}\left(f_{r}\right)-f_{r}\right\|_{C(S)}=0 \text { for every } r=0,1,2,3 \tag{3.2}
\end{equation*}
$$

where $f_{0}(s, t)=1, f_{1}(s, t)=s, f_{2}(s, t)=t, f_{3}(s, t)=s^{2}+t^{2}$.
Now we have the following Korovkin type approximation theorem for triangular $A$-statistical relative convergence that is our main theorem.

Theorem 3.2. Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix. Let $\left(L_{i, j}\right)$ be a double sequence of positive linear operators from $C(S)$ into $C(S)$. Then, for all $f \in C(S)$ we have

$$
\begin{equation*}
L_{i, j}(f) \rightrightarrows f \quad\left(s t_{A}^{T}, \sigma\right) \tag{3.3}
\end{equation*}
$$

if and only if,

$$
\begin{equation*}
L_{i, j}\left(f_{r}\right) \rightrightarrows f_{r}\left(s t_{A}^{T}, \sigma_{r}\right) \quad(r=0,1,2,3) \tag{3.4}
\end{equation*}
$$

where $f_{0}(s, t)=1, f_{1}(s, t)=s, f_{2}(s, t)=t, f_{3}(s, t)=s^{2}+t^{2}$ and $\sigma_{r}(s, t)=$ $\max \left\{\left|\sigma_{r}(s, t)\right| ; r=0,1,2,3\right\},\left|\sigma_{r}(s, t)\right|>0$ and $\sigma_{r}(s, t)$ is unbounded, $r=0,1,2,3$.

Proof. Since each $f_{r} \in C(S)(r=0,1,2,3),(3.3) \Longrightarrow(3.4)$ is obvious. Suppose now that (3.4) holds. By continuity of $f$ on the compact set $S$, we can write $|f(s, t)| \leq M$ where $M:=\|f\|_{C(S)}$. Also, since $f$ is continuous on $S$, for every $\varepsilon>0$, there exists $\delta>0$ such that $|f(u, v)-f(s, t)|<\varepsilon$ for all $(u, v) \in S$ satisfying $|u-s|<\delta$ and $|v-t|<\delta$. Hence, we get

$$
\begin{equation*}
|f(u, v)-f(s, t)|<\varepsilon+\frac{2 M}{\delta^{2}}\left\{(u-s)^{2}+(v-t)^{2}\right\} \tag{3.5}
\end{equation*}
$$

Since $L_{i, j}$ is linear and positive, we obtain

$$
\begin{aligned}
&\left|L_{i, j}(f ; s, t)-f(s, t)\right|= \mid L_{i, j}(f(u, v)-f(s, t) ; s, t) \\
&-f(s, t)\left(L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right) \mid \\
& \leq \left\lvert\, \begin{array}{l}
\left.L_{i, j}\left(\varepsilon+\frac{2 M}{\delta^{2}}\left\{(u-s)^{2}+(v-t)^{2}\right\} ; s, t\right) \right\rvert\, \\
\\
\\
+M\left|L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right| \\
\leq
\end{array}\right. \\
&\left(\varepsilon+M+\frac{2 M}{\delta^{2}}\left(A^{2}+B^{2}\right)\right)\left|L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right| \\
&+\frac{4 M}{\delta^{2}} A\left|L_{i, j}\left(f_{1} ; s, t\right)-f_{1}(s, t)\right| \\
& \quad+\frac{4 M}{\delta^{2}} B\left|L_{i, j}\left(f_{2} ; s, t\right)-f_{2}(s, t)\right| \\
&+\frac{2 M}{\delta^{2}}\left|L_{i, j}\left(f_{3} ; s, t\right)-f_{3}(s, t)\right|+\varepsilon
\end{aligned}
$$

where $A:=\max |s|, B:=\max |t|$. Now we multiply the both-sides of the above inequality by $\frac{1}{|\sigma(s, t)|}$,

$$
\begin{aligned}
& \left|\frac{L_{i, j}(f ; s, t)-f(s, t)}{\sigma(s, t)}\right| \leq K\left\{\left|\frac{L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)}{\sigma(s, t)}\right|+\left|\frac{L_{i, j}\left(f_{1} ; s, t\right)-f_{1}(s, t)}{\sigma(s, t)}\right|\right. \\
& \left.(3.6)\left|\frac{L_{i, j}\left(f_{2} ; s, t\right)-f_{2}(s, t)}{\sigma(s, t)}\right|+\left|\frac{L_{i, j}\left(f_{3} ; s, t\right)-f_{3}(s, t)}{\sigma(s, t)}\right|\right\}+\frac{\varepsilon}{|\sigma(s, t)|}
\end{aligned}
$$

where $K=\max \left\{\varepsilon+M+\frac{2 M}{\delta^{2}}\left(A^{2}+B^{2}\right), \frac{4 M}{\delta^{2}} A, \frac{4 M}{\delta^{2}} B, \frac{2 M}{\delta^{2}}\right\}$ and where $\sigma(s, t)=\max \left\{\left|\sigma_{r}(s, t)\right| ; r=0,1,2,3\right\}$. Taking the supremum over $(s, t) \in S$, we get

$$
\begin{align*}
\sup _{(s, t) \in S}\left|\frac{L_{i, j}(f ; s, t)-f(s, t)}{\sigma(s, t)}\right| \leq & \sup _{(s, t) \in S} \frac{\varepsilon}{|\sigma(s, t)|}+K\left\{\sup _{(s, t) \in S}\left|\frac{L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)}{\sigma_{0}(s, t)}\right|\right. \\
& +\sup _{(s, t) \in S}\left|\frac{L_{i, j}\left(f_{1} ; s, t\right)-f_{1}(s, t)}{\sigma_{1}(s, t)}\right| \\
& +\sup _{(s, t) \in S}\left|\frac{L_{i, j}\left(f_{2} ; s, t\right)-f_{2}(s, t)}{\sigma_{2}(s, t)}\right| \\
& \left.+\sup _{(s, t) \in S}\left|\frac{L_{i, j}\left(f_{3} ; s, t\right)-f_{3}(s, t)}{\sigma_{3}(s, t)}\right|\right\} . \tag{3.7}
\end{align*}
$$

Now, for a given $r>0$, choose $\varepsilon>0$ such that $\sup _{(s, t) \in S} \frac{\varepsilon}{|\sigma(s, t)|}<r$. Then, setting

$$
D_{i}:=\left\{j \in \mathbb{N}: j \leq i, \quad\left\|\frac{L_{i, j}(f)-f}{\sigma}\right\|_{C(S)} \geq r\right\}
$$ is easy to see that

$$
D_{i} \subseteq \bigcup_{r=0}^{3} D_{i}^{r}
$$

which gives, for all $i \in \mathbb{N}$, then

$$
\sum_{j \in D_{i}} a_{i, j} \leq \sum_{r=0}^{3} \sum_{j \in D_{i}^{r}} a_{i, j}
$$

Letting $i \rightarrow \infty$ and using (3.4), we obtain (3.5). The proof is complete.
If one replaces the scale function by a non-zero constant, then the Theorem 3.2 reduces to the Theorem 3.1.

We now show that our result Theorem 3.2 is stronger than Theorem 3.1.
Example 3.1. Let consider the following Bernstein operators given by

$$
\begin{equation*}
B_{i, j}(f ; s, t)=\sum_{k=0}^{i} \sum_{p=0}^{j} f\left(\frac{k}{i}, \frac{p}{j}\right)\binom{i}{k}\binom{j}{p} s^{k}(1-s)^{i-k} t^{p}(1-t)^{j-p} \tag{3.8}
\end{equation*}
$$

where $(s, t) \in S=[0,1] \times[0,1] ; f \in C(S)$. Also, observe that

$$
\begin{aligned}
B_{i, j}\left(f_{0} ; s, t\right) & =f_{0}(s, t) \\
B_{i, j}\left(f_{1} ; s, t\right) & =f_{1}(s, t) \\
B_{i, j}\left(f_{2} ; s, t\right) & =f_{2}(s, t) \\
B_{i, j}\left(f_{3} ; s, t\right) & =f_{3}(s, t)+\frac{s-s^{2}}{i}+\frac{t-t^{2}}{j}
\end{aligned}
$$

where $f_{0}(s, t)=1, f_{1}(s, t)=s, f_{2}(s, t)=t$ and $f_{3}(s, t)=s^{2}+t^{2}$. Using these polynomials, we introduce the following positive linear operators on $C(S)$ :
$P_{i, j}(f ; s, t)=\left(1+\gamma_{i, j}(s, t)\right) B_{i, j}(f ; s, t), \quad(s, t) \in S=[0,1] \times[0,1]$ and $f \in C(S)$
where $\gamma_{i, j}(s, t)$ is given in Example 2.1. Now, take $A=C_{1}$, the Cesàro matrix. Since $\gamma_{i, j} \rightrightarrows \gamma=0\left(s t_{T}, \sigma\right)$, where

$$
\sigma(s, t)= \begin{cases}\frac{1}{s t}, & \text { if }(s, t) \in(0,1] \times(0,1], \\ 0, & \text { if } s=0 \text { or } t=0\end{cases}
$$

Then, we conclude that

$$
P_{i, j}\left(f_{r}\right) \rightrightarrows f_{r}\left(s t_{T}, \sigma\right) \quad(r=0,1,2,3)
$$

So by our main theorem, Theorem 3.2, we immediately see that

$$
P_{i, j}(f) \rightrightarrows f \quad\left(s t_{T}, \sigma\right) \text { for } f \in C(S)
$$

However, since $\left(\gamma_{i, j}\right)$ is not triangular statistically uniformly convergent to $\gamma=0$ on the interval $S$, we can say that Theorem 3.1 does not work for our operators defined by (3.9).

## 4. Rates of Triangular $A$-Statistical Relative Uniform Convergence

In this section, using the notion of triangular $A$-statistical relative uniform convergence we study the rate of convergence of positive linear operators with the help of modulus of continuity.

Let $f \in C(S)$. Then the modulus of continuity of $f$, defined to be

$$
w(f ; \delta)=\sup \left\{|f(u, v)-f(s, t)|:(u, v),(s, t) \in S \text { and } \sqrt{(u-s)^{2}+(v-t)^{2}} \leq \delta\right\}
$$

for $\delta>0$.
Then we hold the following result.
Theorem 4.1. Let $A=\left(a_{i, j}\right)$ be a nonnegative regular summability matrix. Let $\left(L_{i, j}\right)$ be a double sequence of positive linear operators acting from $C(S)$ into itself. Assume that the following conditions hold:
(a) $L_{i, j}\left(f_{0}\right) \rightrightarrows f_{0}\left(s t_{A}^{T}, \sigma_{0}\right)$,
(b) $w(f, \delta) \rightrightarrows 0\left(s t_{A}^{T}, \sigma_{1}\right)$, where $\delta:=\delta_{i, j}=\sqrt{\left\|L_{i, j}(\varphi)\right\|_{C(S)}}$, with $\varphi(u, v)=$ $(u-s)^{2}+(v-t)^{2}$.

Then we have, for all $f \in C(S)$,

$$
L_{i, j}(f) \rightrightarrows f \quad\left(s t_{A}^{T}, \sigma\right)
$$

where

$$
\sigma(s, t)=\max \left\{\left|\sigma_{0}(s, t)\right|,\left|\sigma_{1}(s, t)\right|,\left|\sigma_{0}(s, t) \sigma_{1}(s, t)\right|\right\}
$$

$\left|\sigma_{i}(s, t)\right|>0$ and $\sigma_{i}(s, t)$ is unbounded for $i=0,1$.
Proof. Let $f \in C(S)$ and $(s, t) \in S$ be fixed. Using linearity and positivity of $L_{i, j}$ we have, for any $(i, j) \in \mathbb{N}^{2}$ and $\delta>0$,

$$
\begin{aligned}
& \left|L_{i, j}(f ; s, t)-f(s, t)\right| \\
= & \left|L_{i, j}(f(u, v)-f(s, t) ; s, t)-f(s, t)\left(L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right)\right| \\
\leq & L_{i, j}(|f(u, v)-f(s, t)| ; s, t)+M\left|L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right| \\
\leq & L_{i, j}\left(\left[1+\frac{\sqrt{(u-s)^{2}+(v-t)^{2}}}{\delta}\right] w(f ; \delta) ; s, t\right) \\
& +M\left|L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right| \\
\leq & w(f ; \delta)\left|L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right|+\frac{w(f ; \delta)}{\delta^{2}} L_{i, j}(\varphi ; s, t)+w(f ; \delta) \\
& +M\left|L_{i, j}\left(f_{0} ; s, t\right)-f_{0}(s, t)\right|,
\end{aligned}
$$

where $M=\|f\|_{C(S)}$. Taking the supremum over $(s, t) \in S$ in both sides of the above inequality, we obtain, for any $\delta>0$,

$$
\begin{aligned}
\left\|\frac{L_{i, j} f-f}{\sigma}\right\|_{C(S)} \leq & \frac{w\left(f, \delta_{i, j}\right)}{\left\|\sigma_{1}\right\|_{C(S)}}\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)}+\frac{w\left(f, \delta_{i, j}\right)}{\left\|\sigma_{1}\right\|_{C(S)} \delta^{2}}\left\|\frac{L_{i, j} \varphi}{\sigma_{1}}\right\|_{C(S)} \\
& +\frac{w\left(f, \delta_{i, j}\right)}{\left\|\sigma_{1}\right\|_{C(S)}}+M\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)}
\end{aligned}
$$

Now, if take $\delta:=\delta_{i, j}=\sqrt{\left\|L_{i, j}(\varphi)\right\|}$, then we may write

$$
\left\|\frac{L_{i, j} f-f}{\sigma}\right\|_{C(S)} \leq \frac{w(f, \delta)}{\left\|\sigma_{1}\right\|}\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)}+2 \frac{w(f, \delta)}{\left\|\sigma_{1}\right\|}+M\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)}
$$

and hence,

$$
\begin{equation*}
\left\|\frac{L_{i, j} f-f}{\sigma}\right\|_{C(S)} \leq K\left\{\frac{w(f, \delta)}{\left\|\sigma_{1}\right\|}\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)}+\frac{w(f, \delta)}{\left\|\sigma_{1}\right\|}+\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)}\right\} \tag{4.1}
\end{equation*}
$$

where $K=\max \{2, M\}$. For a given $r>0$, define the following sets:

$$
\begin{aligned}
T: & =\left\{j \in \mathbb{N}: j \leq i,\left\|\frac{L_{i, j}(f)-f}{\sigma}\right\|_{C(S)} \geq r\right\} \\
T_{1}: & =\left\{j \in \mathbb{N}: j \leq i, \frac{w(f, \delta)}{\left\|\sigma_{1}\right\|}\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)} \geq \frac{r}{3 K}\right\}, \\
T_{2}: & =\left\{j \in \mathbb{N}: j \leq i, \frac{w(f, \delta)}{\left\|\sigma_{1}\right\|} \geq \frac{r}{3 K}\right\}, \\
T_{3}: & =\left\{j \in \mathbb{N}: j \leq i,\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)} \geq \frac{r}{3 K}\right\}
\end{aligned}
$$

It follows from (4.1) that

$$
T \subset T_{1} \cup T_{2} \cup T_{3}
$$

Also, define the sets:

$$
\begin{aligned}
& T_{4}:=\left\{j \in \mathbb{N}: j \leq i, \frac{w(f, \delta)}{\left\|\sigma_{1}\right\|} \geq \sqrt{\frac{r}{3 K}}\right\} \\
& T_{5}:=\left\{j \in \mathbb{N}: j \leq i,\left\|\frac{L_{i, j} f_{0}-f_{0}}{\sigma_{0}}\right\|_{C(S)} \geq \sqrt{\frac{r}{3 K}}\right\} .
\end{aligned}
$$

Then observe that $T_{1} \subset T_{4} \cup T_{5}$. So we have $T \subset T_{2} \cup T_{3} \cup T_{4} \cup T_{5}$.
Therefore, using (a) and (b), the proof is complete.

## 5. CONCLUSION

If we take $A=C_{1}=\left(c_{i, j}\right)$, the Cesàro matrix defined by

$$
c_{i, j}:= \begin{cases}\frac{1}{i}, & \text { if } 1 \leq j \leq i \\ 0, & \text { otherwise }\end{cases}
$$

then triangular $A$-statistical relative uniform convergence reduces to the concept of triangular statistical relative convergence. Furthermore, if we take $A=C_{1}$ and the scale function by a non-zero constant, then triangular $A$-statistical relative uniform convergence reduces to the triangular statistical uniform convergence.

If one replaces the scale function by a non-zero constant, then the triangular $A$-statistical relative uniform convergence reduces to the triangular $A$-statistical uniform convergence.
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#### Abstract

In this paper, we introduce a new sequential space as a generalization of $M$-metric spaces and $M_{b}$-metric spaces. In this generalized space we define two contractive mappings namely $\mathfrak{m}$-contraction and $\mathfrak{m}$-quasi-contraction and prove some fixed point theorems for such type of mappings. Several illustrative examples have been presented in strengthening the hypothesis of our theorems.


Keywords: M-metric space, Fixed point theory, stability

## 1. Introduction and Preliminaries

The notion of metric has been generalized in several direction, see e.g. [1, 2, 6, 7, 8, 9]. Among all, we focus on partial metric and $M$-metric. The concept of partial metric space was first introduced by S. Matthews [1] in 1994 as a generalization of usual metric spaces. If $(X, p)$ is a partial metric space then $p(\mu, \mu), \mu \in X$ need not to be zero. Partial metric spaces have vast application potential, in particular, it has been used in the construction of the topological structures in the study of information science, computer science, etc. In 2014, Asadi et al. [2] have extended the notion of the partial metric space: $M$-metric space. The authors [2] proved the Banach contraction principle in the context of the complete $M$-metric space. The definition of $M$-metric is given as follows:

Throughout the manuscript all considered sets are nonempty. Further, the notation $X^{2}$ denotes the cross-product of the set $X$, that is, $X^{2}: X \times X$.
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Definition 1.1. Let $m: X^{2} \rightarrow[0, \infty)$ be a function over a set $X$. Then $(X, m)$ is said to be an $M$-metric space if $m$ satisfies the following conditions:

$$
\begin{aligned}
& \text { (m1) } m(p, p)=m(q, q)=m(p, q) \text { if and only if } p=q \\
& \text { (m2) } m_{p q} \leq m(p, q) \\
& \text { (m3) } m(p, q)=m(q, p) \\
& \text { (m4) } m(p, q)-m_{p q} \leq\left(m(p, r)-m_{p r}\right)+\left(m(r, q)-m_{r q}\right) \text { for all } p, q, r \in X,
\end{aligned}
$$

where

$$
m_{p q}=\min \{m(p, p), m(q, q)\}
$$

and

$$
M_{p q}=\max \{m(p, p), m(q, q)\} .
$$

It is seen that any partial metric space is an $M$-metric space. In [2] authors have presented an example of $M$-metric that does not form a partial metric.

Example 1.1. Let $X=\{1,2,3\}$ and $m: X^{2} \rightarrow[0, \infty)$ be defined by $m(1,1)=1$, $m(2,2)=9, m(3,3)=5$ and

In 2015, Jleli-Samet [5] introduce a new generalization of the notion of metric spaces that involves $b$-metric and standard metric. Inspired by this work, we characterize the $M$-metric space and observed a new metric space. We present an example to indicate the novelty of this notion. Further, we observe some fixed point results in the setting of this new $M$-metric space.

## 2. Main results

In this section we introduce a generalized $M$-metric space namely $m^{*}$-metric space, as follows:

Let $\mathfrak{m}: X^{2} \rightarrow[0, \infty)$ be a function such that $\mathfrak{m}_{p q}=\min \{\mathfrak{m}(p, p), \mathfrak{m}(q, q)\}$ and $\mathcal{M}_{p q}=\max \{\mathfrak{m}(p, p), \mathfrak{m}(q, q)\}$. Let us define the set

$$
\begin{equation*}
M(\mathfrak{m}, X, p)=\left\{\left\{p_{n}\right\} \subset X: \lim _{n \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, p\right)-\mathfrak{m}_{p_{n} p}\right)=0\right\} \tag{2.1}
\end{equation*}
$$

for all $p \in X$.
Definition 2.1. A function $\mathfrak{m}: X \times X \rightarrow[0, \infty)$, over a set $X$, is called an $m^{*}$-metric if the following conditions hold:
$(\mathfrak{m} 1) \mathfrak{m}(p, p)=\mathfrak{m}(q, q)=\mathfrak{m}(p, q)$ if and only if $p=q, p, q \in X ;$
(m2) $\mathfrak{m}_{p q} \leq \mathfrak{m}(p, q)$ for all $p, q \in X$;
$(\mathfrak{m} 3) \mathfrak{m}(p, q)=\mathfrak{m}(q, p)$ for all $p, q \in X$;
$(\mathfrak{m} 4)$ there exists some $b>0$ such that for any $(p, q) \in X^{2}$ and $\left\{p_{n}\right\} \in$ $M(\mathfrak{m}, X, p)$ we have

$$
\begin{equation*}
\mathfrak{m}(p, q)-\mathfrak{m}_{p q} \leq b \limsup _{n \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, q\right)-\mathfrak{m}_{p_{n} q}\right) \tag{2.2}
\end{equation*}
$$

The pair $(X, \mathfrak{m})$ is called an $m^{*}$-metric space.

In the following example we show that the newly defined $m^{*}$-metric space is more stronger than $M$-metric space.

Example 2.1. Let $X=\mathbb{N}$ and we define $\mathfrak{m}: X^{2} \rightarrow \mathbb{R}_{+}$by $\mathfrak{m}(n, n)=1$ for all $n \in \mathbb{N}$, $\mathfrak{m}(1,2)=\mathfrak{m}(2,1)=4, \mathfrak{m}(1, n)=\mathfrak{m}(n, 1)=1+\frac{1}{n}$ for all $n \geq 3, \mathfrak{m}(n, 2)=\mathfrak{m}(2, n)=\frac{5}{2}$ for all $n \geq 3$ and $\mathfrak{m}(n, k)=\mathfrak{m}(k, n)=3$ for any $n, k \notin\{1,2\}$. Here $M(\mathfrak{m}, X, 1)=$ $\{\{1,1, \ldots\},\{3,4,5, \ldots\}\}$ and for any other $x \in \mathbb{N}, M(\mathfrak{m}, X, x)$ contains only the constant sequence $\{x, x, \ldots\}$. Then one can easily check that $(X, \mathfrak{m})$ is an $m^{*}$-metric space.

Remark 2.1. In 2016, Mlaiki [10] defined $M_{b}$-metric space, by replacing the axiom (m4) in Definition 1.1 by

$$
\left(m_{b} 4\right) m_{b}(p, q)-m_{b_{p q}} \leq s\left[\left(m_{b}(p, r)-m_{b_{p r}}\right)+\left(m_{b}(r, q)-m_{b_{r q}}\right)\right] .
$$

Now we show that ( $X, \mathfrak{m}$ ) in Example 2.1 is not an $M_{b}$-metric space for any $b>0$. Here we see that $\mathfrak{m}(n, k)-\mathfrak{m}_{n k}=2$ for any $n, k \geq 3$. But $b\left[\left(\mathfrak{m}(n, 1)-\mathfrak{m}_{n 1}\right)+\left(\mathfrak{m}(1, k)-\mathfrak{m}_{1 k}\right)\right]=$ $b\left[\frac{1}{n}+\frac{1}{k}\right] \rightarrow 0$ as $n, k \rightarrow \infty$ for any $b>0$. This proves our assertion.

Remark 2.2. (1) Let $(X, m)$ be an $M$-metric space (See Definition 1.1). Clearly $m$ satisfies the conditions ( $\mathfrak{m} 1$ ), ( $\mathfrak{m} 2$ ) and ( $\mathfrak{m} 3$ ). Let $(p, q) \in X^{2}$ and $\left\{p_{n}\right\} \subset X$ be such that $\lim _{n \rightarrow \infty}\left(m\left(p_{n}, p\right)-m_{p_{n} p}\right)=0$ then from condition ( $m 4$ ) we have

$$
\begin{equation*}
m(p, q)-m_{p q} \leq\left(m\left(p, p_{n}\right)-m_{p p_{n}}\right)+\left(m\left(p_{n}, q\right)-m_{p_{n} q}\right) \tag{2.3}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Taking $n \rightarrow \infty$ we can easily see that $m$ satisfies the condition ( $\mathfrak{m} 4$ ). Hence $m$ satisfies all the conditions of $m^{*}$-metric and therefore $(X, m)$ is an $m^{*}$-metric space.
(2) Let $\left(X, m_{b}\right)$ be an $M_{b}$-metric space with coefficient $s \geq 1$. Then it is clear that $m_{b}$ satisfies the conditions ( $\mathfrak{m} 1$ ), ( $\mathfrak{m} 2$ ) and ( $\mathfrak{m} 3$ ). Let $(p, q) \in X^{2}$ and $\left\{p_{n}\right\} \subset X$ be such that $\lim _{n \rightarrow \infty}\left(m_{b}\left(p_{n}, p\right)-m_{b_{p_{n} p}}\right)=0$ then from condition $\left(m_{b} 4\right)$ we have

$$
\begin{equation*}
m_{b}(p, q)-m_{b_{p q}} \leq s\left[\left(m_{b}\left(p, p_{n}\right)-m_{b_{p p_{n}}}\right)+\left(m_{b}\left(p_{n}, q\right)-m_{b_{p_{n} q}}\right)\right] \tag{2.4}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Taking $n \rightarrow \infty$ it can be easily seen that $m_{b}$ satisfies the condition ( $\mathfrak{m} 4$ ). Hence $m_{b}$ satisfies all the conditions of $m^{*}-$ metric and therefore $\left(X, m_{b}\right)$ is an $m^{*}$-metric space.

Definition 2.2. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space.
(1) A sequence $\left\{p_{n}\right\} \subset X$ is said to be convergent to an element $p \in X$ if $\lim _{n \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, p\right)-\mathfrak{m}_{p_{n} p}\right)=0$ i.e. $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, p)$.
(2) A sequence $\left\{p_{n}\right\} \subset X$ is said to be Cauchy if $\lim _{n, k \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, p_{k}\right)-\mathfrak{m}_{p_{n} p_{k}}\right)$ and $\lim _{n, k \rightarrow \infty}\left(\mathcal{M}_{p_{n} p_{k}}-\mathfrak{m}_{p_{n} p_{k}}\right)$ exist and finite.
(3) A sequence $\left\{p_{n}\right\} \subset X$ is said to be $0-$ Cauchy if $\lim _{n, k \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, p_{k}\right)-\mathfrak{m}_{p_{n} p_{k}}\right)=0$ and $\lim _{n, k \rightarrow \infty}\left(\mathcal{M}_{p_{n} p_{k}}-\mathfrak{m}_{p_{n} p_{k}}\right)=0$.
(4) An $m^{*}$-metric space $(X, \mathfrak{m})$ is said to be complete if every Cauchy sequence $\left\{p_{n}\right\} \subset X$ is convergent to some point $z \in X$ with $\lim _{n \rightarrow \infty}\left(\mathcal{M}_{p_{n} z}-\mathfrak{m}_{p_{n} z}\right)=0$.

Definition 2.3. Let $(X, \mathfrak{m})$ be an $m^{*}-$ metric space and $T: X \rightarrow X$ be a mapping. Then $T$ is said to be continuous at $\varsigma \in X$ if $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, \varsigma)$ implies $\left\{T p_{n}\right\} \in$ $M(\mathfrak{m}, X, T \varsigma)$.

Proposition 2.1. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space and $p, q \in X$. If $\left\{p_{n}\right\} \in$ $M(\mathfrak{m}, X, p) \cap M(\mathfrak{m}, X, q)$ then $\mathfrak{m}(p, q)=\mathfrak{m}_{p q}$. Moreover if $\mathfrak{m}(p, p)=\mathfrak{m}(q, q)$ then $p=q$.

Proof. Since $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, p) \cap M(\mathfrak{m}, X, q)$, we have

$$
\begin{equation*}
\mathfrak{m}(p, q)-\mathfrak{m}_{p q} \leq b \limsup _{n \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, q\right)-\mathfrak{m}_{p_{n} q}\right)=0 \tag{2.5}
\end{equation*}
$$

implying that $\mathfrak{m}(p, q)-\mathfrak{m}_{p q}=0$ that is $\mathfrak{m}(p, q)=\mathfrak{m}_{p q}$. If $\mathfrak{m}(p, p)=\mathfrak{m}(q, q)$ also, then clearly $p=q$.

Proposition 2.2. Let $\left\{p_{n}\right\}$ be a $0-$ Cauchy sequence in an $m^{*}$-metric space ( $X, \mathfrak{m}$ ). If $\left\{p_{n}\right\}$ has a convergent subsequence $\left\{p_{n_{k}}\right\}$ such that $\left\{p_{n_{k}}\right\} \in M(\mathfrak{m}, X, z)$ then $\left\{p_{n}\right\}$ is also convergent to $z \in X$.

Proof. Since $\left\{p_{n}\right\}$ is 0 -Cauchy we have $\lim _{n, k \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, p_{k}\right)-\mathfrak{m}_{p_{n} p_{k}}\right)=0$ and $\lim _{n, k \rightarrow \infty}\left(\mathcal{M}_{p_{n} p_{k}}-\mathfrak{m}_{p_{n} p_{k}}\right)=0$. Also it is given that $\lim _{k \rightarrow \infty}\left(\mathfrak{m}\left(p_{n_{k}}, z\right)-\mathfrak{m}_{p_{n_{k}} z}\right)=0$. Now,

$$
\begin{equation*}
\mathfrak{m}\left(p_{p}, z\right)-\mathfrak{m}_{p_{p} z} \leq b \limsup _{k \rightarrow \infty}\left(\mathfrak{m}\left(p_{p}, p_{n_{k}}\right)-\mathfrak{m}_{p_{p} p_{n_{k}}}\right) \tag{2.6}
\end{equation*}
$$

for all $p \in \mathbb{N}$. Which implies that

$$
\begin{equation*}
\lim _{p \rightarrow \infty}\left[\mathfrak{m}\left(p_{p}, z\right)-\mathfrak{m}_{p_{p} z}\right] \leq b \lim _{p \rightarrow \infty} \limsup _{k \rightarrow \infty}\left(\mathfrak{m}\left(p_{p}, p_{n_{k}}\right)-\mathfrak{m}_{p_{p} p_{n_{k}}}\right)=0 \tag{2.7}
\end{equation*}
$$

Therefore $\lim _{p \rightarrow \infty}\left(\mathfrak{m}\left(p_{p}, z\right)-\mathfrak{m}_{p_{p} z}\right)=0$, implying that $\left\{p_{n}\right\}$ is convergent to $z$.

## 3. Topological $m^{*}-$ metric space

Definition 3.1. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space. The open and closed ball of center at $p \in X$ and radius $t>0$ in $X$ are defined as follows:

$$
\begin{align*}
B^{\mathfrak{m}}(p, t) & =\left\{q \in X: \mathfrak{m}(p, q)<\mathfrak{m}_{p q}+t\right\} \\
B^{\mathfrak{m}}[p, t] & =\left\{q \in X: \mathfrak{m}(p, q) \leq \mathfrak{m}_{p q}+t\right\} \tag{3.1}
\end{align*}
$$

Remark 3.1. One can easily check that the collection

$$
\tau_{\mathfrak{m}}=\varnothing \cup\left\{U(\neq \varnothing) \subset X: \text { for any } p \in U \text { there exists } t>0 \text { such that } B^{\mathfrak{m}}(p, t) \subset U\right\}
$$

forms a topology on $X$.
Definition 3.2. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space and $\Delta \subset X$. Then $\Delta$ is said to be closed if there exists an open set $U \subset X$ such that $\Delta=U^{c}$.

Proposition 3.1. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space and $\Delta \subset X$ be closed. Let $\left\{p_{n}\right\} \subset \Delta$ be such that $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, z)$, then $z \in \Delta$.

Proof. If possible let $z \notin \Delta$. Then $z \in \Delta^{c}=U$, where $U$ is open. So there exists $t>0$ such that $B^{\mathfrak{m}}(z, t) \subset U$. Now $\lim _{n \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, z\right)-\mathfrak{m}_{p_{n} z}\right)=0$ so for $t>0$ there exists $N \in \mathbb{N}$ such that $\mathfrak{m}\left(p_{n}, z\right)-\mathfrak{m}_{p_{n} z}<t$ whenever $n \geq N$. Thus $p_{n} \in B^{\mathfrak{m}}(z, t) \subset U$ for all $n \geq N$, a contradiction. Hence $z \in \Delta$.

Definition 3.3. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space and $B \subset X$. Then $\operatorname{diam}(B)=$ $\sup \left\{\max \left\{\mathfrak{m}(p, q)-\mathfrak{m}_{p q}, \mathcal{M}_{p q}-\mathfrak{m}_{p q}\right\}: p, q \in B\right\}$.

Definition 3.4. In an $m^{*}$-metric space $(X, \mathfrak{m})$, a sequence $\left\{\Delta_{n}\right\}$ of subsets of $X$ is said to be decreasing if $\Delta_{1} \supset \Delta_{2} \supset \Delta_{3} \supset \ldots$.

Theorem 3.1. Let $(X, \mathfrak{m})$ be a complete $m^{*}$-metric space and $\left\{\Delta_{n}\right\}$ be a decreasing sequence of nonempty closed subsets of $X$ such that diam $\left(\Delta_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Then the intersection $\cap_{n=1}^{\infty} \Delta_{n}$ contains exactly one point.

Proof. Let $p_{n} \in \Delta_{n}$ be arbitrary for all $n \in \mathbb{N}$. Since $\left\{\Delta_{n}\right\}$ is decreasing, we have $\left\{p_{n}, p_{n+1}, \ldots\right\} \subset \Delta_{n}$ for all $n \in \mathbb{N}$.

Now for any $n, p \in \mathbb{N}$ with $n, p \geq k$ we have $\max \left\{\mathfrak{m}\left(p_{n}, p_{p}\right)-\mathfrak{m}_{p_{n} p_{p}}, \mathcal{M}_{p_{n} p_{p}}-\right.$ $\left.\mathfrak{m}_{p_{n} p_{p}}\right\} \leq \operatorname{diam}\left(\Delta_{k}\right), k \geq 1$. Let $\epsilon>0$ be given. Then there exists some $q \in \mathbb{N}$ such that $\operatorname{diam}\left(\Delta_{q}\right)<\epsilon$ since $\operatorname{diam}\left(\Delta_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. From this it follows that $\max \left\{\mathfrak{m}\left(p_{n}, p_{p}\right)-\mathfrak{m}_{p_{n} p_{p}}, \mathcal{M}_{p_{n} p_{p}}-\mathfrak{m}_{p_{n} p_{p}}\right\}<\epsilon$ whenever $n, p \geq q$. Therefore $\left\{p_{n}\right\}$ is Cauchy sequence, more specifically $0-$ Cauchy sequence in $X$. By the completeness of $X$ there exists $z \in X$ such that $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, z)$. Since $\left\{p_{n}, p_{n+1}, \ldots\right\} \subset \Delta_{n}$ and $\Delta_{n}$ is closed for each $n \in \mathbb{N}$, using Proposition 3.1 we have $z \in \cap_{n=1}^{\infty} \Delta_{n}$.

Next we prove the uniqueness of $z$. Let $q \in \cap_{n=1}^{\infty} \Delta_{n}$ be another point, then either $m(z, q)>\mathfrak{m}_{z q}$ or $\mathcal{M}_{z q}>\mathfrak{m}_{z q}$. That is $\max \left\{m(z, q)-\mathfrak{m}_{z q}, \mathcal{M}_{z q}-\mathfrak{m}_{z q}\right\}>0$. As $\operatorname{diam}\left(\Delta_{n}\right) \rightarrow 0$, there exists $N_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{diam}\left(\Delta_{n}\right)<\max \left\{m(z, q)-\mathfrak{m}_{z q}, \mathcal{M}_{z q}-\mathfrak{m}_{z q}\right\} \leq \operatorname{diam}\left(\Delta_{n}\right) \tag{3.2}
\end{equation*}
$$

for all $n \geq N_{0}$, a contradiction. Hence $\cap_{n=1}^{\infty} \Delta_{n}=\{z\}$ and this completes the proof of our theorem.

## 4. Fixed point results on $m^{*}$-metric space

Definition 4.1. Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space and $T: X \rightarrow X$ be a mapping. Then $T$ is said to be $\mathfrak{m}$-contraction if

$$
\begin{equation*}
\mathfrak{m}(T p, T q) \leq k \mathfrak{m}(p, q) \tag{4.1}
\end{equation*}
$$

for all $p, q \in X$, where $k \in(0,1)$.

Definition 4.2. Let $(X, \mathfrak{m})$ be an $m^{*}-$ metric space and $T: X \rightarrow X$ be a mapping. Then $T$ is said to be $\mathfrak{m}$-quasi-contraction if

$$
\begin{equation*}
\mathfrak{m}(T p, T q) \leq k \max \{\mathfrak{m}(p, q), \mathfrak{m}(p, T p), \mathfrak{m}(q, T q), \mathfrak{m}(T p, q), \mathfrak{m}(p, T q)\} \tag{4.2}
\end{equation*}
$$

for all $p, q \in X$ and for some $k \in(0,1)$.
Now we come to our main fixed point theorems.
Theorem 4.1. Let $(X, \mathfrak{m})$ be a complete $m^{*}$-metric space and $T: X \rightarrow X$ be a mapping such that it satisfies the following conditions:
(1) $T$ is an $\mathfrak{m}$-contraction;
(2) there exists $p_{0} \in X$ such that $\delta\left(\mathfrak{m}, T, p_{0}\right)=\sup \left\{\mathfrak{m}\left(T^{i} p_{0}, T^{j} p_{0}\right): i, j \geq 1\right\}<$ $\infty$.
Then $T$ has a unique fixed point in $X$.
Proof. Let us define $\delta\left(\mathfrak{m}, T^{p+1}, p_{0}\right)=\sup \left\{\mathfrak{m}\left(T^{p+i} p_{0}, T^{p+j} p_{0}\right): i, j \geq 1\right\}$ for any $p \geq 0$. Since $T$ satisfies the contractive condition (4.1), we have

$$
\begin{align*}
\mathfrak{m}\left(T^{p+i} p_{0}, T^{p+j} p_{0}\right) & \leq k \mathfrak{m}\left(T^{p-1+i} p_{0}, T^{p-1+j} p_{0}\right) \\
& \leq k \delta\left(\mathfrak{m}, T^{p}, p_{0}\right) \tag{4.3}
\end{align*}
$$

for all $i, j, p \geq 1$. From (4.3) it follows that

$$
\begin{align*}
\delta\left(\mathfrak{m}, T^{p+1}, p_{0}\right) \leq & k \delta\left(\mathfrak{m}, T^{p}, p_{0}\right) \\
& \cdots  \tag{4.4}\\
\leq & k^{p} \delta\left(\mathfrak{m}, T, p_{0}\right)
\end{align*}
$$

for all $p \in \mathbb{N}$. As $k \in(0,1)$ we get $\lim _{p \rightarrow \infty} \delta\left(\mathfrak{m}, T^{p+1}, p_{0}\right)=0$. Therefore $\lim _{n, k \rightarrow \infty} \mathfrak{m}\left(p_{n}, p_{k}\right)=$ 0 and $\lim _{n \rightarrow \infty} \mathfrak{m}\left(p_{n}, p_{n}\right)=0$. Thus $\lim _{n, k \rightarrow \infty}\left(\mathfrak{m}\left(p_{n}, p_{k}\right)-\mathfrak{m}_{p_{n} p_{k}}\right)=0$ and $\lim _{n, k \rightarrow \infty}\left(\mathcal{M}_{p_{n} p_{k}}-\right.$ $\left.\mathfrak{m}_{p_{n} p_{k}}\right)=0$. So $\left\{p_{n}\right\}$ is Cauchy sequence in $X$. By the completeness of $X$ we get some $z \in X$ such that $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, z)$ with $\lim _{n \rightarrow \infty}\left(\mathcal{M}_{p_{n} z}-\mathfrak{m}_{p_{n} z}\right)=0$. But $\lim _{n \rightarrow \infty} \mathfrak{m}_{p_{n} z}=$
$\lim _{n \rightarrow \infty}^{n \rightarrow \infty} \min \left\{\mathfrak{m}\left(p_{n}, p_{n}\right), \mathfrak{m}(z, z)\right\}=0$, follows that $\lim _{n \rightarrow \infty} \mathfrak{m}\left(p_{n}, z\right)=0=\lim _{n \rightarrow \infty} \mathcal{M}_{p_{n} z}$. Thus

$$
\begin{equation*}
\mathfrak{m}\left(p_{n+1}, T z\right)=\mathfrak{m}\left(T p_{n}, T z\right) \leq k \mathfrak{m}\left(p_{n}, z\right) \rightarrow 0 \tag{4.5}
\end{equation*}
$$

as $n \rightarrow \infty$. Hence $\lim _{n \rightarrow \infty}\left(\mathfrak{m}\left(p_{n+1}, T z\right)-\mathfrak{m}_{p_{n+1} T z}\right)=0$. Also $\mathfrak{m}(z, z)=0$ and by the contractive condition (4.1) we get $\mathfrak{m}(T z, T z)=0$.

$$
\begin{equation*}
\mathfrak{m}(z, T z)-\mathfrak{m}_{z T z}=\mathfrak{m}(z, T z) \leq b \limsup _{n \rightarrow \infty}\left(\mathfrak{m}\left(z, p_{n+1}\right)-\mathfrak{m}_{z p_{n+1}}\right)=0 \tag{4.6}
\end{equation*}
$$

Therefore it follows that $z=T z$ and $z$ is a fixed point of $T$ in $X$.

If $z$ and $w$ are two fixed points of $T$, then we see that

$$
\begin{aligned}
\mathfrak{m}(z, w)=\mathfrak{m}(T z, T w) & \leq k \mathfrak{m}(z, w) \\
\mathfrak{m}(z, z)=\mathfrak{m}(T z, T z) & \leq k \mathfrak{m}(z, z) \\
\mathfrak{m}(w, w)=\mathfrak{m}(T w, T w) & \leq k \mathfrak{m}(w, w)
\end{aligned}
$$

From which it follows that $\mathfrak{m}(z, w)=\mathfrak{m}(z, z)=\mathfrak{m}(w, w)=0$ implies $z=w$ i.e. $T$ has a unique fixed point in $X$.

Theorem 4.2. Let $(X, \mathfrak{m})$ be a complete $m^{*}$-metric space and $T: X \rightarrow X$ be a mapping such that it satisfies the following conditions:
(1) $T$ is an $\mathfrak{m}$-quasi-contraction with $k \in(0,1) \cap\left(0, \frac{1}{b}\right)$;
(2) there exists $p_{0} \in X$ such that $\delta\left(\mathfrak{m}, T, p_{0}\right)=\sup \left\{\mathfrak{m}\left(T^{i} p_{0}, T^{j} p_{0}\right): i, j \geq 1\right\}<$ $\infty$.
Then the Picard iterating sequence $\left\{T^{n} x_{0}\right\}$ converges to some $u \in X$ which is the unique fixed point of $T$ in $X$.

Proof. Similar as in Theorem 4.1 we define $\delta\left(\mathfrak{m}, T^{p+1}, p_{0}\right)=\sup \left\{\mathfrak{m}\left(T^{p+i} p_{0}, T^{p+j} p_{0}\right)\right.$ : $i, j \geq 1\}$ for any $p \geq 0$. Since $T$ satisfies the contractive condition (4.2), we have

$$
\begin{align*}
\mathfrak{m}\left(T^{p+i} p_{0}, T^{p+j} p_{0}\right) \leq & k \max \left\{\mathfrak{m}\left(T^{p-1+i} p_{0}, T^{p-1+j} p_{0}\right), \mathfrak{m}\left(T^{p-1+i} p_{0}, T^{p+i} p_{0}\right),\right. \\
& \quad \mathfrak{m}\left(T^{p-1+j} p_{0}, T^{p+j} p_{0}\right), \mathfrak{m}\left(T^{p-1+i} p_{0}, T^{p+j} p_{0}\right), \\
& \left.\quad \mathfrak{m}\left(T^{p-1+j} p_{0}, T^{p+i} p_{0}\right)\right\} \\
& \leq k \delta\left(\mathfrak{m}, T^{p}, p_{0}\right) \tag{4.7}
\end{align*}
$$

for all $i, j, p \geq 1$. By similar calculation as in Theorem 4.1 we deduce that the Picard iterating sequence $\left\{p_{n}\right\} \in M(\mathfrak{m}, X, u)$ for some $u \in X$ with $\lim _{n \rightarrow \infty}\left(\mathcal{M}_{p_{n} u}-\mathfrak{m}_{p_{n} u}\right)=0$.
Therefore we get $\lim _{n \rightarrow \infty} \mathfrak{m}\left(p_{n}, u\right)=0$ and $\mathfrak{m}(u, u)=0$.
Now for any fixed $n \in \mathbb{N}$ we have,

$$
\begin{align*}
\mathfrak{m}\left(u, T^{n} p_{0}\right)=\mathfrak{m}\left(u, T^{n} p_{0}\right)-\mathfrak{m}_{u T^{n} p_{0}} & \leq b \limsup _{k \rightarrow \infty}\left(\mathfrak{m}\left(T^{n+k} p_{0}, T^{n} p_{0}\right)-\mathfrak{m}_{T^{n+k} p_{0} T^{n} p_{0}}\right) \\
& =b \limsup _{k \rightarrow \infty} \mathfrak{m}\left(T^{n+k} p_{0}, T^{n} p_{0}\right)  \tag{4.8}\\
& \leq b \delta\left(\mathfrak{m}, T^{n}, p_{0}\right) \leq b k^{n-1} \delta\left(\mathfrak{m}, T, p_{0}\right) .
\end{align*}
$$

Now,

$$
\begin{align*}
\mathfrak{m}\left(T u, T^{2} p_{0}\right) & \leq k \max \left\{\mathfrak{m}\left(u, T p_{0}\right), \mathfrak{m}(u, T u), \mathfrak{m}\left(T p_{0}, T^{2} p_{0}\right), \mathfrak{m}\left(u, T^{2} p_{0}\right), \mathfrak{m}\left(T p_{0}, T u\right)\right\} \\
(4.9) & \leq k \max \left\{b \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}(u, T u), \delta\left(\mathfrak{m}, T, p_{0}\right), b k \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}\left(T p_{0}, T u\right)\right\}  \tag{4.9}\\
& =k \max \left\{b \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}(u, T u), \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}\left(T p_{0}, T u\right)\right\}
\end{align*}
$$

Also,

$$
\mathfrak{m}\left(T u, T^{3} p_{0}\right) \leq
$$

$$
\begin{aligned}
& \leq k \max \left\{\mathfrak{m}\left(u, T^{2} p_{0}\right), \mathfrak{m}(u, T u), \mathfrak{m}\left(T^{2} p_{0}, T^{3} p_{0}\right), \mathfrak{m}\left(u, T^{3} p_{0}\right), \mathfrak{m}\left(T^{2} p_{0}, T u\right)\right\} \\
(4.10) & \leq k \max \left\{b k \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}(u, T u), \delta\left(\mathfrak{m}, T^{2}, p_{0}\right), b k^{2} \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}\left(T^{2} p_{0}, T u\right)\right\} \\
& \leq k \max \left\{b k \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}(u, T u), k \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}\left(T^{2} p_{0}, T u\right)\right\} \\
& \leq k \max \left\{b k \delta\left(\mathfrak{m}, T, p_{0}\right), \mathfrak{m}(u, T u), k \delta\left(\mathfrak{m}, T, p_{0}\right), k \mathfrak{m}\left(T p_{0}, T u\right)\right\}
\end{aligned}
$$

Proceeding in a similar way for every $n \geq 1$ we get,

$$
\begin{align*}
& \mathfrak{m}\left(T u, T^{n+1} p_{0}\right) \leq  \tag{4.11}\\
\leq & \max \left\{b k^{n} \delta\left(\mathfrak{m}, T, p_{0}\right), k \mathfrak{m}(u, T u), k^{n} \delta\left(\mathfrak{m}, T, p_{0}\right), k^{n} \mathfrak{m}\left(T p_{0}, T u\right)\right\}
\end{align*}
$$

From (4.11) it follows that $\limsup _{n \rightarrow \infty} \mathfrak{m}\left(T u, T^{n+1} p_{0}\right) \leq k \mathfrak{m}(u, T u)$. Thus we have,

$$
\begin{align*}
\mathfrak{m}(u, T u)=\mathfrak{m}(u, T u)-\mathfrak{m}_{u T u} & \leq b \limsup _{n \rightarrow \infty}\left(\mathfrak{m}\left(T^{n+1} p_{0}, T u\right)-\mathfrak{m}_{T^{n+1} p_{0} T u}\right) \\
& =b \limsup _{n \rightarrow \infty} \mathfrak{m}\left(T^{n+1} p_{0}, T u\right)  \tag{4.12}\\
& \leq b k \mathfrak{m}(u, T u)
\end{align*}
$$

From the inequality (4.12) it clear that $\mathfrak{m}(u, T u)=0$. Since $T$ satisfies the contractive condition (4.2), we get $\mathfrak{m}(T u, T u)=0$. Therefore $T u=u$ and $u$ is a fixed point of $T$.

If $w$ is a fixed point of $T$ in $X$, then we get

$$
\begin{aligned}
\mathfrak{m}(u, w)=\mathfrak{m}(T u, T w) & \leq k \max \{\mathfrak{m}(u, w), \mathfrak{m}(u, u), \mathfrak{m}(w, w)\} \\
\mathfrak{m}(u, u)=\mathfrak{m}(T u, T u) & \leq k \mathfrak{m}(u, u) \\
\mathfrak{m}(w, w)=\mathfrak{m}(T w, T w) & \leq k \mathfrak{m}(w, w)
\end{aligned}
$$

From which it follows that $\mathfrak{m}(u, w)=\mathfrak{m}(u, u)=\mathfrak{m}(w, w)=0$ implies $u=w$ i.e. $u=w$.

Example 4.1. Let $X=\{1,2,3\}$ and we define $\mathfrak{m}: X \times X \rightarrow[0, \infty)$ as $\mathfrak{m}(1,1)=1$, $\mathfrak{m}(2,2)=2, \mathfrak{m}(3,3)=0$ and

Example 4.2. Let $X=\{1,2,3\}$ and we define $\mathfrak{m}: X \times X \rightarrow[0, \infty)$ as $\mathfrak{m}(1,1)=2$, $\mathfrak{m}(2,2)=1, \mathfrak{m}(3,3)=0$ and

Corollary 4.1. The conclusion of Theorem 4.2 can be made also by using the following contractive conditions instead of contractive condition (4.2):
(a) $\mathfrak{m}(T p, T q) \leq \alpha[\mathfrak{m}(p, T p)+\mathfrak{m}(q, T q)], \alpha \in\left(0, \frac{1}{2}\right)$;
(b) $\mathfrak{m}(T p, T q) \leq \beta[\mathfrak{m}(p, T q)+\mathfrak{m}(q, T p)], \beta \in\left(0, \frac{1}{2}\right)$;
(c) $\mathfrak{m}(T p, T q) \leq \xi[\mathfrak{m}(p, q)+\mathfrak{m}(p, T p)+\mathfrak{m}(q, T q)], \xi \in\left(0, \frac{1}{3}\right)$;
(d) $\mathfrak{m}(T p, T q) \leq \omega[\mathfrak{m}(p, q)+\mathfrak{m}(p, T q)+\mathfrak{m}(T p, q)], \omega \in\left(0, \frac{1}{3}\right)$;
(e) $\mathfrak{m}(T p, T q) \leq p \mathfrak{m}(p, q)+q \mathfrak{m}(p, T p)+r \mathfrak{m}(q, T q)+s \mathfrak{m}(p, T q)+t \mathfrak{m}(T p, q)$, $p, q, r, s, t \in(0,1)$ with $p+q+r+s+t<1$;
$(f) \mathfrak{m}(T p, T q) \leq \gamma \max \{\mathfrak{m}(p, q), \mathfrak{m}(p, T p), \mathfrak{m}(q, T q)\}, \gamma \in(0,1)$;
$(g) \mathfrak{m}(T p, T q) \leq \eta \max \{\mathfrak{m}(p, q), \mathfrak{m}(p, T q), \mathfrak{m}(T p, q)\}, \eta \in(0,1) ;$
(h) $\mathfrak{m}(T p, T q) \leq \zeta \max \left\{\mathfrak{m}(p, q), \mathfrak{m}(p, T p), \mathfrak{m}(q, T q), \frac{\mathfrak{m}(p, T q)+\mathfrak{m}(T p, q)}{2}\right\}, \zeta \in$ $(0,1)$.

## 5. Application to the stability of fixed point problem

In this section, we will discuss Hyers-Ulam stability of fixed points of mappings. For more details on Hyers-Ulam stability of functional equations and its applications on fixed point problems one can refer to [4], [11] and [12].

Let $(X, \mathfrak{m})$ be an $m^{*}$-metric space and $T: X \rightarrow X$ be a given mapping. Let us consider the fixed point equation

$$
\begin{equation*}
T p=p, \mathfrak{m}(p, p)=0 \tag{5.1}
\end{equation*}
$$

and the inequality

$$
\begin{equation*}
\mathfrak{m}(T q, q)-\mathfrak{m}_{T q q}<\epsilon \tag{5.2}
\end{equation*}
$$

for any $\epsilon>0$.
Definition 5.1. The fixed point problem (5.1) is said to be Hyers-Ulam stable if there exists an element $c>0$ such that for each $\epsilon>0$ and an $\epsilon$-solution (A solution of (5.2)) $v \in X$ there exists a solution $u \in X$ of the fixed point equation (5.1) such that $\mathfrak{m}(u, v)<c \epsilon$.

Theorem 5.1. Let $(X, \mathfrak{m})$ be a complete $M_{b}$-metric space with coefficient $s \geq 1$ and $T: X \rightarrow X$ be a mapping such that $T$ satisfies all the conditions of Theorem 4.1 with the Lipschitz constant $k \in\left(0, \frac{1}{s}\right)$. Then the fixed point equation of $T$ is Hyers-Ulam stable.

Proof. Since any $M_{b}$-metric space is $m^{*}$-metric space, from Theorem 4.1 we see that $T$ has a unique fixed point $u$ in $X$ with $\mathfrak{m}(u, u)=0$ that is the fixed point equation (5.1) of $T$ has a unique solution. Let $\epsilon>0$ be arbitrary and $v$ be an $\epsilon$-solution of $T$. Then

$$
\begin{align*}
\mathfrak{m}(u, v) & =\mathfrak{m}(u, v)-\mathfrak{m}_{u v} \\
& \leq s\left[\left(\mathfrak{m}(u, T v)-\mathfrak{m}_{u T v}\right)+\left(\mathfrak{m}(T v, v)-\mathfrak{m}_{T v} v\right)\right] \\
& =s\left[\mathfrak{m}(T u, T v)+\left(\mathfrak{m}(T v, v)-\mathfrak{m}_{T v}\right)\right] \\
& \leq s\left[k \mathfrak{m}(u, v)+\left(\mathfrak{m}(T v, v)-\mathfrak{m}_{T v} v\right)\right] \tag{5.3}
\end{align*}
$$

This implies $\mathfrak{m}(u, v) \leq \frac{s}{1-s k}\left(\mathfrak{m}(T v, v)-\mathfrak{m}_{T v} v\right)<\frac{s}{1-s k} \epsilon$. Therefore the fixed point equation of $T$ is Hyers-Ulam stable.
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# APPROXIMATION PROPERTIES OF MODIFIED GAUSS-WEIERSTRASS INTEGRAL OPERATORS IN EXPONENTIAL WEIGHTED $L_{p}$ SPACES 
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#### Abstract

In this paper, we deal with modified Gauss-Weierstrass integral operators from exponentially weighted spaces $L_{p, a}(\mathbb{R})$ into $L_{p, 2 a}(\mathbb{R})$. We give the rate of convergence in terms of weighted modulus of continuity. Moreover, we prove weighted approximation of functions belonging to the space $L_{p, a}(\mathbb{R})$ by these operators with the help of a Korovkin type theorem. Finally, we give pointwise approximation of such functions by these operators at generalized Lebesgue points. Keywords: Gauss-Weierstrass operators, Korovkin type theorem, exponential weighted spaces


## 1. Introduction

The well-known Gauss-Weierstrass singular integral operators are given by

$$
\left(W_{n} f\right)(x):=\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} f(x-t) e^{-n t^{2}} d t, \quad x \in \mathbb{R}, n \in \mathbb{N},
$$

where the function $f$ is selected such that the integrals are finite. These operators were extensively studied by many researchers [3],[4],[5],[7] and [14]. Some approximation problems including Voronovskaya type theorem and quantitative type results have been investigated in $L_{p}$ and weighted $L_{p}$ spaces in [9].

In [8], Agratini et al. considered a generalization of the Gauss-Weierstrass singular integral operators defined by

$$
\begin{equation*}
\left(W_{n}^{*} f\right)(x)=\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} f\left(\beta_{n}(x)+t\right) e^{-n t^{2}} d t, \quad x \in(-\infty, \infty), n \in \mathbb{N} \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{n}(x)=x-\frac{a}{2 n}, \quad n \geq 1, a>0 \tag{1.2}
\end{equation*}
$$

These operators reproduce not only $e_{0}$, where $e_{0}(t)=1, t \in \mathbb{R}$, but also certain exponential functions. In that work, the authors studied these operators in the polynomial weighted continuous functions spaces. They also proved that these operators have better approximation properties than the classical ones. The linear positive operators preserving exponential functions in approximation theory have been intensively studied (see [10],[11],[12],[13],,[15],[16] and [17]).

In this paper, we consider the operators $W_{n}^{*}$ in the setting of large classes of exponential weighted $L_{p}$ spaces. Firstly, we show that these operators act from the exponential weighted $L_{p, a}(\mathbb{R})$ space into $L_{p, 2 a}(\mathbb{R})$, which will be defined below. Then, we get quantitative results for the rate of convergence by the operators in terms of weighted $L_{p}$ modulus of continuity. Similar result is also given for the derivates of the operators. Furthermore, we obtain weighted approximation by the operators using a weighted Korovkin type theorem. Finally, we investigate a pointwise convergence result by the operators at generalized Lebesgue points.

Below, we recall the definition of exponential weighted space $L_{p, a}(\mathbb{R})$.
Let $a>0$ and $1 \leq p<\infty$ be fixed,

$$
\nu_{a}(x)=e^{-a x^{2}} \text { for } x \in \mathbb{R}
$$

and let $L_{p, a}(\mathbb{R})$ be the space of all functions $f: \mathbb{R} \rightarrow \mathbb{R}$ for which $\nu_{a} f$ is Lebesgue integrable with $p$-th power over $\mathbb{R}$, where $1 \leq p<\infty$, and uniformly continuous and bounded on $\mathbb{R}$. The norm in $L_{p, a}(\mathbb{R})$ is defined by

$$
\begin{equation*}
\|f\|_{p, a}=\|f(\cdot)\|_{p, a}=\left(\int_{-\infty}^{\infty}\left|\nu_{a}(x) f(x)\right|^{p} d x\right)^{1 / p}, \quad 1 \leq p<\infty \tag{1.3}
\end{equation*}
$$

(see [6]).
As usual, for $f \in L_{p, a}(\mathbb{R})$ the weighted modulus of continuity is defined as

$$
\begin{equation*}
\omega\left(f ; L_{p, a}(\mathbb{R}) ; t\right):=\sup _{|h| \leq t}\left\|\Delta_{h} f(\cdot)\right\|_{p, a} \text { for } t \geq 0 \tag{1.4}
\end{equation*}
$$

where

$$
\Delta_{h} f(x):=f(x+h)-f(x) .
$$

The above $\omega$ has the following properties:

$$
\begin{gather*}
\omega\left(f ; L_{p, a}(\mathbb{R}) ; t_{1}\right) \leq \omega\left(f ; L_{p, a}(\mathbb{R}) ; t_{2}\right) \text { for } 0 \leq t_{1}<t_{2}  \tag{1.5}\\
\omega\left(f ; L_{p, a}(\mathbb{R}) ; \lambda t\right) \leq(1+\lambda) e^{a(\lambda t)^{2}} \omega\left(f ; L_{p, a}(\mathbb{R}) ; t\right) \text { for } \lambda, t \geq 0 \\
\lim _{t \rightarrow 0^{+}} \omega\left(f ; L_{p, a}(\mathbb{R}) ; t\right)=0
\end{gather*}
$$

for every $f \in L_{p, a}(\mathbb{R})($ see $[1])$.

## 2. Auxiliary results

In this part, we shall give some fundamental properties of the generalized GaussWeierstrass integral operators $W_{n}^{*}$ in the spaces $L_{p, 2 \alpha}(\mathbb{R})$. Lemma 2.1 can be obtained by elementary calculations.

Lemma 2.1. The equality

$$
\int_{0}^{\infty} x^{p} e^{-2 a x^{2} p} d x=\frac{1}{2^{\frac{p+3}{2}}} \frac{\Gamma\left(\frac{p+1}{2}\right)}{(a p)^{\frac{p+1}{2}}},
$$

where $\Gamma$ is the Gamma function and holds for every $p \in[1, \infty)$ and $a>0$.
Lemma 2.2. (see [8]) If $W_{n}^{*}, n \geq 1$, are the operators given by (1.1), then for each integer $j \geq 0, e_{j}(t)=t^{j} t \in \mathbb{R}$, we have

$$
\left(W_{n}^{*} e_{j}\right)(x)=\beta_{n}^{j}(x)+\sum_{s=0}^{\lfloor j / 2\rfloor} \frac{(2 s-1)!}{(2 n)^{s}}\binom{j}{2 s} \beta_{n}^{j-2 s}(x), \quad p \geq 2 \quad, x \in \mathbb{R}
$$

Also, as particular cases, we have

$$
W_{n}^{*} e_{0}=1, W_{n}^{*} e_{1}=\beta_{n}(x), W_{n}^{*} e_{2}=\beta_{n}^{2}(x)+\frac{1}{2 n}
$$

This formula shows that $W_{n}^{*} f(n>2 a, a>0)$ is a sequence of linear positive operators from $L_{p, a}(\mathbb{R})$ into $L_{p, 2 a}(\mathbb{R})$.

Lemma 2.3. If $f \in L_{p, \alpha}(\mathbb{R})$, with $1 \leq p<\infty$, then for $n>2 a$, we have

$$
\begin{equation*}
\left\|W_{n}^{*} f\right\|_{p, 2 a} \leq M_{n}\|f\|_{p, a} \tag{2.1}
\end{equation*}
$$

where

$$
M_{n}=\sqrt{\frac{\pi}{n-2 a}} e^{\frac{a^{3}}{2 n^{2}-4 a n}} .
$$

Proof. In view of the definition of the operators $W_{n}^{*}$, we can write

$$
\begin{aligned}
\left\|W_{n}^{*} f\right\|_{p, 2 a} & =\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2}}\left(W_{n}^{*} f\right)(x)\right|^{p} d x\right)^{1 / p} \\
& =\left(\int_{-\infty}^{\infty} e^{-2 a x^{2} p}\left|\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} f\left(\beta_{n}(x)+t\right) e^{-n t^{2}} d t\right|^{p} d x\right)^{1 / p}
\end{aligned}
$$

By a generalization of Minkowski's inequality and making use of substitution $\beta_{n}(x)+$ $t=u$, the above formula reduces to

$$
\begin{aligned}
\left\|W_{n}^{*} f\right\|_{p, 2 a} & \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty}\left(e^{-n t^{2} p} \int_{-\infty}^{\infty}|f(u)|^{p} e^{-2 a\left(u+\frac{a}{2 n}-t\right)^{2} p} d u\right)^{1 / p} d t \\
& \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty}\left(e^{-n t^{2} p} \int_{-\infty}^{\infty}|f(u)|^{p} e^{-a u^{2} p} e^{2 a\left(\frac{a}{2 n}-t\right)^{2} p} d u\right)^{1 / p} d t \\
& \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}} e^{2 a\left(\frac{a}{2 n}-t\right)^{2}}\left(\int_{-\infty}^{\infty}|f(u)|^{p} e^{-a u^{2} p} d u\right)^{1 / p} d t \\
& =\|f\|_{p, a} \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}+2 a\left(\frac{a}{2 n}-t\right)^{2}} d t \\
& =\|f\|_{p, a} \sqrt{\frac{\pi}{n-2 a}} e^{\frac{a^{3}}{2 n^{2}-4 a n}}
\end{aligned}
$$

Thus, the proof of Lemma 2.3 is completed.

## 3. Approximation theorems

Firstly, we shall prove rate of convergence by the operators (1.1) of functions belonging to $L_{p, \alpha}(\mathbb{R})$.

Theorem 3.1. If $f \in L_{p, a}(\mathbb{R})$, then we have

$$
\left\|W_{n}^{*} f-f\right\|_{p, 2 a} \leq \omega\left(f ; L_{p, 2 a} ; \frac{a}{2 n}\right)+\omega\left(f ; L_{p, 2 a} ; \frac{1}{\sqrt{n}}\right)\left(\sqrt{\frac{n}{n-a}}\right)
$$

for $n>a$.
Proof. From (1.1), (1.3) and the Minkowski inequality, we get

$$
\left\|W_{n}^{*} f-f\right\|_{p, 2 a}
$$

$$
\begin{aligned}
&=\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2}}\left(\left(W_{n}^{*} f\right)(x)-f(x)\right)\right|^{p} d x\right)^{1 / p} \\
&=\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2} p} \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty}\left(f\left(\beta_{n}(x)+t\right)-f(x)\right) e^{-n t^{2}} d t\right|^{p} d x\right)^{1 / p} \\
& \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}}\left(\int_{-\infty}^{\infty} e^{-2 a x^{2} p}\left|f\left(\beta_{n}(x)+t\right)-f(x)+f(x+t)-f(x+t)\right|^{p} d x\right)^{1 / p} d t \\
& \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}}\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2}}\left(f\left(\beta_{n}(x)+t\right)-f(x+t)\right)\right|^{p} d x\right)^{1 / p} d t \\
&+\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}}\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2}}(f(x+t)-f(x))\right|^{p} d x\right)^{1 / p} d t \\
& \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}}\left\|f\left(\beta_{n}(\cdot)+t\right)-f(\cdot+t)\right\|_{p, 2 a} d t+ \\
&+\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}}\|f(\cdot+t)-f(\cdot)\|_{p, 2 a} d t .
\end{aligned}
$$

Then by (1.4), we obtain

$$
\left\|W_{n}^{*} f-f\right\|_{p, 2 a} \leq \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}} \omega\left(f ; L_{p, 2 a} ; \frac{a}{2 n}\right) d t+\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}} \omega\left(f ; L_{p, 2 a} ; t\right) d t
$$

and from (1.6), we have

$$
\begin{aligned}
\left\|W_{n}^{*} f-f\right\|_{p, 2 a} & \leq \omega\left(f ; L_{p, 2 a} ; \frac{a}{2 n}\right)+\omega\left(f ; L_{p, 2 a} ; \frac{1}{\sqrt{n}}\right) \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty}(1+\sqrt{n} t) e^{-t^{2}(n-a)} d t \\
& =\omega\left(f ; L_{p, 2 a} ; \frac{a}{2 n}\right)+\omega\left(f ; L_{p, 2 a} ; \frac{1}{\sqrt{n}}\right)\left(\sqrt{\frac{n}{n-a}}\right) \quad, \quad n>a
\end{aligned}
$$

Also, the following theorem is obvious from the formula

$$
\left(W_{n}^{*} f\right)^{(r)}(x)=\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} f^{(r)}\left(\beta_{n}(x)+t\right) e^{-n t^{2}} d t
$$

Theorem 3.2. If $f^{(r)} \in L_{p, a}(\mathbb{R})$ with fixed $a>0$ and $r \in \mathbb{N}$, then we have

$$
\left\|W_{n}^{*} f^{(r)}-f^{(r)}\right\|_{p, 2 a} \leq \omega\left(f ; L_{p, 2 a} ; \frac{a}{2 n}\right)+\omega\left(f ; L_{p, 2 a} ; \frac{1}{\sqrt{n}}\right)\left(\sqrt{\frac{n}{n-a}}\right)
$$

for $n>a$.
Let $\omega$ be a positive continuous function on the whole real axis satisfying the condition

$$
\int_{\mathbb{R}} t^{2 p} \omega(t) d t<\infty
$$

where $p \in[1, \infty)$ is fixed. Let also $L_{p, \omega}(\mathbb{R})$ denote the linear space of measurable, $p$-absolutely integrable functions on $\mathbb{R}$ with respect to the weight function $\omega$, that is

$$
L_{p, \omega}(\mathbb{R})=\left\{f: \mathbb{R} \rightarrow \mathbb{R} ;\|f\|_{p, \omega}:=\left(\int_{\mathbb{R}}|f(t)|^{p} \omega(t) d t\right)^{\frac{1}{p}}<\infty\right\}
$$

In [2], the authors obtained the following weighted Korovkin type approximation theorem for any function $f \in L_{p, \omega}(\mathbb{R})$,

Theorem 3.3. (see [2]) Let $\left(L_{n}\right)_{n \in \mathbb{N}}$ be a uniformly bounded sequence of positive linear operators from $L_{p, \omega}(\mathbb{R})$ into $L_{p, \omega}(\mathbb{R})$, satisfying the conditions

$$
\lim _{n \rightarrow \infty}\left\|L_{n} e_{j}-e_{j}\right\|_{p, \omega}=0, j=0,1,2
$$

Then for every $f \in L_{p, \omega}(\mathbb{R})$, we have

$$
\lim _{n \rightarrow \infty}\left\|L_{n} f-f\right\|_{p, \omega}=0
$$

Our aim is to study the weighted approximation by the sequence of operators $W_{n}^{*}$ in the norm $L_{p, 2 a}(\mathbb{R})$. We consider a weight commonly used in defining spaces of functions with exponential growth. If we choose $\omega(x)=e^{-2 a x^{2} p}, x \in \mathbb{R}$, we can give the following theorem.

Theorem 3.4. If $f \in L_{p, a}(\mathbb{R})$, then we have

$$
\lim _{n \rightarrow \infty}\left\|W_{n}^{*} f-f\right\|_{p, 2 a}=0
$$

Proof. According to Theorem 3.3, for the proof, it is sufficient to show that the conditions

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|W_{n}^{*} e_{j}-e_{j}\right\|_{p, 2 a}=0, \quad j=0,1,2 \tag{3.1}
\end{equation*}
$$

are satisfied. Since $W_{n}^{*} e_{0}=1$ the first condition of (3.1) is fulfilled for $j=0$. Considering Lemma 2.2, we have

$$
\begin{aligned}
\left\|W_{n}^{*} e_{1}-e_{1}\right\|_{p, 2 a} & =\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2}}\left[\left(W_{n}^{*} e_{1}\right)(x)-x\right]\right|^{p} d x\right)^{1 / p} \\
& =\frac{a}{2 n}\left(2 \int_{0}^{\infty} e^{-2 a x^{2} p} d x\right)^{1 / p}
\end{aligned}
$$

Then, we get

$$
\left\|W_{n}^{*} e_{1}-e_{1}\right\|_{p, 2 a}=\frac{a}{n} 2^{\frac{1}{p}-1}\left(\sqrt{\frac{\pi}{2 a p}}\right)^{1 / p}
$$

and the second condition of (3.1) holds for $j=1$ as $n \rightarrow \infty$. Finally, from Lemma 2.2, we obtain

$$
\begin{aligned}
\left\|W_{n}^{*} e_{2}-e_{2}\right\|_{p, 2 a} & =\left(\int_{-\infty}^{\infty}\left|e^{-2 a x^{2} p}\left[\left(W_{n}^{*} e_{2}\right)(x)-x^{2}\right]\right|^{p} d x\right)^{1 / p} \\
& =\left(\int_{-\infty}^{\infty} e^{-2 a x^{2} p}\left|\frac{a^{2}}{4 n^{2}}+\frac{1}{2 n}-\frac{a x}{n}\right|^{p} d x\right)^{1 / p}
\end{aligned}
$$

From triangle inequality

$$
\begin{aligned}
\left\|W_{n}^{*} e_{2}-e_{2}\right\|_{p, 2 a} & \leq 2^{1+1 / p}\left(\frac{a^{2}}{4 n^{2}}+\frac{1}{2 n}\right)\left(\int_{0}^{\infty} e^{-2 a x^{2} p} d x\right)^{1 / p}+ \\
& +2^{1+1 / p} \frac{a}{n}\left(\int_{0}^{\infty} e^{-2 a x^{2} p} x^{p} d x\right)^{1 / p}
\end{aligned}
$$

and using Lemma 2.1, we get

$$
\left\|W_{n}^{*} e_{2}-e_{2}\right\|_{p, 2 a}=\left(\frac{a^{2}}{4 n^{2}}+\frac{1}{2 n}\right) 2^{1+1 / p}\left(\sqrt{\frac{\pi}{2 p a}}\right)^{1 / p}+2^{p} \frac{a}{n} \frac{1}{2^{\frac{p+1}{2 p}}} \frac{\Gamma\left(\frac{p+1}{2}\right)^{1 / p}}{(a p)^{\frac{p+1}{2 p}}}
$$

and the third condition of (3.1) holds for $j=2$ as $n \rightarrow \infty$. Thus, the proof is completed.

Here, we give a pointwise convergence result at the points called as generalized weighted p-Lebesgue point which is consistent with exponential weighted space $L_{p, a}(\mathbb{R})$.

Theorem 3.5. If $x$ is a generalized weighted p-Lebesgue point of the function $f \in$ $L_{p, a}(\mathbb{R})$, i.e.; for $x \in \mathbb{R}$ the condition

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left(\frac{1}{h} \int_{0}^{h}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 \alpha t^{2}}}\right|^{p} d t\right)^{\frac{1}{p}}=0 \tag{3.2}
\end{equation*}
$$

holds, where $\beta_{n}$ and $\alpha$ are given by (1.2), then we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} W_{n}^{*}(f ; x)=f(x) \tag{3.3}
\end{equation*}
$$

Proof. We observe that

$$
\begin{aligned}
W_{n}^{*}(f ; x) & =\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} f\left(\beta_{n}(x)+t\right) e^{-n t^{2}} d t, \quad x \in(-\infty, \infty), n \in \mathbb{N} \\
& =\sqrt{\frac{n}{\pi}} \int_{-\infty}^{0} f\left(\beta_{n}(x)+t\right) e^{-n t^{2}} d t+\sqrt{\frac{n}{\pi}} \int_{0}^{\infty} f\left(\beta_{n}(x)+t\right) e^{-n t^{2}} d t \\
& =\sqrt{\frac{n}{\pi}} \int_{0}^{\infty}\left[f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)\right] e^{-n t^{2}} d t
\end{aligned}
$$

Hence by the fact $\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-n t^{2}} d t=1$, we get

$$
\begin{aligned}
W_{n}^{*}(f ; x)-f(x) & =\sqrt{\frac{n}{\pi}} \int_{0}^{\infty}\left[f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)\right] e^{-n t^{2}} d t \\
& =\sqrt{\frac{n}{\pi}} \int_{0}^{\infty}\left(\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 a t^{2}}}\right) e^{-t^{2}(n-2 a)} d t
\end{aligned}
$$

Since $f \in L_{p, a}(-\infty, \infty), 1 \leq p<\infty$ and if $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, then by Hölder's inequality

$$
\begin{aligned}
& \left|W_{n}^{*}(f ; x)-f(x)\right| \leq \int_{0}^{\infty}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 \alpha t^{2}}}\right| \\
& \times\left(\sqrt{\frac{n}{\pi}} e^{-t^{2}(n-2 a)}\right)^{\frac{1}{p}}\left(\sqrt{\frac{n}{\pi}} e^{-t^{2}(n-2 a)}\right)^{\frac{1}{p^{\prime}}} d t \\
(3.4) \leq & \left(\sqrt{\frac{n}{\pi}} \int_{0}^{\infty}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 \alpha t^{2}}}\right|^{p} e^{-t^{2}(n-2 a)} d t\right)^{\frac{1}{p}}
\end{aligned}
$$

$$
\times\left(\sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} e^{-t^{2}(n-2 a)} d t\right)^{\frac{1}{p}}
$$

Since the integral at the last row is convergent for all $n>2 a$, we have

$$
\begin{aligned}
& \left|W_{n}^{*}(f ; x)-f(x)\right|^{p} \leq \\
& \sqrt{\frac{n}{\pi}} \int_{0}^{\infty}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 \alpha t^{2}}}\right|^{p} e^{-t^{2}(n-2 a)} d t .
\end{aligned}
$$

Let

$$
\begin{equation*}
F(t):=\int_{0}^{t}\left|\frac{f\left(\beta_{n}(x)+\xi\right)+f\left(\beta_{n}(x)-\xi\right)-2 f(x)}{e^{2 a \xi^{2}}}\right|^{p} d \xi \tag{3.5}
\end{equation*}
$$

Then

$$
d F(t)=\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 a t^{2}}}\right|^{p} d t
$$

Suppose that $x$ is a generalized $p$-Lebesgue point of the function $f$. According to conditions (3.2) and (3.5), we shall write

$$
\lim _{h \rightarrow 0} \frac{F(h)}{h}=0 .
$$

In this case, for every $\varepsilon>0$ there exist a $\delta>0$ such that when

$$
\begin{equation*}
F(h) \leq \frac{\varepsilon}{B} h \tag{3.6}
\end{equation*}
$$

for all $h \leq \delta$. Let

$$
\begin{equation*}
B=\left(\frac{\delta e^{-\delta^{2}(n-2 a)} 2 \sqrt{(n-2 a)}+1}{2 \sqrt{(n-2 a)}}\right) \sqrt{n} . \tag{3.7}
\end{equation*}
$$

We can split the right-hand side of the last inequality into two parts:

$$
\begin{aligned}
\left|W_{n}^{*}(f ; x)-f(x)\right|^{p} \leq & \sqrt{\frac{n}{\pi}} \int_{0}^{\delta}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 a t^{2}}}\right|^{p} e^{-t^{2}(n-2 a)} d t \\
& +\sqrt{\frac{n}{\pi}} \int_{\delta}^{\infty}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 a t^{2}}}\right|^{p} e^{-t^{2}(n-2 a)} d t \\
= & I_{1}+I_{2} .
\end{aligned}
$$

To complete the proof, we have to show that

$$
\lim _{n \rightarrow \infty} I_{1}=\lim _{n \rightarrow \infty} I_{2}=0
$$

We consider $I_{1}$. Using integration by parts and (3.6), we find that

$$
\begin{aligned}
I_{1} & =\sqrt{\frac{n}{\pi}} \int_{0}^{\delta} e^{-t^{2}(n-2 a)} d F(t) \\
& =\left.\sqrt{\frac{n}{\pi}} e^{-t^{2}(n-2 a)} F(t)\right|_{0} ^{\delta}+2 \sqrt{\frac{n}{\pi}} \int_{0}^{\delta} t F(t)(n-2 a) e^{-t^{2}(n-2 a)} d t \\
& \leq \sqrt{\frac{n}{\pi}} e^{-\delta^{2}(n-2 a)} F(\delta)+2 \sqrt{\frac{n}{\pi}}(n-2 a) \int_{0}^{\delta} t F(t) e^{-t^{2}(n-2 a)} d t \\
& =\sqrt{\frac{n}{\pi}} e^{-\delta^{2}(n-2 a)} F(\delta)+2 \sqrt{\frac{n}{\pi}} \frac{\varepsilon}{B}(n-2 a) \int_{0}^{\delta} t^{2} e^{-t^{2}(n-2 a)} d t \\
& \leq \sqrt{\frac{n}{\pi}} e^{-\delta^{2}(n-2 a)} \frac{\varepsilon}{B} \delta+2 \sqrt{\frac{n}{\pi}} \frac{\varepsilon}{B}(n-2 a) \frac{\Gamma\left(\frac{3}{2}\right)}{2(n-2 a)^{\frac{3}{2}}} \quad n-2 a>0 \\
& =\sqrt{n} e^{-\delta^{2}(n-2 a)} \frac{\varepsilon}{B} \delta+\frac{\sqrt{n}}{2} \frac{\varepsilon}{B} \frac{1}{\sqrt{(n-2 a)}} \\
& \leq \frac{\varepsilon}{B} \sqrt{n}\left(\frac{2 \delta e^{-\delta^{2}(n-2 a)} \sqrt{(n-2 a)}+1}{2 \sqrt{(n-2 a)}}\right)
\end{aligned}
$$

Using (3.7), we have, for all $\varepsilon>0$,

$$
I_{1}<\varepsilon
$$

For $I_{2}$, we can easily see that

$$
\begin{aligned}
& \left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 a t^{2}}}\right|^{p} \\
\leq & 2^{p}\left(\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)}{e^{2 a t^{2}}}\right|^{p}+2^{p}\left|\frac{f(x)}{e^{2 \alpha t^{2}}}\right|^{p}\right) \\
= & 2^{2 p}\left(\left|\frac{f\left(\beta_{n}(x)+t\right)}{e^{2 a t^{2}}}\right|^{p}+\left|\frac{f\left(\beta_{n}(x)-t\right)}{e^{2 a t^{2}}}\right|^{p}+\left|\frac{f(x)}{e^{2 a t^{2}}}\right|^{p}\right) .
\end{aligned}
$$

Thus, we can write

$$
\begin{aligned}
& \sqrt{\frac{n}{\pi}} \int_{\delta}^{\infty}\left|\frac{f\left(\beta_{n}(x)+t\right)+f\left(\beta_{n}(x)-t\right)-2 f(x)}{e^{2 a t^{2}}}\right|^{p} e^{-2 t^{2}(2 n-a)} d t \\
\leq & \sqrt{\frac{n}{\pi}} e^{-\delta^{2}(n+\alpha)} 2^{2 p}\left(\int_{\delta}^{\infty}\left|\frac{f\left(\beta_{n}(x)+t\right)}{e^{2 a t^{2}}}\right|^{p} d t+\int_{\delta}^{\infty}\left|\frac{f\left(\beta_{n}(x)-t\right)}{e^{2 a t^{2}}}\right|^{p} d t\right)
\end{aligned}
$$

$$
+\sqrt{\frac{n}{\pi}} 2^{2 p}|f(x)|^{p} \int_{\delta}^{\infty} e^{-t^{2}(n+2 a(p-1))} d t
$$

Making use of the substitutions

$$
\begin{equation*}
\beta_{n}(x)+t=u, \beta_{n}(x)-t=w \text { and } v=t^{2}(n+2 a(p-1)), \tag{3.8}
\end{equation*}
$$

to the above integrals, respectively, we get

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\frac{f(u)}{e^{2 a\left(u+\frac{a}{2 n}-x\right)^{2}}}\right|^{p} d u \leq \int_{-\infty}^{\infty} \frac{|f(u)|^{p}}{e^{\alpha u^{2} p+2 \alpha\left(\frac{a}{2 n}-x\right)^{2} p}} d u=\|f\|_{p, a}^{p} e^{-2 a p\left(\frac{a}{2 n}-x\right)^{2}} \leq\|f\|_{p, a}^{p} \tag{3.9}
\end{equation*}
$$

from (3.8) and (3.9), we can write the following inequality.

$$
\begin{aligned}
\left|W_{n}^{*}(f ; x)-f(x)\right|^{p} \leq & \sqrt{\frac{n}{\pi}} e^{-\delta^{2}(2 n-a)} 2^{2 p+1}\|f\|_{p, a}^{p} \\
& +\sqrt{\frac{n}{\pi}} \frac{2^{2 p-1}|f(x)|^{p}}{(n+2 a(p-1))} \int_{\delta^{2} n+2 a(p-1)}^{\infty} \frac{1}{\sqrt{\frac{v}{n+2 a(p-1)}}} e^{-v} d v
\end{aligned}
$$

We get that
(3.10) $\lim _{n \rightarrow \infty} \sqrt{\frac{n}{\pi}} e^{-t^{2}(2 n-a)}=0$ and $\lim _{n \rightarrow \infty} \int_{\delta^{2}(n+2 a(p-1))}^{\infty} \frac{1}{\sqrt{\frac{v}{n+2 a(p-1)}}} e^{-v} d v=0$.

If we take the limit of both sides of the last inequality, we find

$$
\lim _{n \rightarrow \infty} I_{2}=0
$$

by (3.10). Therefore, for a large $n$, we obtain

$$
\left|W_{n}^{*}(f ; x)-f(x)\right|<\varepsilon
$$

and the proof is completed.
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#### Abstract

A difference $B I B D$ is a balanced incomplete block design on a group, which is constructed by transferring a regular perfect difference system by a subgroup of its point set. There is an obvious bijection between these BIBDs and some copies of their point sets as two sets. In this paper, we investigate the algebraic structure of these block designs by defining a group-isomorphism between them and their point sets. It has been done by defining some relations between the independent-graphs of difference BIBDs and some Cayley graphs of their point sets. It has been shown that some Cayley graphs are embedded in the independent-graph of difference BIBDs as a spanning subgraphs. In order to find these relations, we find out a configuration ordering on these BIBDs, also we have also obtained some results about the classification of these BIBDs. This paper deals with difference BIBDs with even numbers of points. Keywords. Balanced incomplete block design, sub-design, independent graph, Cayley graph, dihedral groups, configuration ordering.


## 1. Introduction

Let $G$ be a finite group of order $\nu(|G|=\nu)$ and $k, \lambda$ be two integers, where $k$ is less than $\nu$. A $t-(\nu, k, \lambda)$-balanced incomplete block design is an ordered pair $(G, \beta)$ such that $\beta$ is a family of $k$-subsets of $G$, named blocks, and every $t$ elements of $G$ do appear in exactly $\lambda$ blocks. For simplicity of notation, we write ( $\nu, k, \lambda$ )-BIBD (and some times $(\nu, k, \lambda)$-block design) instead of $2-(\nu, k, \lambda)$-balanced incomplete
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block design. it will be called a trivial block design, when $k=\nu$. Suppose that $D$ is a $(\nu, k, \lambda)$-BIBD. A sub-design $D^{\prime}:\left(\nu, k, \lambda^{\prime}\right)$-BIBD of $D$ is such that every block of $D^{\prime}$ is a block of $D$ and this is denoted by $D^{\prime} \leq D$. Two block designs are isomorphic if there exists a bijection between the point sets such that blocks are mapped onto blocks. The embedding of a (family of) block designs into others are studied in [7, 11, 12, 14, 22, 23].Also there are some papers about the embedding of some block designs into some other mathematical objects like graphs [16], groups [1], surfaces or some applied mathematical concepts like (security of) coding, the mutually orthogonal [24], fast name retrieval in databases (named hashing) used for example in airports [5] or in social media [8]. A simple graph $\Gamma$ is an ordered pair $(V(\Gamma), E(\Gamma))$ consisting of a set $V(\Gamma)$ of vertices and a set $E(\Gamma)$, disjoint from $V(\Gamma)$, of edges, together with an incidence function $\rho \Gamma$ that associates with each edge of $\Gamma$ an unordered pair of vertices of $\Gamma$. A path $P_{n}$ is a simple graph with $n$ vertices whose vertices can be arranged in a linear sequence in such a way that two vertices are adjacent if they are consecutive in the sequence, and are non adjacent otherwise. A cycle $C_{n}$ is a $P_{n}$ such that the first and the last vertices are adjacent.

The aim of this paper is to bring together two areas in which a family of BIBDs have the same structure of groups. The first area is some of the block designs, whereas some graphs depend on them. The second area is the structure of groups as graphs.

Let $B_{1}, B_{2}, \ldots, B_{c}$ be $k$-subsets of $G$. For a finite group $G$, the difference of two elements of the group, say $x$ and $y$, is defined as $x y^{-1}$. Let $\Delta \beta$ denote the list of all possible differences between two blocks of $\beta ; \Delta \beta=\left\{x y^{-1} \mid x \in B, y \in B^{\prime}, B, B^{\prime} \in \beta\right\}$. Let $\mathcal{S}=\left\{B_{1}, B_{2}, \ldots, B_{c}\right\}$ be a subset of $\beta$. If every element of $G$ does appear exactly $\lambda$ times in $\Delta \mathcal{S}$, then $\mathcal{S}$ is called a $(\nu, k, \lambda)$-regular perfect difference system. This naming is in agreement with [21]. In the notation of [17], every element of this list is called an initial block and we will follow this notation. To shorten notation, we continue to write ( $\nu, k, \lambda$ )-d-system, for a $(\nu, k, \lambda)$-regular perfect difference system and only d-system if there is no confusion. When a d-system has only one initial block, this block is well-known as a difference set. For a treatment of a more general case we refer the reader to [3, 19]. The methods of constructing a d-system has been noted by many researchers. The best general reference and the classical work here is $[6,17]$.

Let $\theta$ and $y$ be two elements of the group $G$, the transference of $y$ by $\theta$ is equal to $\theta y$ and is denoted by $y^{\theta}$. The presentation $B=\left[\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{k}\end{array}\right]$ of a block $B$ is used instead of $B=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ to avoid confusion with the set notation and to mention that a block is different from a usual subset of $G$. Assume that $A$ is a subset of $G$, maybe equals to $G$. A transference of block $B$ by a set $A$, is the set $B^{A}:=\left\{B^{\theta} \mid \theta \in A\right\}$, where $B^{\theta}=\left[\begin{array}{llll}y_{1}{ }^{\theta} & y_{2}{ }^{\theta} & \ldots & y_{k}{ }^{\theta}\end{array}\right]$. The transferring of a $(\nu, k, \lambda)$-difference system by its point set is a well known way to construct a BIBD, which is called a $(\nu, k, \lambda)$-difference block design or a $(\nu, k, \lambda)-d B I B D$ or briefly $d-B I B D$, when it will cause no confusion. Also we can do this transferring by a subgroup of $G$. It is easy to see and it is also well known that there is a bijection between a d-BIBD and some copies of $G$ as its point set (or some copies of one of its
subgroups as a set, which is done the transferring of the d-system). The question, which arises here is: "Is this bijection a group-isomorphism?" In other words, does a d-BIBD have an algebraic structure as $G$ (or its subgroup) or some copies of it? Or this bijection is only a one-to-one function? Our view point sheds some new light on classification of d-BIBDs, finding the existence of some d-BIBDs and have a regular creatures, which are in math. In this paper, we investigate this problem and we can see that d-BIBDs have the same algebraic properties as their point set (Corollary 3.3). Also, as another result of proving the Lemma 3.1 and Lemma 3.2, we have the ordering of these designs, which can be applied to some groups. In fact, the d-BIBD inherited the algebraic structure of the point set. The corollary gains interest if we realize that it works for a bigger family of BIBDs. So we can see the extension of this method in Section 4. In the end, our theorems provide a natural and intrinsic characterization of these BIBDs (Theorem 4.1). These results can be applied to all d-BIBDs, as some corollaries, which are omitted in this paper. We can see a near view of these results about the automorphism of d-BIBDs in [19].

## 2. Notation and Preliminaries

Let $D:=(G, \beta)$ be a $(\nu, k, \lambda)$-BIBD, $b$ be the size of $\beta$ and $r$ be the number of blocks with one point of $G$ appearing in them. It is well known that

$$
\begin{align*}
b & =\frac{\vartheta(\vartheta-1) \lambda}{k(k-1)}  \tag{2.1}\\
r & =\frac{(\vartheta-1) \lambda}{k-1} \tag{2.2}
\end{align*}
$$

Let $B=\left[\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{k}\end{array}\right]$ be a block in $\beta$. As it was said in the introduction, a difference list of a difference system on $G$ is the list

$$
\Delta B:=\left\{Y_{i, j}:=y_{i} y_{j}^{-1} \mid 1 \leq i, j \leq k\right\} .
$$

We want to use the transferring of difference system for building a BIBD on a non-Abelian group. According to this method, we can use this method for nonAbelian groups by fixing the direction of the group action from the left (or right) (For example, for a set $B=\{x, y, z\} \subseteq G$, for every $\theta \in G ; \theta B=\{\theta x, \theta y, \theta z\}$ ) as is done in [15]. This method will be denoted by LTDS (Left Transferring Difference System). The right and the left action have the same results up to isomorphism by a simple isomorphism function. We follow the LTDS on a non-Abelian group. From now on, all block designs are built by the LTDS unless it is mentioned.

The following theorem is useful about the structure of subgroups of $D_{2 n}$, where $D_{2 n}$ is dihedral group of order $2 n$, i.e., $D_{2 n}=\left\langle a, b \mid a^{n}=b^{2}=1 ; b a b=a^{-1}\right\rangle$.

Theorem 2.1. [9, Theorem 2.3] If $N$ is any proper normal subgroup of $D_{2 n}$, then $\frac{D_{2 n}}{N}$ is a dihedral group.

Theorem 2.2. [9, Theorem 3.1] Every subgroup of $D_{2 n}$ is cyclic or dihedral. A complete listing of the subgroups is as follows:

1. $\left\langle a^{d}\right\rangle$, where $d \mid n$, with index $2 d$.
2. $\left\langle a^{d}, a^{i} b\right\rangle$, where $d \mid n$ and $0 \leq i \leq d-1$, with index $d$.

Every subgroup of $D_{2 n}$ occurs exactly once in this listing.
By Theorem 2.2 and [9], for every two dihedral groups, $D_{2 n}$ and $D_{2 m}$, either one is a subgroup of the other or both of them are subgroups of $D_{2 w}$, where $w=$ $\operatorname{lcm}(2 n, 2 m)$. Assume that $\Gamma$ and $\Upsilon$ are two graphs with vertex sets $V(\Gamma)$ and $V(\Upsilon)$, respectively. The adjoint of $\Gamma$ and $\Upsilon$, denoted by $\Gamma \vee \Upsilon$, is a graph with vertex set $V(\Gamma) \cup V(\Upsilon)$ and edge set $E(\Gamma) \cup E(\Upsilon)$. The Cartesian product of $\Gamma$ and $\Upsilon$ denoted by $(\Gamma \odot \Upsilon)$ is a graph such that its vertex set is the Cartesian product of $V(\Gamma)$ and $V(\Upsilon)$ and any two vertices $\left(u, u^{\prime}\right)$ and $\left(v, v^{\prime}\right)$ are adjacent in $\Gamma \odot \Upsilon$, if and only if either $u=v$ and $u^{\prime}$ is adjacent with $v^{\prime}$ in $\Upsilon$, or $u^{\prime}=v^{\prime}$ and $u$ is adjacent with $v$ in $\Gamma$. Let $G$ be a group and $S$ be a self-inverse and unit-free subset of it. The Cayley graph $\operatorname{Cay}(G, S)$ is a graph with vertex set $G$ such that two vertices $x$ and $y$ are connected by an edge if and only if $x y^{-1} \in S$. It's well known that $\operatorname{Cay}(G, S)$ is connected if and only if $S$ is a generator of $G$, see [13].

Theorem 2.3. [4] Let $C_{1}=\operatorname{Cay}\left(G, S_{1}\right)$ and $C_{2}=\operatorname{Cay}\left(H, S_{2}\right)$ be two Cayley graphs on groups $G$ and $H$, respectively. Then the Cartesian product $C_{1} \odot C_{2}$ is the Cayley graph $C=C a y(G \times H, S)$, where $S=\left\{(x, 1),(1, y) \mid x \in S_{1} ; y \in S_{2}\right\}$ and $G \times H$ is the direct product of the groups $G$ and $H$.

Let $s$ be an integer and $d_{1}, d_{2}$ be two integers less than $s$. A Toeplitz graph $T_{s}\left\langle d_{1}, d_{2}\right\rangle$ is a graph with $\{1,2, \ldots, s\}$ as its vertex set and two integers $f$ and $f^{\prime}$ from $\{1,2, \ldots, s\}$ are adjacent if and only if $\left|f-f^{\prime}\right| \in\left\{d_{1}, d_{2}\right\}$.

Theorem 2.4. [18, Theorem 2] $T_{n}\left\langle d_{1}, d_{2}\right\rangle$ decomposes into exactly $\operatorname{gcd}\left(d_{1}, d_{2}\right)$ connected and isomorphic components.

Remark 2.1. Now let $G$ be a cyclic group of order $n$ as $\langle a\rangle$. Also $d_{1}$ and $d_{2}$ are two integers less than $n$. A Toeplitz graph $T_{G}\left\langle a^{d_{1}}, a^{d_{2}}\right\rangle$ is a graph with $G$ as its vertex set and two elements $f$ and $f^{\prime}$ of $G$ are adjacent if and only if $f f^{\prime-1} \in\left\{a^{d_{1}}, a^{d_{2}}\right\}$ or $f^{-1} f^{\prime} \in\left\{a^{d_{1}}, a^{d_{2}}\right\}$. As it is mentioned in [20], this graph is equal to the Cayley graph $\operatorname{Cay}\left(G,\left\{a^{d_{1}}, a^{d_{2}}\right\}\right)$. Note that there can be only one parameter for Toeplitz graphs.

## 3. The even difference block designs

One of the objectives in this section is to investigate difference block designs with point sets of even size. Furthermore, for doing this, we need some relations of these block designs, which can be found by algebraic properties of the point sets. In this section, we illustrate construction of a block design on dihedral groups by the LTDS method.

We are going to construct a block design $(2 n, k, \lambda)$-BIBD on the point set $D_{2 n}$, by the LTDS method. Let $\langle a\rangle=\left\{1=a^{0}, a, a^{2}, \ldots, a^{n-1}\right\}$ be a cyclic group of order $n$.

Assume that there is a d-system with $c$ blocks $B_{1}, B_{2}, \ldots, B_{c}$ for a pair $\{k, \lambda\}$. Transfer these blocks by $\langle a\rangle$ from the left. There is a ( $2 n, k, \lambda$ )-BIBD by the LTDS. From now on, all block designs are supposed that are constructed by the LTDS on a d-system with $c$ blocks. The set $B_{i}^{H}$ will be called a family of blocks related to $B_{i}$, where $B_{i}$ is an initial block, $H$ is a subgroup of $G$ and $1 \leq i \leq c$.

Example 3.1. The (10, 3, 2)- block design on $D_{10}$ with d-system:

$$
\begin{array}{cl}
B_{1}=\left[\begin{array}{lll}
b & a b & a^{2} b
\end{array}\right], & B_{2}=\left[\begin{array}{lll}
a & a^{4} & b
\end{array}\right], \\
B_{3}=\left[\begin{array}{lll}
a^{2} & a^{3} & b
\end{array}\right], \\
B_{4}=\left[\begin{array}{lll}
a & a^{4} & a^{2} b
\end{array}\right], & B_{5}=\left[\begin{array}{lll}
a^{2} & a^{3}
\end{array}\right],
\end{array} B_{6}=\left[\begin{array}{lll}
1 & b & a^{2} b
\end{array}\right] ;, ~ \$
$$

is a set of blocks as follow:

| $\left[\begin{array}{lll}b & a b & a^{2} b\end{array}\right]$ |  | $\left[\begin{array}{llll}a b & a^{2} b & a^{3} b\end{array}\right]$ | $\left[\begin{array}{llll}a^{2} b & a^{3} b & a^{4} b\end{array}\right]$ | $\left[\begin{array}{ccc}a^{3} b & a^{4} b & b\end{array}\right]$ | $a b]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left[\begin{array}{lll}a & a^{4} & b\end{array}\right]$ | $\rightarrow$ | $\left[\begin{array}{lll}a^{2} & 1 & a b\end{array}\right]$ | $\left[\begin{array}{lll}a^{3} & a & a^{2} b\end{array}\right]$ | $\left[\begin{array}{lll}a^{4} & a^{2} & a^{3} b\end{array}\right]$ | $\left[\begin{array}{llll}1 & a^{3} & a^{4} b\end{array}\right]$ |
| $\left[\begin{array}{ccc}a^{2} & a^{3} & b\end{array}\right]$ | $\rightarrow$ | $\left[\begin{array}{lll}a^{3} & a^{4} & a b\end{array}\right]$ | $\left[\begin{array}{lll}a^{4} & 1 & a^{2} b\end{array}\right]$ | $\left[\begin{array}{llll}1 & a & a^{3} b\end{array}\right]$ | $\left[\begin{array}{lll}a & a^{2} & a^{4} b\end{array}\right]$ |
| $\left[\begin{array}{lll}a & a^{4} & a^{2} b\end{array}\right]$ | $\rightarrow$ | $\left[\begin{array}{lll}a^{2} & 1 & a^{3} b\end{array}\right]$ | $\left[\begin{array}{lll}a^{3} & a & a^{4} b\end{array}\right]$ | $\left[\begin{array}{lll}a^{4} & a^{2} & b\end{array}\right]$ | $\left[\begin{array}{lll}1 & a^{3} & a b\end{array}\right]$ |
| $\left[\begin{array}{lll}a^{2} & a^{3} & a^{2} b\end{array}\right]$ | $\rightarrow$ | $\left[\begin{array}{lll}a^{3} & a^{4} & a^{3} b\end{array}\right]$ | $\left[\begin{array}{llll}a^{4} & 1 & a^{4}\end{array}\right]$ | $\left[\begin{array}{ccc}1 & a & b\end{array}\right]$ | $\left[\begin{array}{lll}a & a^{2} & a b\end{array}\right]$ |
| $\left[\begin{array}{lll}1 & b & a^{2} b\end{array}\right]$ |  | $\left[\begin{array}{lll}a & a b & a^{3} b\end{array}\right]$ | $\left[\begin{array}{lll}a^{2} & a^{2} b & a^{4} b\end{array}\right]$ | $\left[\begin{array}{llll}a^{3} & a^{3} b & b\end{array}\right]$ | $\left[\begin{array}{ccc}a^{4} & a^{4} b & a b\end{array}\right]$ |

It's clear that if we multiply $b\left(b \in D_{2 n}\right)$ into families of blocks, then we have these families with the new names again. So by multiplying $b$ into initial blocks and transferring them, again we have a block design with the same parameters but different initial blocks. On the other hand, we know that the union of two block designs $D:\left(\nu, k, \lambda_{1}\right)$ and $D^{\prime}:\left(\nu, k, \lambda_{2}\right)$ is a block design $\bar{D}:\left(\nu, k, \lambda_{1}+\lambda_{2}\right)$. By the above notations, if the initial blocks of block design $D$ are transferred by $D_{2 n}$, which is the union of $\langle a\rangle$ and $\langle a\rangle b$, then there is a block design $\bar{D}$ with the same point set and the same block sizes but with a different parameter $\lambda$. By these, we can conclude the following remarks:

Remark 3.1. The difference block design $D_{1}:(2 n, k, \lambda)$ is isomorphic to a subdesign of d-BIBD $D_{2}:(2 n, k, 2 \lambda)$.

A difference block design on even points will be called the even block design.
Remark 3.2. Assume that $B=\left[\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{k}\end{array}\right]$ and $B^{\prime}=\left[\begin{array}{llll}y_{1}^{\prime} & y_{2}^{\prime} & \ldots & y_{k}^{\prime}\end{array}\right]$ are two arbitrary blocks of an even block design. Suppose that they do not have any common elements. By a simple calculation, we can see that $B^{a}$ and $B^{\prime a}$ are disjoint, too.

### 3.1. Even difference block design as a finite group

In this section, we will provide some lemmas that we need for proving the main result. Also we can present the structure of even d-BIBDs by these theorems. The initial blocks are denoted by $B_{1}, B_{2}, \ldots, B_{c}$. In this case, for any initial block, the order of the points is arbitrary and fixed. Throughout this section, consider $G=D_{2 n}$ as the point set and $D=\left(D_{2 n}, \beta\right)$ is a $(\nu, k, \lambda)$-block design with $n \geq 5$. By Remark 3.1, apply the LTDS method with transferring of d-system by $D_{2 n}$, unless it is mentioned and also $\lambda$ is an even number.

Definition 3.1. Assume that $A$ and $B$ are two sets such that $B \subseteq P(A)$, where $P(A)$ is the power set of $A$. The independent graph of $B$ is a graph with vertex set $B$ and two vertices are connected by an edge if and only if they are disjoint. The independent graph is denoted by $\operatorname{IG}(A, B)$.

Base on design theory, the independent graph of a BIBD is a graph whose vertices are the blocks of this BIBD and two blocks are adjacent if and only if they are disjoint as two sets. The independent graph has its blocks as the vertices.

Lemma 3.1. Let $B_{i}$ be an initial block of design $D=\left(D_{2 n}, \beta\right)$, where $k<\frac{n}{3}$. Then the independent graph $\operatorname{IG}\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$ is Hamiltonian.

Proof. It is sufficient to show that $I G\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$ has a spanning sub-graph, which is Hamiltonian. Let $d_{s}:=q\left(1 \leq s \leq \kappa=\binom{2}{k}\right)$ if and only if there are $x$ and $y$ in $B_{i}$ with $x y^{-1}=a^{q} b^{\varepsilon}(\varepsilon=0,1)$. And define $\Delta B_{i}:=\left\{d_{1}, d_{2}, \ldots, d_{\kappa}\right\}$. Note that $\Delta \bar{B}_{i}$ is a set of integers modulo $n$. The proof will be divided into two cases:

Case 1. Assume that there is an integer such that is relatively prime to $n$ and belongs to $\{1,2, \ldots, n\} \backslash \Delta B_{i}$. Let $d$ be the minimum integer with this property. So by our assumption on $d$, it is clear that the set $B=\left\{B_{i, h}:=B_{i}{ }^{h d}\right\}_{h=1,2, \ldots, n}$ is a sequence of blocks such that $B_{i, h}$ and $B_{i, h+1}$ are independent for every $h$ and $h+1$ modulo $n$. This means that $I G\left(D_{2 n}, B\right)$ is a cycle $C_{n}$, by Remark 2.1. The lemma is proved for $B_{i}{ }^{H}$ with $H=\langle a\rangle$. Subtitute $\langle a\rangle$ and $B_{i}$ for $b\langle a\rangle$ and $B_{i}^{a}$, respectively. There will be another cycle, by applying some of the above methods. By Remark 3.2 , it is sufficient to find a block from $B_{i}{ }^{\langle a\rangle b}$, which is disjoint from $B_{i}$. If $B_{i}$ is a subset of $\langle a\rangle$ or $\langle a\rangle b$, then $B_{i}{ }^{b}$ is disjoint from $B_{i}$ and so we find a common edge. Assume that $B_{i}$ contains the elements $x \in\langle a\rangle$ and $y \in\langle a\rangle b$. Without loss of generality, suppose that $x=b y$ such that $x=a^{s} b^{\epsilon}$ and $y=a^{j} b^{\delta}$, where $s, j \in\{1,2, \ldots, n\}, \epsilon, \delta \in\{0,1\}$ and $\epsilon \neq \delta$. By multiplying $b$ by $y$ for obtaining $x=b y$, we have $a^{s+j-n} b^{\epsilon-\delta-1}=1$. It shows that $s+j \equiv 0(\bmod n)$. If there is another element of $B_{i}$, which is equal to $x$ after transferring by $b$, then it has to be equal to $y$, which is impossible. Now we can consider another case, $B_{i}{ }^{a b}$. Let $z$ be another element of $B_{i}$. By the above discussion, we know that $a x \neq a y$. If $a x=a b z$ $(a x=y), x=b z$ but $z \neq y$. If there are pairwise blocks with common element(s), due to the condition $k<\frac{n}{3}$, there is at least one block, which is disjoint from $B_{i}$, say $B^{\prime}$. There is $j \in\{1,2, \ldots, n\}$ such that $B^{\prime}=B_{i}{ }^{{ }^{j} b}$ (Fig.1). By Remark 3.2, the set $\left\{\left\{B_{i}^{a^{s}}, B_{i}{ }^{a^{s+j} b}\right\} \mid 1 \leq s \leq n\right\}$ is a subset of edges of graph $\operatorname{IG}\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$. Clearly, this graph is Hamiltonian and the proof is complete in this case.

Case 2. Assume that there is not any element of the set $\{1,2, \ldots, n\} \backslash \Delta \bar{B}_{i}$, where these integers are relatively prime to $n$. Let $d$ be the minimum element of the set $\{1,2, \ldots, n\} \backslash \Delta \bar{B}_{i}$ and $g:=\operatorname{gcd}(n, d)$. Remark 2.1 and our choosing integer $d$, show that the transferring of $B$ by $a^{d}$, forms a new graph. This graph includes $g$ isomorphic components, which every component is a spanning sub-graph of $I G\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$. Hence, the sequence $\left\{B_{i, h}:=B_{i}{ }^{a^{h d}} \mid h=1,2, \ldots, n\right\}$ forms $g$ isomorphic components by this transferring. Every component contains a spanning


FIG. 3.1: The existence of an edge between two components of $I G\left(D_{2 n}, B_{i}^{D_{2 n}}\right)$.
cycle. So it is sufficient to find some edges between these components to obtain a Hamiltonian cycle. Let $d^{\prime}$ be an integer in $\{1,2, \ldots, n\} \backslash\left\{\Delta \bar{B}_{i} \cup\{d\}\right\}$, so there exists another element $d^{\prime}$ due to the condition $k<\frac{n}{3}$. Moreover, there is an edge $\left\{B_{i}, B_{i}{ }^{a^{d^{\prime}}}\right\}$ because $d^{\prime}$ is not in $\Delta \bar{B}$. On the other hand, every component is built by transferring the blocks by $a^{d}$ and for every vertex of $I G\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$, this result can be applied by Remark 3.2, and hence the components are adjacent with more than one edge. Since every component contains a spanning cycle, so does $I G\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$.

As a consequence of the above Lemma, we have the following corollary.
Corollary 3.1. Let $B_{i}$ be an initial block of design $D=\left(D_{2 n}, \beta\right)$ and $d$ be as in the proof of Lemma 3.1 with, $k<\frac{n}{3}$ :

1. The graph $\operatorname{IG}\left(D_{2 n}, B_{i}{ }^{D_{2 n}}\right)$ has a spanning sub-graph, which is isomorphic to $\operatorname{Cay}\left(D_{2 n},\left\{a^{d}, a^{-d}, b\right\}\right) ;$
2. There is a bijection between $B_{i}{ }^{D_{2 n}}$ and $D_{2 n}$.

Lemma 3.2. For a difference block design $D$, if $k<\frac{n}{3}$, there is a cycle with c vertices as a sub-graph of $\operatorname{IG}\left(D_{2 n}, \beta\right)$ containing one and only one vertex from every $B_{i}{ }^{D_{2 n}}$, for $1 \leq i \leq c$.

Proof. Assume that there is a d-system of size $c$ equal to $\left\{B_{1}, B_{2}, \ldots, B_{c}\right\}$ with $c$ different difference lists $\Delta B_{1}, \Delta B_{2}, \ldots, \Delta B_{c}$, respectively. At first, we have to find an edge, which has $B_{1}$ as one of its vertices. Choose an element $B_{i}(2 \leq i \leq c)$ among all initial blocks. We continue the proof into two cases: either $B_{1} \cap B_{i}=\phi$ or $B_{1} \cap B_{i} \neq \phi$. In the first case, there is an edge between these blocks and we should go to the next step. But by the second case, we need to find a block from $B_{i}{ }^{D_{2 n}}$, which is disjoint from $B_{i}$. For doing this, we need defining the new sets. Put $\Delta B_{1, i}=\Delta B_{1} \cup \Delta B_{i}$ and $\Delta \bar{B}_{1, i}:=\left\{d \mid d \in\{1,2, \ldots, n\} ; a^{d} \in \Delta B_{1, i}\right.$ or $a^{i} b \in$ $\left.\Delta B_{1, i}\right\}$. Choose an integer belongs to $\{1,2, \ldots, n\} \backslash \Delta \bar{B}_{1, i}$ and denote it by $d_{1, i}$.

Let $B_{i}^{\prime}:=\left(B_{i}\right)^{a^{d_{1, i}}}$. We can see that either $B_{1} \cap B_{2}=\phi$ or $B_{1} \cap B_{i}^{\prime} \neq \phi$. In the first case, we have the edge that we are looking for that. Suppose that there is at least one common element between $B_{1}$ and $B_{i}^{\prime}$. Then there are two cases:

1. There is no integer $d \in \Delta \bar{B}_{1}$ such that $d \mid d_{1, i}$ or $d_{1, i} \mid d$. So by transferring $B_{i}$ by $a^{d_{1, i}}$, we obtain the intended block.
2. There exists an integer $d \in \Delta \bar{B}_{1}$ such that $d \mid d_{1, i}$ (or $d_{1, i} \mid d$ ). In this case, by transferring $B_{i}$ by $a^{d_{1, i}}$ repeatedly, we will achieve some blocks, which are not disjoint from $B_{1}$. But $\left|B_{1}\right|=k$ and $k<\frac{n}{3}$, so we can choose another $d$ from $\Delta \bar{B}_{1, i}$. It allows us to look for this block (a block disjoint from $B_{1}$ ) between the vertices of other components in $I G\left(D_{2 n}, B_{i}{ }^{\langle a\rangle}\right)$. Note that by transferring $B_{i}$ by $a^{d_{1, i}}$ for $\operatorname{gcd}\left(d_{1, i}, n\right)$ times, if there is not a disjoint block from $B_{1}$, then we should choose another $d$ from $\Delta \bar{B}_{1, i}$. Now we find an edge between two blocks from two different families $B_{1}{ }^{D_{2 n}}$ and $B_{i}{ }^{D_{2 n}}$. Continue process for the gained block ( $B_{i}^{\prime}$ ) and the remaining initial blocks. Go on, until finding a path with $c$ vertices. Denote the last block of this path by $B_{j}^{\prime}\left(P_{c}: B_{1}, B_{i}^{\prime}, \ldots, B_{q}^{\prime}, B_{j}^{\prime}\right)$. The proof falls into two cases: either $B_{1} \cap B_{j}^{\prime}=\phi$ or $B_{1} \cap B_{j}^{\prime} \neq \phi$. In the first case, there is a cycle, which we were searching for. In other case, we need a restoration during the last step, when we are finding the last block $\left(B_{j}^{\prime}\right)$. We want to find a transference of block $B_{j}$ such that is disjoint from $B_{1}$ and $B_{q}^{\prime}$. Consider the value $d_{1, q, j}$ instead of $d_{q, j}$ to continue. This integer exists because of the condition $k<\frac{n}{3}$. By the above discussion, the transferring $B_{j}$ by the $\left(d_{1, q, j}\right)^{\text {th }}$ power of $a$, gives us a block, which is disjoint from these three blocks. The cycle is completed now and so is the proof (Figure 2).

Remark 3.2 guarantees that the transferring of the cycle, which is obtained in Lemma 3.2, forms $n$ isomorphic cycles in graph $\operatorname{IG}\left(D_{2 n}, \beta\right)$. Let $S_{i}$ be the set $\left\{a^{d}, a^{-d}, b\right\}$, which is a subset of $D_{2 n}$ as it is mentioned in the proof of Lemma 3.1, for every $B_{i}(1 \leq i \leq c)$. Also, we have seen that the graph Cay $\left(D_{2 n}, S_{i}\right)$, for $1 \leq i \leq c$, is isomorphic to a spanning sub-graph of $\operatorname{IG}\left(D_{2 n}, \beta\right)$ for a difference block design $\left(D_{2 n}, \beta\right)$, with $k<\frac{n}{3}$. The following corollary is an immediate consequence of the previous lemma.

Corollary 3.2. The Cartesian product of $\bigvee \operatorname{Cay}\left(D_{2 n}, S_{i}\right)$ and $C_{c}$, is isomorphic to a spanning sub-graph of $I G\left(D_{2 n}, \beta\right)$, with $k<\frac{n}{3}$.

To embed an even d-BIBD into a finite group we use difference systems and graph theory to find a relation between an even difference block design and a finite group. By definition, it is clear that the Cartesian product of two Hamiltonian graphs is a Hamiltonian graph. So by Corollary 3.2, we have a relation between groups and difference block designs. By the method of constructing the even d-BIBDs, the size of d-system, $c$ is equal to $\frac{b}{2 n}$. So by Corollary 3.1, Lemma 3.2 and Theorem 2.3, we have the following theorem.

Theorem 3.1. Assume that there is a difference block design $D:(2 n, k, \lambda)-B I B D$, with $k<\frac{n}{3}$ and an even number $\lambda$, such that its d-system is transferred by $D_{2 n}$.

Let $c=\frac{(2 n-1) \lambda}{k(k-1)}$. Then there is a bijection between the group $D_{2 n} \times Z_{c}$ and the block design $D$.

The bijection of previous theorem is:

$$
\begin{array}{rllr}
\Phi: & \beta & \longrightarrow & D_{2 n} \times Z_{c} \\
B & \longmapsto & \left(a^{j} b^{\epsilon}, i\right)
\end{array}
$$

where $B$ is the transference of $B_{i}$ by $a^{j} b^{\epsilon}(j \in\{1,2, \ldots, n\})$. There is not any action defined between the elements of $\beta$. The action between any pair of blocks of $\beta$, say $B$ and $B^{\prime}$, will be defined as follows:

$$
B \odot B^{\prime}=\Phi\left(\Phi^{-1}(B) \Phi^{-1}\left(B^{\prime}\right)\right)
$$

Corollary 3.3. Under the above assumption, $f:=\Phi^{-1}$ is an isomorphism from $D_{2 n} \times Z_{c}$ onto $\beta$.

We know that symmetric BIBDs are isomorphic to their point sets. Also, by definition, in these symmetric difference block designs $c=1$ and this isomorphism is comparable with the above corollary.

Now suppose that $\lambda$ is an odd number and equal to $2 L+1$, where $L$ is a positive integer. We saw in the proof of Lemma 3.1 that there are two cycles due to transference by $\langle a\rangle$ and $\langle a\rangle b$, which are connected by $n$ edges. For odd $\lambda$ 's, the transference can only be the group $\langle a\rangle(\langle a\rangle b)$, by the LTDS method. By Theorem 2.4, $I G\left(D_{2 n}, B_{i}{ }^{\langle a\rangle}\right)\left(I G\left(D_{2 n}, B_{i}{ }^{\langle a\rangle b}\right)\right)$ is a cycle or a union of isomorphic cycles. We now apply the above argument again, with $D_{2 n}$ or $d$ copies of $D_{g}$ replaced by $C_{2 n}$ or $d$ copies of $C_{g}$, respectively, where $d$ is as mentioned in proof of Lemma 3.1.

Corollary 3.4. Suppose that there is a difference block design $D:(2 n, k, \lambda)-B I B D$ with $k<\frac{n}{3}$, where $\lambda$ is an even or an odd integer such that its $d$-system is transferred by $\langle a\rangle$ of order $n$. Let $c=\frac{(2 n-1) \lambda}{k(k-1)}$. Then there is an isomorphism between the group $\langle a\rangle \times Z_{c}$ and the difference block design $D$.

Remark 3.3. Assume that there is a difference block design $D:(2 n, k, \lambda)$-BIBD with $k<\frac{n}{3}$ such that the d-system is transferred by $H$, where $H$ is a subgroup of $D_{2 n}$. Let $c=\frac{2 n(2 n-1) \lambda}{k(k-1)|H|}$. Then there is a bijection between group $H \times Z_{c}$ and the difference block design $D$.

Remark 3.4. Let $H$ be a subgroup of $D_{2 n}$ of order $n$, which is not cyclic and suppose that $4 \mid n$. By Theorem 2.1, $\frac{D_{2 n}}{\langle b\rangle} \cong\langle a\rangle$ and $\langle b\rangle \cong Z_{2}$. Hence doing the LTDS method with transferring by $H$, is a block design isomorphic to a difference block design on the point set $D_{2 n}$, which is achieved by transferring via $D_{n}$.

### 3.2. Configurations and the ordering

In this section, we will see that the Hamiltonian cycle, which is achieved in the proofs of Lemmas 3.1 and 3.2, gives us the ordering of even designs.


Fig. 3.2: Configuration $A_{1}$.

Definition 3.2. A $\nu$-configuration is a collection of $b$ lines (or subsets) having the property that every $t$-element subset is contained in at most $\lambda$ lines. And a $(\nu, l)$ configuration is a configuration of $p$ points on $l$ lines.

Definition 3.3. Let $D=(V, \beta)$ be a BIBD with $|\beta|=b$. Let $C$ be configuration on $l$ blocks. A Configuration ordering (or a C-ordering) for $D$ is a list of the blocks of $D, B_{0}, B_{1}, \ldots, B_{b-1}$, with the property that $B_{i}, B_{i+1}, \ldots, B_{i+l-1} \equiv C$ holds for all $0 \leq i \leq b-l$. If $B_{i}, B_{i+1}, \ldots, B_{I+l-1} \equiv C$ holds for all $0 \leq i \leq b-1$, with subscript addition performed modulo $b$, then the ordering is called $C$-cyclic.

Let $A_{1}$ be a configuration as is mentioned in [10](part 4.1.1) and is shown in Figure 1.

Theorem 3.2. [2] The existence of an $A_{1}$-cyclic ordering is equivalent to existence of a Hamiltonian cyclic in the independent graph of the block design.

It is known that the Cartesian product of two Hamiltonian graphs is Hamiltonian. So by these two lemmas (3.1 and 3.2) and Theorems 3.2, we have the following theorem:

Theorem 3.3. Every even block design with $k<\frac{\nu}{6}$, has the $A_{1}$-ordering.
Remark 3.5. According to the Corollary 3.3, there is the $A_{1}$-ordering on the point sets of even block designs with $k<\frac{\nu}{6}$, by Theorem 3.3.

### 3.3. Even difference sub-designs and subgroups

We have seen that some copies of dihedral groups are embedded into an even dBIBD with $k<\frac{n}{3}$. To find the relation between these BIBDs, we construct d-BIBDs by the LTDS method and find an isomorphism between these BIBDs and dihedral groups. Throughout this section, suppose that $k<\frac{n}{3}$ and $H$ is a subgroup of group $G$.


Fig. 3.3: The regular relations between cycles.

Definition 3.4. Let $G$ be a group and $H$ be a subgroup of $G$. A design-group $D H(G, k, \lambda)$ is an even difference block design $D$ with parameters $k$ and $\lambda$ with point set $G$ Also $\beta=\left\{B_{i}{ }^{H} \mid 1 \leq i \leq c\right\}$, where $H$ is a subgroup of $G$. A design-group $D K\left(G, k, \lambda^{\prime}\right)$ is a subdesign-group of $D H(G, k, \lambda)$ if $K$ is a subgroup of $H$ and even difference block design $\left(G, k, \lambda^{\prime}\right)^{K}$ is a sub-design of $(G, k, \lambda)^{H}$ as an even difference block design.

We can look at a design-group, both as a group and as a block design, simultaneously. Let $D_{1}:=D D_{2 n}\left(D_{2 n}, k, \lambda_{1}\right), D_{2}:=D H\left(D_{2 n}, k, \lambda_{2}\right)$ and $B$ be an arbitrary block of $D_{2}$ and $H=\langle a\rangle$. Note that the order of $a$ is $n$. Therefore, the blocks of $D_{2}$ are blocks of $D_{1}$ too. Because of the transference of its d-system by $\langle a\rangle$, it only has $c O(a)(=c n)$ blocks in $D_{1}$. For every $y_{j} \in B_{i},\left\{y_{j}{ }^{H}\right\}$ is a cosset of $H$ and is closed under the product of $H$ in itself. On the other hand, because of the same $c$ 's, for $D_{1}$ and $D_{2}$, the number of initial blocks is equal to $c$, but the number of $\theta$ 's is different. By calculating the number $c$ for both of them, if $k>3$, then according to equation (1), we obtain

$$
c=\frac{2 n(2 n-1) \lambda_{1}}{k(k-1) 2 n}, \quad c=\frac{2 n(2 n-1) \lambda_{2}}{k(k-1) n} .
$$

So we have $\frac{\lambda_{1}}{2}=\lambda_{2}$ and we can have Remark 3.1 as bellow by the new view of even block designs:

Proposition 3.1. Let $D D_{2 n}\left(D_{2 n}, k, \lambda\right)$ be an even design-group with even $\lambda$ and $H=\langle a\rangle$, then $D H\left(D_{2 n}, k, \frac{\lambda}{2}\right)$ is a subdesign-group of $D D_{2 n}\left(D_{2 n}, k, \lambda\right)$.

In fact, by changing the set of $H$ (the set, which the transferring of the LTDS method is done by that), we can control the possible values of $\lambda$. The last proposition shows
us that for the point set $D_{2 n}$, if the d-system is transferred by the maximal subgroup $\langle a\rangle$, then we have a block design again. Now, what can we say about other subgroups of a point set?

Theorem 3.4. Let $D_{1}$ and $D_{2}$ be two difference block designs as $D H_{1}\left(D_{2 n}, k, \lambda_{1}\right)$ and $\mathrm{DH}_{2}\left(D_{2 n}, k, \lambda_{2}\right)$, respectively with the same difference systems such that $\lambda_{2} \leq$ $\lambda_{1}$ and $k$ is odd.The even design-group $D_{1}$ can be embedded into the even designgroup $D_{2}$ if and only if $H_{1}$ can be embedded into $H_{2}$ as a subgroup.

Proof. By Theorem 2.2, it is sufficient to check two types of subgroups; $\left\langle a^{d}\right\rangle$ and $\left\langle a^{d}, a^{i} b\right\rangle(d \mid n$ and $i=0,1, \ldots, d-1)$. Let $D$ be a design-group $D D_{2 n}\left(D_{2 n}, k, \lambda\right)$ such that $\lambda_{1} \leq \lambda$. We will prove the theorem for difference designs $D$ and $D_{1}$,so it is true for every pair of designs. Let $B$ be an initial block of $D$. The proof naturally falls into the following two cases:

Case 1: Let $\theta \in\left\langle a^{d}\right\rangle$. This case is illustrated before in Proposition 3.1, for $d=1$. The block $B$ of $D_{1}$ is an element of $B^{\langle a\rangle}$. So $B^{\left\langle a^{d}\right\rangle}$ is a subset of $B^{D_{2 n}}$. Every difference block design has an independent graph. By the proof of Lemma 3.1, to obtain a new difference block design, the deletion of blocks from $\beta$ has to follow a rule: Choose all $B_{i}^{a^{d}}$ and $B_{i}^{a^{d} b}$ such that $B_{i}$ is an initial block and there is a subgroup of $G$ of order $d$. So if $D_{1}$ is a sub-design of $D$, then it means that $H_{1}$ can be embedded into $D_{2 n}$ as a subgroup. Conversely, if $H_{1}<D_{2 n}$, then by the above facts about the choosing of blocks and existence of the independent graph, $D_{1}<D$ as a difference block design.

Case 2: Let $\theta \in\left\langle a^{d}, a^{i} b\right\rangle$. For every initial block $B$, the set $B^{\left\langle a^{d}\right\rangle}$ is a subset of $B^{\langle a\rangle}$, which was studied in Case 1, and all remaining blocks in this set are in common with $B^{\langle a\rangle b}$. Again by Lemma 3.1, $B^{\langle a\rangle b}$ and $B^{\langle a\rangle}$ are disjoint, for odd $k$ only. All blocks of $B^{\langle a\rangle b}$ are in common between two design-groups and others were studied in the previous case. The proof of the converse is similar to the above procedure.

## 4. The second method and main result

Sometimes there is no way to construct a BIBD on a point set with a special parameter. In these situations, there is a well known method: Assume that we want to have a BIBD on $(n+1)$ points. By this method, at first we construct a BIBD on group $G$ with $n$ elements and then we add an extra point, named $\infty$ such that $x \infty=\infty$, for every $x \in G$. So for having a difference BIBD, it is sufficient to add block(s) to the difference system such that the achieved system has the parameters, which we want. In this paper, this method will be called the LTDSE method ( the LTDS method with an Extra element). There are numbers of general examples of the LTDSE method in [17]. From now on, a d-BIBD which is based on the LTDS method will be called a type 1 BIBD and a d-BIBD, which is based on the LTDSE method will be called a type 2 BIBD. Note that the initial blocks of a type 2 BIBD are partitioned into two classes: a class of blocks including the extra variety $(\infty)$, which is of the size $r\left(\left\{B_{1}^{\prime}, B_{2}^{\prime}, \ldots, B_{q}^{\prime}\right\}\right)$ and the other class
includes the remaining blocks $\left(\left\{B_{1}, B_{2}, \ldots, B_{p}\right\}\right)$. All facts about the transference of d-system $\left\{B_{1}, B_{2}, \ldots, B_{p}\right\}$ in Lemma 3.1 and Corollary 3.1, are applied for the first class of blocks of type 2 BIBDs.

Every type 1 BIBD on even points is comparable to a type 1 BIBD on $D_{2 n}$, and every type 2 BIBD on odd points is comparable to a type 2 BIBD on even points with an extra variety. For having this generalization on the point sets, at the end replace the integers by elements of dihedral group as below:

$$
2 i-1(1 \leq i \leq n) \longmapsto a^{i} \quad 2 i(1 \leq i \leq n) \longmapsto a^{i} b .
$$

Assume that $D$ is a d-BIBD. A natural question that arises here is "How can we find out whether 4it is a type 1 BIBD or a type 2 BIBD?" From the previous sections, we know that replacing a subgroup of $G$, say $H$ in the LTDSE, leads us to a d-BIBD on $m n+1$ points with $\lambda$ less than the $\lambda$ of the d-BIBD, which is constructed by transferring its difference system by $G$. We have seen the relations between even d-BIBDs with point sets of similar size. But what can we say about two even dBIBDs with point sets of different sizes? What can we say about d-BIBDs in a general case?

Suppose that we can not see and detect the extra variety $\infty$ in blocks. Let $\Delta \beta$ be the list of all differences from the blocks of $\beta$ and $|\Delta \beta|=\psi \lambda+R$ (where $0 \leq R<\lambda$ ). It is clear that $\frac{R}{\binom{k}{2}}$ is the number of initial blocks, which are including the adjoined variety. First, we need some notations and observations:

Fact 1. By a review of the concept of the LTDS and the LTDSE methods, it is easy to see that $\psi$ is the size of the set, which transfers a d-system to obtain the d-BIBD and $\psi \mid b$. So we obtain the size of $H$, a subgroup of the point set that transfers d-system.

Fact 2. By doing the LTDS method and the LTDSE method, any element of $\Delta \beta$ is repeated symmetrically $\psi \lambda$ times for type 1 BIBD , and at least $(\psi \lambda+1)$ times for type 2 BIBD, By the definition of differences. Therefore the d-BIBD is of type 1 if $R=0$ and otherwise, it is a type 2 BIBD .

Fact 3. Assume that $B_{i}$ is a block of $\beta$ and $B_{i}{ }^{(H)}:=\left\{B \in \beta \mid \Delta B_{i}=\Delta B\right\}$. If $R=0$, then $\left|B_{i}{ }^{(H)}\right|=\psi$; otherwise, delete the blocks of $B_{i}{ }^{(H)}$, which includes the element $\nu$.

Fact 4. Assume that $d, d^{\prime} \in \Delta B_{i}$. To find the elements, which transfer $B_{i}$ to build $B_{i}^{(H)}$, define $B\left(d, d^{\prime}\right):=\left\{(x, y, z) \mid, x y^{-1}=d, y z^{-1}=d^{\prime} ; d \neq d^{\prime}\right\}$. Then $H$ is equal to the set $\left\{x^{\prime} x^{-1}, y^{\prime} y^{-1}, z^{\prime} z^{-1} \mid \forall(x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in B_{i}\right\}$. From now on, all block designs are even difference block designs or a type 2 BIBD on an odd number of points.

According to Fact 4, we have a subgroup of the point set $H$, for every block design $D$, which is the transferrer for that d-BIBD; have a look at Theorem 2.2.

Theorem 4.1. Let $D_{1}:\left(\nu_{1}, k, \lambda_{1}\right)$ and $D_{2}:\left(\nu_{2}, k, \lambda_{2}\right)$ be two difference block designs based on the LTDS or the LTDSE method. Let $c_{i}=\left\lfloor\frac{\left|\delta \beta_{i}\right|}{\lambda_{i}}\right\rfloor$ be the number of initial block(s) of the difference system of $D_{i}$ and $p_{i}, q_{i}$ are the numbers of initial blocks without $\infty$ and including $\infty$ in $D_{i}$, respectively as introduced in beginning of this section, for $i=1,2$.

1. Suppose that $\left|\Delta \beta_{1}\right|-\left\lfloor\frac{\left|\Delta \beta_{1}\right|}{\lambda_{1}}\right\rfloor=0$ or $\left|\Delta \beta_{2}\right|-\left\lfloor\frac{\left|\Delta \beta_{2}\right|}{\lambda_{2}}\right\rfloor=0$ and $\left\lfloor\frac{\left|\Delta \beta_{2}\right|}{\lambda_{2}}\right\rfloor$ is a multplied of $\left\lfloor\frac{\left|\Delta \beta_{1}\right|}{\lambda_{1}}\right\rfloor$. If $c_{p_{1}} \leq c_{p_{2}}$, then $D_{1} \leq D_{2}$, otherwise $D_{1} \leq\left\lceil\frac{c_{2}}{c_{1}}\right\rceil$ copies of $D_{2}$.
2. Suppose that $\left|\Delta \beta_{i}\right|-\left\lfloor\frac{\left|\Delta \beta_{i}\right|}{\lambda_{i}}\right\rfloor \neq 0$ and $\left\lfloor\frac{\left|\Delta \beta_{2}\right|}{\lambda_{2}}\right\rfloor$ is a multplied of $\left\lfloor\frac{\left|\Delta \beta_{1}\right|}{\lambda_{1}}\right\rfloor$. If $c_{p_{1}} \leq c_{p_{2}}$ and $c_{q_{1}} \leq c_{q_{2}}$, then $D_{1} \leq D_{2}$, otherwise $D_{1} \leq\left\lceil\frac{c_{2}}{c_{1}}\right\rceil$ copies of $D_{2}$.

Proof. Let $\left|\Delta \beta_{i}\right|=\psi_{i} \lambda_{i}+R_{i}$ such that $0 \leq R_{i}<\lambda_{i}$ and $c_{i}=\frac{b_{i}}{\psi_{i}}$, where $i \in\{1,2\}$. We follow the proof in two steps. We first compare an arbitrary family of each design according to their $H_{i}\left(B_{i}^{\left(H_{i}\right)}\right.$, for a block $B_{i}$ of a design) and then compare the number of these families, which is equal to $c_{i}$. The numbers $\nu$ and $\mu$ can be odd or even. As we have mentioned above, we illustrate difference block designs on even points for type 1 BIBDs and on odd points for type 2 BIBDs. Let $\nu=2 n+j$ and $\mu=2 m+j^{\prime}$, where $j, j^{\prime} \in\{0,1\}$. The numbers $2 n$ and $2 m$, where $m, n \in \mathcal{N}$, are called the even parts of the $\nu$ and $\mu$, respectively. Assume that $w=\operatorname{gcd}(2 n, 2 m)$ and $\nu \leq \mu$. So $D_{2 n}$ and $D_{2 m}$ are subgroups of $D_{w}$. If $\nu=\mu$ and the designs are type 1 BIBDs , then Theorem 3.4 lipids the relation between them. If $R_{i} \neq 0$ (for difference block design on $2 L+1$ points for a natural number $L$ ), then the initial blocks are of two types, as we have seen: the blocks including the adjoined variety $\beta_{q}:=\left\{B_{1}^{\prime}, \ldots, B_{q}^{\prime}\right\}$ and the blocks without the adjoined variety $\beta_{p}:=\left\{B_{1}, \ldots, B_{p}\right\}$. For that $q$ initial blocks, suppose that the new set of blocks is achieved by deleting the adjoined variety: $\beta_{q}^{\prime \prime}:=\left\{B_{1}^{\prime \prime}, \ldots, B_{q}^{\prime \prime}\right\}$ such that $B_{j}^{\prime \prime}=B_{j}^{\prime} \backslash\{\infty\}$, where $j \in$ $\{1, \ldots, q\}$. Note that maybe we do not see the adjoined variety as $\infty$, so there is an element out of the $D_{2 L}$ in blocks and also it is equal to $2 L+1$, where $2 L$ is the even part of the size of the point set. Also from now on, during the proof, $i$ belongs to $\{1,2\}$. According to the proof of Lemma 3.1, we are allowed to delete the blocks of every family by jumping $d$ steps, as it is mentioned there, unless the remaining blocks can not form a difference block design. This rule is the base of our work.

Step 1: Choose a block from each of the difference designs. Note, when we choose a block from $\beta_{i}$, it is an initial block (the representative of its family). In the next choice, we can choose another initial block by choosing every block, which doesn't have the same list of differences to the first block. As the first choice, assume that $B_{i}$ is an initial block of $D_{i}$. By Theorem 3.4, if $D_{1}$ and $D_{2}$ are type 1 BIBDs, then $B_{1} \subseteq B_{2}$ if and only if $H_{1} \leq H_{2}$. If $m, n$ are odd and $\psi_{1}, \psi_{2}$ have the same parity, then both of the $H_{i}$ 's are either cyclic groups or dihedral groups, by Theorem 2.2. Therefore, $B_{1} \subseteq B_{2}$ if and only if $\psi_{1} \leq \psi_{2}$. We need to know the relations between $H_{1}$ and $H_{2}$. There is an algorithm to know that $H_{i}$ is a cyclic subgroup or a dihedral subgroup of $D_{\omega}$. By the above Facts, $H_{i}$ is known. There are some cases:

1. $H \leq\langle a\rangle$ such that $O(a)=w$;
2. $H \leq\langle a\rangle b$ such that $O(a)=w$ and $\operatorname{Ord}(b)=2$.
3. Otherwise, $H$ is a dihedral group $(|H|$ is even $)$ such that $\left.\frac{\left|H_{i}\right|}{2} \right\rvert\, \operatorname{Ord}(a)$.

Note that $\langle a\rangle b$ and $\langle a\rangle$ are isomorphic sets and one is a cosset of another in $D_{w}$.
1'. If both of the $H_{i}$ 's are of the form of case 1 (or 2), then $B_{1}^{(H)}<B_{2}^{(H)}$ if and only if $\psi_{1} \mid \psi_{2}$.

2'. If $H_{1}$ is of the form of case 1 or 2 and $H_{2}$ is of the form 3, then $B_{1}^{(H)}<B_{2}^{(H)}$ if and only if $\psi_{1} \left\lvert\, \frac{\psi_{2}}{2}\right.$ (it yields $H_{1} \leq H_{2}$ ).

3'. If both of the $H_{1}$ and $H_{2}$ are of the form 3, then $B_{1}^{(H)}<B_{2}^{(H)}$ if and only if $\psi_{1} \mid \psi_{2}$.

Now we are ready to illustrate the second step:
Step 2: Assume that $B_{1}{ }^{\left(H_{1}\right)}$ is a subgroup of $B_{2}{ }^{\left(H_{2}\right)}$ up to isomorphism. If $c_{1} \leq c_{2}$, then $D_{1} \leq D_{2}$. Otherwise, $D_{1}$ needs $\left\lceil\frac{c_{2}}{c_{1}}\right\rceil$ copies of $D_{2}$ to be embedded into, because $D_{1} \cong H_{1} \times Z_{c_{1}}$ and $D_{2} \cong H_{2} \times Z_{c_{2}}$. Also if $H_{1} \leq H_{2}$, then it has to have the case $Z_{c_{1}} \leq Z_{c_{2}}$, base on group theory (and $Z_{c_{1}} \subseteq Z_{c_{2}}$ ). But due to the condition $c_{2}<c_{1}$, it is impossible unless there are $\left\lceil\frac{c_{2}}{c_{1}}\right\rceil$ copies of $D_{2}$.

We study the case $R_{1}=R_{2}=0$ in steps 1 and 2 . If $R_{1}=0$ and $R_{2} \neq 0$, we apply the same manner as steps 1 and 2 on $\beta_{p_{1}}$ of $D_{1}$ and $\beta_{p_{2}}$ of $D_{2}$. If $R_{1}, R_{2} \neq 0$, then we apply the same arguments in steps 1 and 2 on $\beta_{p_{1}}$ of $D_{1}$ and $\beta_{P_{2}}$ of $D_{2}$ after that we do that on $\beta_{q_{1}}^{\prime \prime}$ of $D_{1}$ and $\beta_{q_{2}}^{\prime \prime}$ of $D_{2}$.

## 5. Conclusion

As the first step, we find the algebraic structure of difference block design on a dihedral group ( $D_{2 n}$ with arbitrary $n$ ) as its point set. We did that by finding the relation between its independent-graph and the Cayley graph of dihedral group with $S$, which is introduce during the proof of lemmas (Corollary 3.4). Due to our method to find this relation, we can prove that there exists a configuration ordering on these difference block designs (Theorem 3.3). Though the method of finding initial blocks can be from [17] or a lot of other references. At the end, we investigate these block designs, when they have an extra point. We present a method to recognize, when they are with an extra point or with the odd points. And finally, we can classify the big family of difference block designs, by presenting the Theorem 4.1.
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#### Abstract

The power graph of a group $G$ is the graph with vertex set $G$, having an edge joining $x$ and $y$ whenever one is a power of the other. The purpose of this paper is to study the automorphism groups of the power graphs of infinite groups.


Keywords: Power graphs, infinite groups, automorphism group.

## 1. Introduction

In this paper, we consider only simple undirected graphs. Let $\Gamma$ and $\Delta$ be two graphs. These graphs are said to be isomorphic and write $\Gamma \cong \Delta$, if there exists a bijection $\Phi$ from $V(\Gamma)$ to $V(\Delta)$ such that $u v \in E(\Gamma)$ if and only if $\Phi(u) \Phi(v) \in E(\Delta)$. An isomorphism from $\Gamma$ to itself is called an automorphism of $\Gamma$. We denote the set of all automorphisms on $\Gamma$ as $\operatorname{Aut}(\Gamma)$. A (vertex) coloring of $\Gamma$ is a mapping $c: V(\Gamma) \rightarrow S$, where $S$ is the set of colors. The vertices assigned to a given color form a color class. If $|S|=k$, we say that $c$ is a k-coloring (often we use $S=\{1, \ldots, k\}$ ). A coloring for $\Gamma$ is proper if adjacent vertices have different colors and it is $k$-colorable if $\Gamma$ has a proper $k$-coloring. The chromatic number $\chi(\Gamma)$ is the least number $k$ such that $\Gamma$ is $k$-colorable. Obviously, $\chi(\Gamma)$ exists as assigning distinct colors to vertices yield a proper $|V(\Gamma)|$-coloring. An optimal coloring of $\Gamma$ is a $\chi(\Gamma)$-coloring and $\Gamma$ is called $k$-chromatic if $\chi(\Gamma)=k$. Finally, $\Gamma$ is planar if it has no subdivision of the $K_{3,3}$ and $K_{5}$.

Suppose $G$ and $H$ are two groups. The group $G$ is called a torsion group if the order of elements of $G$ is finite. The free product $G * H$ of groups $G$ and $H$ is the set of elements of the form $g_{1} h_{1} g_{2} h_{2} \ldots g_{r} h_{r}$, where $g_{i} \in G$ and $h_{i} \in H$, with $g_{1}$ and

[^4]$h_{r}$ possibly equal to the identity elements of $G$ and $H$. The semidirect product of a group $G$ by a group $H$ is a group $T$ containing $G$ and $H$, where $H$ is normal in $T$ and $G \cap H=\{1\}$ and is denoted $G \rtimes H$. The symmetric group $S_{n}$ of degree $n$ is the group of all permutations on $n$ symbols. The cyclic group of order $n$ is denoted by $Z_{n}$ and for prime number $p$, the Prüfer $p$-group is denoted by $Z\left(p^{\infty}\right)$.

Graphs associated to algebraic constructions are significant, because they have valuable applications in mathematics and computer science (see, for example, the survey [12] and the monographs [13, 14]). The power graph of a group $G$ is the graph with vertex set $G$, having an edge joining $x$ and $y$ whenever one is a power of the other. The concept of a power graph was first introduced and considered in [11] in the case of groups. Also, they in this paper described the structure of the power graphs of all finite abelian groups. For semigroups, it was first investigated in [10], and then in $[8,9]$. Chakrabarty, Ghosh, and Sen in [4] characterized the class of semigroups $S$ for which $\mathcal{P}(S)$ is connected or complete. As a consequence, they proved that $\mathcal{P}(G)$ is connected for any finite group $G$ and $\mathcal{P}(G)$ is complete if and only if $G$ is a cyclic group of order 1 or $p^{m}$. In [3] Cameron and Ghosh proved that non-isomorphic finite groups may have isomorphic power graphs, but about abelian groups with isomorphic power graphs, the groups are also isomorphic. In [5] Doostabadi, Erfanian, and Jafarzadeh obtained some results on the power graph of infinite groups. The power graphs were also investigated in $[2,17,15]$. In [7], the automorphism groups of the power graph in general for finite groups are computed. Also, Feng et al. [6], computed the full automorphism group of the power graph of a finite group. In [1] Abawajy, Kelarev, and Chowdhury gave a survey of all results on the power graphs of groups and semigroups obtained in the literature.

The purpose of this paper is to study the power graphs of infinite groups and their automorphism groups.

## 2. Main Results

Let $p$ be a fixed prime number. An infinite group $T$ is called a Tarski Monster group for $p$ if every nontrivial subgroup (i.e. Every subgroup other than 1 and $G$ itself) has $p$ elements. The group $G$ is necessarily finitely generated. It is generated by every two non-commuting elements. It is simple. The Tarski groups were first constructed by Olshanskii in 1979. Olshanskii showed in fact that there are continuum-many non-isomorphic Tarski Monster groups for each prime $p>10^{75}$ [18, 19].

Let $A$ be an abelian group. The generalized dihedral group $\operatorname{Dih}(A)$ is the semidirect product $A \rtimes Z_{2}$, where $Z_{2}$ is the cyclic group of order 2 , and the generator of $Z_{2}$ maps elements of $A$ to their inverses. If $A$ is cyclic, then $\operatorname{Dih}(A)$ is called a dihedral group. The finite dihedral group $\operatorname{Dih}\left(Z_{n}\right)$ is commonly denoted by $D_{n}$ or $D_{2 n}$. The infinite dihedral group $\operatorname{Dih}(Z)$ is denoted by $D_{\infty}$ and is isomorphic to the free product $Z_{2} * Z_{2}$ of two cyclic groups of order 2.

First, we state two theorems for the automorphism group of graphs.
Theorem 2.1. Let $\Gamma$ be a graph, then $\operatorname{Aut}(n \Gamma)=\operatorname{Aut}(\Gamma)$ 乙 $S_{n}$.

Theorem 2.2. Let $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}$ be distinct graphs and

$$
\Gamma=n_{1} \Gamma_{1} \bigcup n_{2} \Gamma_{2} \bigcup \ldots \bigcup n_{r} \Gamma_{r}
$$

Then

$$
\operatorname{Aut}(\Gamma)=\left(\operatorname{Aut}\left(\Gamma_{1}\right) \imath S_{n_{1}}\right) \times \ldots \times\left(\operatorname{Aut}\left(\Gamma_{r}\right) \imath S_{n_{r}}\right)
$$

In the next theorem, we obtain the automorphism group of the power graph of $(Z \times Z \times \ldots \times Z,+)$, where $Z$ is a set of integer numbers.

Theorem 2.3. The automorphism group of the power graph of $(Z \times Z \times \ldots \times Z,+)$ is isomorphic to

$$
\operatorname{Aut}(\mathcal{P}(Z \times Z \times \ldots \times Z,+))=\left(S_{P} \times S_{P} \times \ldots \times S_{P}\right) \imath S_{2}
$$

Where $P$ denotes the set of all prime numbers.
Proof. Consider the group $Z$ under addition. Two integers $a$ and $b$ of $Z$ are adjacent in the power graph if and only if $a \mid b$ or $b \mid a$. This graph has three components containing $\{0\}, Z^{+}$, and $Z^{-}$, where $Z^{+}$and $Z^{-}$are the set of all positive and negative integers, respectively. On the other hand, any integer $n$ is adjacent to all positive multiples of $n$ and there is no edge connecting a positive and a negative number. The components containing all positive and all negative integers is denoted by $H_{1}$ and $H_{2}$ and it can be easily seen that $H_{1} \cong H_{2}$. We now calculate the automorphism group of subgraph $H_{1}$. By power graph structure of $Z, \operatorname{Aut}\left(H_{1}\right)$ is isomorphic to the automorphism group of the partially ordered set $L=(N, \mid)$, that $N$ is set of the natural numbers. This group is isomorphic to the symmetric group $S_{P}$. Therefore, $\operatorname{Aut}(\mathcal{P}(Z))=S_{P} \backslash S_{2}$.

We now apply induction and Theorems 2.1 and 2.2. Since $\operatorname{Aut}(L \times L \times \ldots \times L) \cong$ $S_{P} \times S_{P} \times \ldots \times S_{P}$, so,

$$
\operatorname{Aut}(\mathcal{P}(Z \times Z \times \ldots \times Z,+))=\left(S_{P} \times S_{P} \times \ldots \times S_{P}\right) \imath S_{2}
$$

This completes the proof.
By [16, Proposition 7], $\mathcal{P}\left(D_{2 n}\right)$ is a union of $\mathcal{P}\left(Z_{n}\right)$ and $n$ copies of $K_{2}$ that share the identity element of $D_{2 n}$ and by [15, Corollary 2.4], the automorphism group of the power graph $D_{2 n}$, if $n$ is a prime power, then is equal to $S_{n-1} \times S_{n}$ and otherwise, is equal to $S_{n} \times \prod_{d \mid \varphi(n)} S_{\varphi(d)}$ that $\varphi$ is Euler's totient function. In the next two theorems, we compute power graphs and automorphism groups of these graphs for generalized dihedral group $\operatorname{Dih}(A)$ and $D_{\infty}$.

Theorem 2.4. For the dihedral groups $\operatorname{Dih}(A)$ and $D_{\infty}$,

$$
\begin{aligned}
\operatorname{Aut}(\mathcal{P}(\operatorname{Dih}(A))) & =\operatorname{Aut}(\mathcal{P}(A)) \times S_{|A|} \\
\operatorname{Aut}\left(\mathcal{P}\left(D_{\infty}\right)\right) & =\left(S_{P} \backslash S_{2}\right) \times S_{L}
\end{aligned}
$$

where $L=(N, \mid)$.

Proof. In the generalized dihedral group $\operatorname{Dih}(A)$, for an abelian group $A$, all elements outside $A$ have order two. So, according to the power graph structure, the power graph of $\operatorname{Dih}(A)$, is the union of a copy of $\mathcal{P}(A)$ and $|A|$ copies of $K_{2}$ that share in identity. So $\operatorname{Aut}(\mathcal{P}(\operatorname{Dih}(A)))=\operatorname{Aut}(\mathcal{P}(A)) \times S_{|A|}$. In this case, if $A$ is a finite abelian group, then the structure of the power graph of it described in [11].

Consider the infinite dihedral group $D_{\infty}=<r, s \mid s^{2}=1, s r s=r^{-1}>$. The power graph of this group is a union of a copy of $\mathcal{P}(Z)$ and infinite copies of $K_{2}$ that share in identity. Thus, by Theorem 2.3, $\operatorname{Aut}\left(\mathcal{P}\left(D_{\infty}\right)\right)=\left(S_{P}\right.$ \ $\left.S_{2}\right) \times S_{L}$.

For the sake of completeness, we mention here two important results which are crucial in our investigation of the power graphs of the infinite groups.

Theorem 2.5. [5] Let $G$ be an infinite group. Then $\mathcal{P}(G)$ is complete if and only if $G \cong Z\left(p^{\infty}\right)$ for some prime $p$.

By previous theorem $\operatorname{Aut}\left(Z\left(p^{\infty}\right)\right) \cong S_{N}$.
Theorem 2.6. [5] Let $G$ be a group. Then $\mathcal{P}(G)$ is planar if and only if $G$ is a torsion group and $\pi_{e}(G) \subseteq\{1,2,3,4\}$.

By previous theorem for the Tarski Monster group $T, \mathcal{P}(T)$ is planar.
Theorem 2.7. For the Tarski Monster group $T$, $\operatorname{Aut}(\mathcal{P}(T))=S_{p}$ 乙 $S_{N}$. Also $\chi(\mathcal{P}((T))=p$.

Proof. The power graph of the Tarski Monster group $T$ for the prime number $p$ is a union infinite copy of $K_{p}$ that share in identity. So by Theorem 2.1, the automorphism group of this graph is $\operatorname{Aut}(\mathcal{P}(T))=S_{p} \backslash S_{N}$. Also, according to power graph structure of the Tarski Monster group, $\chi(\mathcal{P}((T))=p$.

Direct product of graphs $\Gamma_{1}\left(V_{1}, E_{1}\right), \ldots, \Gamma_{n}\left(V_{n}, E_{n}\right)$ is graph $\Gamma(V, E)$, where $V=V_{1} \times \ldots \times V_{n}$ and $E$ is the set of all pairs $\left(\left(a_{1}, \ldots, a_{n}\right),\left(b_{1}, \ldots, b_{n}\right)\right)$ such that $\left(a_{1}, \ldots, a_{n}\right) \neq\left(b_{1}, \ldots, b_{n}\right)$ and $\left(a_{i}, b_{i}\right) \in E_{i} \cup \triangle\left(V_{i}\right)$ for all $1 \leq i \leq n[11]$.

Theorem 2.8. [11] If group $G$ is a direct product of the $p_{i}$-primary components of itself, that $p_{i}$ 's are pairwise distinct primes, then the power graph of $G$ is the direct product of the power graphs of the $p_{i}$-primary component.

Corollary 2.1. We know that $Q / Z=\bigoplus_{p \in P} Z\left(p^{\infty}\right)$ that $Z\left(p^{\infty}\right)$ 's are p-primary components of $Q / Z$. By theorem previous and Theorem 2.5, the power graph of group $Q / Z$ is a direct product of the power graphs of complete graphs.
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#### Abstract

In this paper, we have studied an approximation properties of modified Baskakov-Gamma operator. Using Korovkin type theorem, firste we gave the approximation properties of this operator. Secondly, we computed the rate of convergence of this operator by means of the modulus of continuity and we gave an approximation properties of weighted spaces. Finally, we studied the Voronovskaya type theorem of this operator.


## 1. Introduction

The Baskakov operators and their connections with different branches of analysis such as convex and numerical analysis have been studied intensively.

In 1957, V.A. Baskakov defined the well _known Baskakov operators as follows[22];

$$
B_{n}(f ; x)=\sum_{k=0}^{\infty} f\left(\frac{k}{n}\right)\binom{n+k-1}{k} \frac{x^{k}}{(1+x)^{n+k}} \quad x \geq 0, n \in \mathbb{N}
$$

Later, many authors studied the approximation properties and gave many generalizations of these operators [1] ,[5],[10],[11],[15],,[16],[17],[25],[26].Recently İnce İlarslan et al.[12]discussed some approximation properties of (p,q)-Baskakov-Kantoro -vich operators. Some authors studied the approximation properties Szasz type generalization[21].

[^5]In 1998, V. Miheşan cosnructed and studied the convergence properties a generalization of the Baskakov operators as follows[24]:

$$
\begin{equation*}
B_{n}^{a}(f ; x)=\sum_{k=0}^{\infty} e^{-\frac{a x}{1+x}} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} f\left(\frac{k}{n}\right) \quad x \geq 0, n \in \mathbb{N} \tag{1.1}
\end{equation*}
$$

where $P_{k}(x ; a)=\sum_{i=0}^{k}\binom{k}{i}(x)_{i} a^{k-i}$.
In [6], Wafi and Khatoon examined the convergence features of the integral type modification of the operators (1.1)
(1.2) $V_{n}^{a}(f ; x)=n \sum_{k=0}^{\infty} e^{\frac{a x}{1+x}} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \int_{\frac{k}{n}}^{\frac{k+1}{n}} f(t) d t \quad x \geq 0, n \in \mathbb{N}$.

In 2010, Erençin and Başcanbaz-Tunca [2] identified a more general version of these operators, with the help of sequence, and examined the convergence features.

In 2011, Erençin constructed a Durrmeyer type modification of generalized Baskakov operators (1.1) as follows

$$
\begin{equation*}
L_{n}^{\alpha}(f ; x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{1}{B(k+1, n)} \int_{0}^{\infty} \frac{t^{k}}{(1+t)^{n+k+1}} f(t) d t \quad ; \quad x \geq 0 \tag{1.3}
\end{equation*}
$$

and studied some approximations properties[3].In (2012), Krech and Malejki investigated a modified type this operators [13].

In 2014, Erençin and Büyükdurakoğlu extended the operator (1.2) as

$$
K_{n}(f ; x)=e^{-\frac{a_{n} x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{b_{n}}{d_{n}-c_{n}} \int_{\frac{k+c_{n}}{b_{n}}}^{\frac{k+d_{n}}{b_{n}}} f(t) d t ; x \geq 0, n \in \mathbb{N},
$$

which is a more general version of the operators and examined the convergence features in weighted spaces[1].

In 2017, N. Rao and A. Wafi [8] defined as follows

$$
L_{n, a}^{\alpha, \beta}(f, x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} f\left(\frac{k+\alpha}{n+\beta}\right)
$$

and examined the convergence features of Stancu variant the operator of (1.2).
In 2015, Goyal and Agrawal examined the convergence features of bivariate generalization of operators $L_{n}^{\alpha}$ given by (1.3)[15].

Gamma operator is identified as[7]

$$
G_{n}(f, x)=\int_{0}^{\infty} \frac{x^{n+1}}{n!} e^{-x y} y^{n} f\left(\frac{n}{y}\right) d y \quad x \in(0, \infty), n \in \mathbb{N}
$$

In 2011, L. Rempulska and M. Skorupka extended the modified version of Gamma operator as follows

$$
G_{n, p}(f, x)=\int_{0}^{\infty} \frac{x^{n+1}}{n!} e^{-x y} y^{n} F_{p}\left(x, \frac{n}{y}\right) d y
$$

and investigated the approximation properties for differentiable functions in polynomial weighted spaces[14].

Different modification of this operator were examined[19],[20],[21].
In 2014, R. Malejki and E. Wachnicki[18] constructed integral type modification the operators $B_{n}^{\alpha}$ given by(1.1)as follows:

$$
M_{n}^{\alpha, a}(f, x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{1}{\Gamma(\alpha+k+1)} \int_{0}^{\infty} e^{-n s}(n s)^{\alpha+k} f(s) d s
$$

and studied approximation properties of the operator. In (2015), E. Pandey and S.P. Mishra investigated a differet type this operators[9].

In 2016, I. Krech and R. Malejki[13] defined a multivariate version of the operators $M_{n}^{\alpha, a}$.

In this paper, we give a new generalization consisting of the linear combination of Baskakov- Gamma operators.

## 2. Constructions of the Operators

Let $x \in(0, \infty), n \in \mathbb{N}, 0<\alpha<\beta$ and $f$ be defined on the space $C_{B}(0, \infty)$ of all continuous bounded functions. We define the operator as follows:

$$
\begin{equation*}
S_{n, a}^{\alpha, \beta}(f ; x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \int_{0}^{\infty} \frac{x^{n+1}}{n!} y^{n} e^{-x y} f\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}\right) d y \tag{2.1}
\end{equation*}
$$

where $a>0$ is a constant and

$$
P_{k}(n, a)=\sum_{i=0}^{k}\binom{k}{i}(n)_{i} a^{k-i}
$$

with $(n)_{0}=1,(n)_{i}=n(n+1)(n+2) \ldots(n+i-1) ; i \geq 1$ denotes Pochammer Symbol. With the help of derivatives, $e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k+1}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}=n(1+x)+a$ and

$$
e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k+2}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}=n(n+1)(1+x)^{2}+2 a n(1+x)+a^{2} \text { can be easily }
$$ proved.

## 3. Auxiliary results

Lemma 3.1. For the operators (2.1), we have

$$
\begin{aligned}
S_{n, a}^{\alpha, \beta}(1 ; x) & =1, \\
S_{n, a}^{\alpha, \beta}(t ; x) & =\frac{n x+\alpha}{n+\beta} \frac{a x}{(1+x)(n+\beta)}, \\
S_{n, a}^{\alpha, \beta}\left(t^{2} ; x\right) & =\frac{n^{2}(1+n) x^{2}}{(n+\beta)^{2}(n-1)}+\frac{\left[2 a n^{2}(1+x)+\alpha^{2} n\right]}{(n+\beta)^{2}(n-1)} \frac{x^{2}}{(1+x)^{2}} \\
& \times \frac{\left\{\left[n^{2}+2 \alpha n(n-1)\right](1+x)+[a n+2 a \alpha(n-1)]\right\}}{(n+\beta)^{2}(n-1)} \frac{x}{1+x}+\frac{\alpha^{2}}{(n+\beta)^{2}} .
\end{aligned}
$$

Proof. Using the operator (2.1), , it follows

$$
S_{n, a}^{\alpha, \beta}(1 ; x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y} d y
$$

If we say $x y=t$ then it follows

$$
S_{n, a}^{\alpha, \beta}(1 ; x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}=1
$$

which proves the first result.
For $f(t)=t$ we have

$$
\begin{aligned}
& S_{n, a}^{\alpha, \beta}(t ; x) \\
& =e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \frac{1}{n+\beta} \quad\left[n \int_{0}^{\infty} y^{n} e^{-x y} \frac{k}{x y} d y+\alpha \int_{0}^{\infty} y^{n} e^{-x y} d y\right] \\
& =\frac{1}{n+\beta} \frac{x}{1+x}\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k+1}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}\right)^{0}+\frac{\alpha}{n+\beta}=\frac{n x+\alpha}{n+\beta}+\frac{a x}{(1+x)(n+\beta)} .
\end{aligned}
$$

For $f(t)=t^{2}$, it follows

$$
S_{n, a}^{\alpha, \beta}\left(t^{2} ; x\right)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y}\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}\right)^{2} d y
$$

$$
\begin{aligned}
= & \frac{e^{-\frac{a x}{1+x}}(n+\beta)^{2}}{\sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k+n+1}}{(1+x)^{n+k} n!}} \\
& \times\left[n^{2} \int_{0}^{\infty} y^{n} e^{-x y} \frac{k^{2}}{x^{2} y^{2}} d y+2 \alpha n \int_{0}^{\infty} y^{n} e^{-x y} \frac{k}{x y} d y+\alpha^{2} \int_{0}^{\infty} y^{n} e^{-x y} d y\right] \\
= & \frac{n}{(n-1)(n+\beta)^{2}} \frac{x^{2}}{(1+x)^{2}}\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k+2}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}\right) \\
& +\frac{n}{(n-1)(n+\beta)^{2}} \frac{x}{1+x} \times\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k+1}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}\right) \\
& +\frac{2 \alpha}{(n+\beta)^{2}} \frac{x}{1+x}\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k+1}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}}\right)+\frac{\alpha^{2}}{(n+\beta)^{2}} \\
= & \frac{n^{2}(1+n) x^{2}}{(n+\beta)^{2}(n-1)}+\frac{\left[2 a n^{2}(1+x)+\alpha^{2} n\right]}{(n+\beta)^{2}(n-1)} \frac{x^{2}}{(1+x)^{2}} \\
& +\frac{\left\{\left[n^{2}+2 \alpha n(n-1)\right](1+x)+[a n+2 a \alpha(n-1)]\right\}}{(n+\beta)^{2}(n-1)} \frac{x}{1+x}+\frac{\alpha^{2}}{(n+\beta)^{2}},
\end{aligned}
$$

which completes the proof.
$S_{n, a}^{\alpha, \beta}\left(t^{3} ; x\right)$ and $S_{n}^{a}\left(t^{4} ; x\right)$ can be proved in a similarly way that of the proof of Lemma 3.1.

Theorem 3.1. Let $f \in C_{B}(0, \infty), x \in(0, \infty)$ and $n \in \mathbb{N}$. Then we have

$$
\lim _{n \rightarrow \infty}\left(S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right)=0
$$

Proof. Proof is clear that by Lemma 3.1.
Lemma 3.2. For the operators (2.1),

$$
S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right) \leq M^{*} \frac{x^{2}+x+1}{(n+\beta)^{2}}
$$

where $M_{i}=(n, a, \beta, \alpha), i=1,2, \ldots ; \quad M^{*}=\max \left(M_{i}\right)$.
Proof. From linearity of the operator (2.1) and Lemma3.1, since $\frac{x^{s}}{(1+x)^{l}} \leqq x^{s}$ for all $x \geqq 0, \quad l<s \quad(l, s=1,2,3,4)$, we can write

$$
\begin{aligned}
S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right) & \leq \frac{1}{(n+\beta)^{2}}\left(\frac{n\left(n+\alpha^{2}+2 a n+n^{2}\right)-(n-1)(n+\beta)(n+2 \alpha-\beta)}{n-1}\right) x^{2} \\
& +\frac{1}{(n+\beta)^{2}}\left(\frac{(n-2 \alpha+2 n \alpha)(a+n)-2 \alpha(n-1)(n+\beta)}{n-1}\right) x+\frac{\alpha^{2}}{(n+\beta)^{2}} \\
& =\frac{x^{2}}{(n+\beta)^{2}} M_{1}+\frac{x}{(n+\beta)^{2}} M_{2}+\frac{1}{(n+\beta)^{2}} M_{3} \\
& \leq M^{*} \frac{x^{2}+x+1}{(n+\beta)^{2}} .
\end{aligned}
$$

## 4. Rates of Convergence

We can show the approximation of the operator with the help of the modulus of continuity.

Theorem 4.1. Let $x \in(0, \infty), n \in \mathbb{N}$ and $f \in C_{B}$, then we have

$$
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq M^{* *} w\left(f ; \sqrt{\frac{x^{2}+x+1}{(n+\beta)^{2}}}\right)
$$

Proof. By the definition of the operators (2.1) and properties of modulus of continuity, we may write

$$
\begin{aligned}
& \left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq \\
& \leq e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y}\left|f\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}\right)-f(x)\right| d y \\
& \leq e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y} w\left(f ;\left|\frac{\frac{k n}{x y}+\alpha}{n+\beta}-x\right|\right) d y \\
& =w(f, \delta)+e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \frac{1}{\delta} w(f ; \delta)\left(\int_{0}^{\infty} y^{n} e^{-x y}\left|\frac{k n}{x y}+\alpha, x\right| d y\right)
\end{aligned}
$$

By applying the Cauchy-Schwarz inequality two times succesively to the right side, we get

$$
\begin{aligned}
& \left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq w(f, \delta) \\
& +\frac{1}{\delta} w(f ; \delta)\left\{\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \int_{0}^{\infty} \frac{x^{n+1}}{n!} y^{n} e^{-x y}\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}-x\right)^{2} d y\right)^{\frac{1}{2}}\right. \\
& \left.\times\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \int_{0}^{\infty} \frac{x^{n+1}}{n!} y^{n} e^{-x y} d y\right)^{\frac{1}{2}}\right\} \\
& \leq w(f, \delta)+\frac{1}{\delta} w(f ; \delta) \sqrt{M^{*}} \sqrt{\frac{x^{2}+x+1}{(n+\beta)^{2}}}
\end{aligned}
$$

If we take $\delta=\sqrt{\frac{x^{2}+x+1}{(n+\beta)^{2}}}$, then it follows

$$
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq M^{* *} w\left(f ; \sqrt{\frac{x^{2}+x+1}{(n+\beta)^{2}}}\right)
$$

which ends the proof where

$$
M^{* *}=1+\sqrt{M^{*}}
$$

Let $C_{B}(0, \infty)$ denote the space of real valued continuous and bounded functions on the interval $(0, \infty)$, with the norm

$$
\|f\|=\sup _{0 \leq x<\infty}|f(x)|
$$

For every $\delta>0$, Peetre's K- functional is defined by

$$
K_{2}(f ; \delta)=\inf _{g \in C_{B}^{2}(0, \infty)}\left\{\|f-g\|+\delta\left\|g^{\prime \prime}\right\|\right\}
$$

where

$$
C_{B}^{2}(0, \infty)=\left\{g \in C_{B}(0, \infty): g^{\prime}, g^{\prime \prime} \in C_{B}(0, \infty)\right\}
$$

There exists an absolute constant $C>0$ such that

$$
\begin{equation*}
K_{2}(f ; \delta) \leq C w_{2}(f ; \sqrt{\delta}) \tag{4.1}
\end{equation*}
$$

holds where $w_{2}$ is the second order modulus of smoothness of $f$, defined by

$$
w(f ; \delta)=\sup _{0<h \leq \delta 0<x<\infty} \sup _{0}|f(x+2 h)-2 f(x+h)+f(x)| .
$$

Now, we consider the following $\hat{S}_{n, a}^{\alpha, \beta}(f ; x)$ by means of operator $S_{n, a}^{\alpha, \beta}$

$$
\begin{equation*}
\hat{S}_{n, a}^{\alpha, \beta}(f ; x)=S_{n, a}^{\alpha, \beta}(f ; x)-f\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}\right)+f(x) \tag{4.2}
\end{equation*}
$$

Then, the following Lemma can be given.
Lemma 4.1. Let $g \in C_{B}^{2}(0, \infty)$. Then we have

$$
\left|\hat{S}_{n, a}^{\alpha, \beta}(g ; x)-g(x)\right| \leq \delta_{n}(x)\left\|g^{\prime \prime}\right\|
$$

where

$$
\delta_{n}(x)=S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right)+\left(\frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right)^{2}
$$

Proof. For the operators $\hat{S}_{n, a}^{\alpha, \beta}(f ; x)$, we get

$$
\begin{aligned}
\hat{S}_{n, a}^{\alpha, \beta}(t-x ; x) & =S_{n, a}^{\alpha, \beta}(t-x ; x)-\left(\frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right) \\
& =S_{n, a}^{\alpha, \beta}(t ; x)-x S_{n, a}^{\alpha, \beta}(1 ; x)-S_{n, a}^{\alpha, \beta}(t ; x)+x S_{n, a}^{\alpha, \beta}(1 ; x)=0 .
\end{aligned}
$$

Let $g \in C_{B}^{2}(0, \infty)$ and $x \in(0, \infty)$. By Taylor's formula of $g$, we may write

$$
g(t)-g(x)=(t-x) g^{\prime}(x)+\int_{x}^{t}(t-u) g^{\prime \prime}(u) d u \quad ; \quad t \in[0, \infty)
$$

If we apply the operator $\hat{S}_{n, a}^{\alpha, \beta}$ to this equality, we obtain

$$
\begin{aligned}
\hat{S}_{n, a}^{\alpha, \beta}(g(t)- & g(x) ; x)=g^{\prime}(x) \hat{S}_{n, a}^{\alpha, \beta}((t-x) ; x)+\hat{S}_{n, a}^{\alpha, \beta}\left(\int_{x}^{t}(t-x) g^{\prime \prime}(u) d u ; x\right) \\
= & \hat{S}_{n, a}^{\alpha, \beta}\left(\int_{x}^{t}(t-x) g^{\prime \prime}(u) d u ; x\right) \\
= & S_{n, a}^{\alpha, \beta}\left(\int_{x}^{t}(t-x) g^{\prime \prime}(u) d u ; x\right)- \\
- & \left(\int_{x}^{\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}}\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}-u\right) g^{\prime \prime}(u) d u ; x\right) \\
& \quad \int_{x}^{x}(x-u) d u .
\end{aligned}
$$

By using the following inequality

$$
\left|\int_{x}^{t}(t-u) g^{\prime \prime}(u) d u\right| \leq(t-x)^{2}\left\|g^{\prime \prime}(u)\right\|
$$

we can write

$$
\int_{x}^{\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}}\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}-u\right) g^{\prime \prime}(u) d u \leq\left(\frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right)^{2}\left\|g^{\prime \prime}(u)\right\| .
$$

In wiev of this inequality, we can conclude that

$$
\begin{aligned}
\left|\hat{S}_{n, a}^{\alpha, \beta}(g ; x)-g(x)\right| & \leq\left\{S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right)+\left(\frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right)^{2}\right\}\left\|g^{\prime \prime}\right\| \\
& =\delta_{n}(x)\left\|g^{\prime \prime}\right\|
\end{aligned}
$$

Theorem 4.2. Let $f \in C_{B}(0, \infty)$. For all $x \in(0, \infty)$, there exists a constant $B>0$ such that

$$
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq B w_{2}\left(f ; \sqrt{\delta_{n}(x)}\right)+w\left(f ; \frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right)
$$

where

$$
\delta_{n}(x)=S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right)+\left(\frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right)^{2}
$$

Proof. For the operators $\hat{S}_{n, a}^{\alpha, \beta}$, we write

$$
\begin{equation*}
\hat{S}_{n, a}^{\alpha, \beta}(f ; x)-f(x)=\hat{S}_{n, a}^{\alpha, \beta}(f-g ; x)+(f-g)(x)+\hat{S}_{n, a}^{\alpha, \beta}(g-g(x) ; x) \tag{4.3}
\end{equation*}
$$

from the equality(4.1), it follows

$$
\begin{array}{r}
S_{n, a}^{\alpha, \beta}(f ; x)-f\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}\right)+f(x)-f(x)=\hat{S}_{n, a}^{\alpha, \beta}(f-g ; x)+(f-g)(x)  \tag{4.4}\\
+\hat{S}_{n, a}^{\alpha, \beta}(g ; x)-g(x)
\end{array}
$$

and

$$
\begin{aligned}
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq \mid & \hat{S}_{n, a}^{\alpha, \beta}(f-g ; x)|+|(f-g)(x)| \\
& +\left|\hat{S}_{n, a}^{\alpha, \beta}(g ; x)-g(x)\right|+\left|f\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}\right)-f(x)\right| .
\end{aligned}
$$

By taking the supremum of $\hat{S}_{n, a}^{\alpha, \beta}$ operators, we get

$$
\begin{aligned}
\left|\hat{S}_{n, a}^{\alpha, \beta}(f ; x)\right| & =\left\lvert\, \begin{array}{l}
\left.S_{n, a}^{\alpha, \beta}(f ; x)-f\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}\right)+f(x) \right\rvert\, \\
\\
\\
\leq \\
S_{n, a}^{\alpha, \beta}(f ; x) \mid+2\|f\|
\end{array}\right. \\
& \leq 3\|f\|
\end{aligned}
$$

Now if equality (4.3) is replaced by inequality (4.4), we have

$$
\begin{aligned}
\left|S_{n}^{a}(f ; x)-f(x)\right| \leq & 4\|f-g\|+\left|\hat{S}_{n}^{a}(g ; x)-g(x)\right| \\
& +\left|f\left(\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)}\right)-f(x)\right|
\end{aligned}
$$

from Lemma4.1 we obtain

$$
\begin{aligned}
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq & 4\left\{\|f-g\|+\delta_{n}(x)\left\|g^{\prime \prime}\right\|\right\} \\
& +w\left(f ; \frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right) .
\end{aligned}
$$

By taking the infimum for all $g \in C_{B}^{2}(0, \infty)$ on the right-hand side of the last inequality and considering (4.1), we get that

$$
\begin{aligned}
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| & \leq 4 K_{2}\left(f ; \delta_{n}\right)+w\left(f ; \frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right) \\
& \leq 4 C w_{2}\left(f ; \sqrt{\delta_{n}}\right)+w\left(f ; \frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right) \\
& =B w_{2}\left(f ; \sqrt{\delta_{n}}\right)+w\left(f ; \frac{a x+(1+x)(\alpha-x \beta)}{(1+x)(n+\beta)}\right)
\end{aligned}
$$

which completes the proof.
Theorem 4.3. Let $0<\gamma \leq 1$ and $f \in C_{B}(0, \infty)$. Then if $f \in \operatorname{Lip} p_{M}(\gamma)$, that is, the inequality

$$
|f(t)-f(x)| \leq M|t-x|^{\gamma}, \quad x, t \in(0, \infty)
$$

holds, then for each $x \in(0, \infty)$ we have

$$
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \leq M \delta_{n}^{\frac{\gamma}{2}}(x)
$$

where

$$
\delta_{n}=S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right) \text { and } M>0 \text { is a constant. }
$$

Proof. Let $f \in C_{B}(0, \infty) \cap \operatorname{Lip}_{M}(\gamma)$. By the linearity and monotonicity of the $S_{n, a}^{\alpha, \beta}$ operators, we get

$$
\begin{aligned}
\left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| & \leq S_{n, a}^{\alpha, \beta}(|f(t)-f(x)| ; x) \\
& \leq M S_{n, a}^{\alpha, \beta}\left(|t-x|^{\gamma} ; x\right) \\
& =M \sum_{k=0}^{\infty} e^{\left.-\frac{a x}{1+x} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y} \right\rvert\, \frac{k n}{x y+\alpha}}-\left.x\right|^{\gamma} d y .
\end{aligned}
$$

By applying the Hölder inequality two times succesively to the right side with $p=\frac{2}{\gamma}, q=\frac{2}{2-\gamma}$, we obtain

$$
\begin{aligned}
& \left|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right| \\
\leq & M\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y}\left|\frac{\frac{k n}{x y}+\alpha}{n+\beta}-x\right|^{2} d y\right)^{\frac{\gamma}{2}} \\
\leq & M S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right)^{\frac{\gamma}{2}} \\
= & M \delta_{n}^{\frac{\gamma}{2}}(x),
\end{aligned}
$$

which is the desired result.

## 5. Weighted Approximation Properties

Firstly, we give some definitions and theorem
Let $\rho(x)=1+x^{2}$ and $B_{\rho}[0, \infty)$ denote the space of all functions having the property

$$
|f(x)| \leq M_{f} \rho(x)
$$

where $x \in[0, \infty)$ and $M_{f}$ is a positive constant on $f$ functions. The norm on $B_{\rho}[0, \infty)$ is defined as follows

$$
\|f\|_{\rho}=\sup _{0 \leq x<\infty} \frac{|f(x)|}{1+x^{2}}
$$

$C_{\rho}[0, \infty)$ denotes the space of all continuous functions belonging to $B_{\rho}[0, \infty)$ and $C_{\rho}^{0}[0, \infty)$ denotes the subspace of all functions $f \in C_{\rho}[0, \infty)$ for which

$$
\lim _{x \rightarrow \infty} \frac{|f(x)|}{\rho(x)}=0
$$

The basic theorem for approximation of weighted spaces is given by Gadjiev in[4].

Theorem 5.1. Let $\left\{A_{n}\right\}$ be a sequence of positive linear operators defined from $C_{\rho}^{0}[0, \infty)$ to $B_{\rho}[0, \infty)$, and satisfying the conditions

$$
\lim _{n \rightarrow \infty}\left\|A_{n}\left(t^{v} ; x\right)-x^{v}\right\|_{\rho}=0, \quad v=0,1,2
$$

Then for any $f \in C_{\rho}^{0}[0, \infty)$,

$$
\lim _{n \rightarrow \infty}\left\|A_{n}(f ; x)-f(x)\right\|_{\rho}=0
$$

It is shown in [4] that, a sequence of linear positive operators $A_{n}$ is defined from $C_{\rho}^{0}[0, \infty)$ to $B_{\rho}[0, \infty)$ if and only if

$$
\left\|A_{n}(\rho ; x)\right\|_{\rho} \leq M_{\rho}
$$

where $M_{\rho}$ is a positive constant.
Theorem 5.2. Let $\left\{S_{n, a}^{\alpha, \beta}\right\}$ be the sequence of positive linear operators. For each $f \in C_{\rho}^{0}(0, \infty)$, we have

$$
\lim _{n \rightarrow \infty}\left\|S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right\|_{\rho}=0
$$

Proof. Using Lemma3.2, we get

$$
\begin{aligned}
\sup _{0 \leq x<\infty} \frac{\left|S_{n, \alpha}^{\alpha, \beta}(\rho ; x)\right|}{1+x^{2}} & =\sup _{0 \leq x<\infty} \frac{\left|S_{n, a}^{\alpha, \beta}\left(1+t^{2} ; x\right)\right|}{1+x^{2}} \\
& \leq 1+\frac{n\left(a+2 n+\alpha^{2}+2 a n+n^{2}\right)+\alpha(n-1)(2 a+2 n+\alpha)}{(n+\beta)^{2}(n-1)}
\end{aligned}
$$

There exists a positive contant $D$ such that for each $n$ and $\alpha, a, \beta<\infty$

$$
\frac{n\left(a+2 n+\alpha^{2}+2 a n+n^{2}\right)+\alpha(n-1)(2 a+2 n+\alpha)}{(n+\beta)^{2}(n-1)}<D .
$$

Hence we may write

$$
\sup _{0 \leq x<\infty} \frac{\left|S_{n, a}^{\alpha, \beta}(\rho ; x)\right|}{1+x^{2}}=\left\|S_{n, a}^{\alpha, \beta}(\rho ; x)\right\|_{\rho} \leq 1+D
$$

which shows that $\left\{S_{n}^{a}\right\}$ is a sequence of positive linear operators defined from $C_{\rho}^{0}(0, \infty)$ to $B_{\rho}(0, \infty)$.

For $v=0$, it is clear that

$$
\left\|S_{n, a}^{\alpha, \beta}(1 ; x)-1\right\|_{\rho}=0
$$

For $v=1$, we have

$$
\begin{aligned}
\left\|S_{n, a}^{\alpha, \beta}(t ; x)-x\right\|_{\rho} & =\sup _{0 \leq x<\infty} \frac{\left|S_{n, a}^{\alpha, \beta}(t ; x)-x\right|}{1+x^{2}} \\
& =\sup _{0 \leq x<\infty}\left|\frac{a x+(1+x)(n x+\alpha)}{(1+x)(n+\beta)} \frac{1}{1+x^{2}}-\frac{x}{1+x^{2}}\right| \\
& \leq\left|\frac{A}{n+\beta}\right|
\end{aligned}
$$

holds. Similarly, for $v=2$, we get

$$
\begin{aligned}
\left\|S_{n, a}^{\alpha, \beta}\left(t^{2} ; x\right)-x^{2}\right\|_{\rho} & \leq \sup _{0 \leq x<\infty} \frac{\left|S_{n, a}^{\alpha, \beta}\left(t^{2} ; x\right)-x^{2}\right|}{1+x^{2}} \\
& \leq\left|\frac{n\left(a+2 n+\alpha^{2}+2 a n+n^{2}\right)+\alpha(n-1)(2 a+2 n+\alpha)}{(n+\beta)^{2}(n-1)}-1\right| \\
& =\left|\frac{B}{(n+\beta)^{2}(n-1)}\right| .
\end{aligned}
$$

As a result, we obtain

$$
\lim _{n \rightarrow \infty}\left\|S_{n, a}^{\alpha, \beta}\left(t^{v} ; x\right)-x^{v}\right\|_{\rho}=0, \quad v=0,1,2 .
$$

Thus, the proof is completed.

Theorem 5.3. Let $x \in(0, \infty), n \in \mathbb{N}$ and $f \in C_{B}$. For the operators

$$
S_{n, a}^{\alpha, \beta}(f ; x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y} f\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}\right) d y
$$

and

$$
L_{n, a}^{\alpha, \beta}(f ; x)=e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} f\left(\frac{k+\alpha}{n+\beta}\right)
$$

the inequality

$$
\left|S_{n, a}^{\alpha, \beta}(f ; x)-L_{n, a}^{\alpha, \beta}(f ; x)\right| \leq w(f ; \delta) \varphi(x)
$$

is holds true, where

$$
\varphi(x)=\left(1+\frac{1}{\delta} \sqrt{\frac{n(n+1)+2 a n+a^{2}}{(n-1)(n+\beta)^{2}} x^{2}+\frac{n+a}{(n-1)(n+\beta)^{2}} x}\right)
$$

and

$$
\delta=\sqrt{\frac{n(n+1)+2 a n+a^{2}}{(n-1)(n+\beta)^{2}} x^{2}+\frac{n+a}{(n-1)(n+\beta)^{2}}} x
$$

Proof. From the definition and properties of modulus of continuity, we have

$$
\begin{aligned}
& \left|S_{n, a}^{\alpha, \beta}(f ; x)-L_{n, a}^{\alpha, \beta}(f ; x)\right| \\
& \leq e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y}\left|f\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}\right)-f\left(\frac{k+\alpha}{n+\beta}\right)\right| d y \\
& \leq w(f, \delta)+\frac{1}{\delta} w(f, \delta) e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!}\left[\int_{0}^{\infty} y^{n} e^{-x y}\left|\frac{\frac{k n}{x y}+\alpha}{n+\beta}-\frac{k+\alpha}{n+\beta}\right|\right] d y .
\end{aligned}
$$

By applying the Cauchy-Schwarz inequality two times succesively to the right side, we get

$$
\begin{aligned}
& \left|S_{n, a}^{\alpha, \beta}(f ; x)-L_{n, a}^{\alpha, \beta}(f ; x)\right| \\
& \leq w(f, \delta)+\frac{1}{\delta} w(f, \delta)\left\{\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y}\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}-\frac{k+\alpha}{n+\beta}\right)^{2} d y\right)^{\frac{1}{2}}\right. \\
& \times\left(e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{\left.\left.(1+x)^{n+k} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y} d y\right)^{\frac{1}{2}}\right\}}\right. \\
& \left.\left.=w(f, \delta)+\frac{1}{\delta} w(f, \delta) \sqrt{S_{n, a}^{\alpha, \beta}\left(\left(\frac{k n}{x y}+\alpha\right.\right.} \frac{x+\beta}{n+\beta} \frac{k+\alpha}{n+\beta}\right)^{2} ; x\right) .
\end{aligned}
$$

If we calculate the $S_{n, a}^{\alpha, \beta}\left(\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}-\frac{k+\alpha}{n+\beta}\right)^{2} ; x\right)$, we show that

$$
\begin{aligned}
& S_{n, a}^{\alpha, \beta}\left(\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}-\frac{k+\alpha}{n+\beta}\right)^{2} ; x\right)=S_{n, a}^{\alpha, \beta}\left(\frac{k^{2}\left(\frac{n}{x y}-1\right)^{2}}{(n+\beta)^{2}} ; x\right) \\
& =\frac{1}{(n-1)(n+\beta)^{2}}\left[\left(n(n+1) x^{2}+2 a n \frac{x^{2}}{(1+x)}+\frac{a^{2} x^{2}}{(1+x)}+n x+\frac{a x}{(1+x)}\right)\right] \\
& \leq \frac{n(n+1)+2 a n+a^{2}}{(n-1)(n+\beta)^{2}} x^{2}+\frac{n+a}{(n-1)(n+\beta)^{2}} x,
\end{aligned}
$$

from which, it follows

$$
\lim _{n \rightarrow \infty} S_{n, a}^{\alpha, \beta}\left(\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}-\frac{k+\alpha}{n+\beta}\right)^{2} ; x\right)=0 .
$$

Thus, we have

$$
\begin{aligned}
& \left|S_{n, a}^{\alpha, \beta}(f ; x)-L_{n, a}^{\alpha, \beta}(f ; x)\right| \\
\leq & w(f, \delta)+\frac{1}{\delta} w(f, \delta) \sqrt{\frac{n(n+1)+2 a n+a^{2}}{(n-1)(n+\beta)^{2}} x^{2}+\frac{n+a}{(n-1)(n+\beta)^{2}} x} \\
\leq & w(f, \delta) \varphi(x) .
\end{aligned}
$$

## 6. Voronovskaya Type Theorem

Lemma 6.1. For the operators $S_{n, a}^{\alpha, \beta}(f ; x)$ defined (2.1), we have

$$
\begin{aligned}
& S_{n, a}^{\alpha, \beta}(t-x ; x)=\frac{\alpha-\beta x}{n+\beta}+\frac{a x}{(n+\beta)(1+x)} . \\
& \begin{aligned}
S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right)= & \frac{2 n^{2}+n \beta^{2}-\beta^{2}}{(n+\beta)^{2}(n-1)} x^{2}+\frac{2 a(n+\beta-n \beta)}{(n+\beta)^{2}(n-1)} \frac{x^{2}}{1+x}+\frac{a^{2} n}{(n+\beta)^{2}(n-1)} \frac{x^{2}}{(1+x)^{2}} \\
& \quad+\frac{\left(n^{2}-2 \alpha \beta n+2 \alpha \beta\right)}{(n+\beta)^{2}(n-1)} x+\frac{a n+2 a \alpha(n-1)}{(n+\beta)^{2}(n-1)} \frac{x}{1+x}+\frac{\alpha^{2}}{(n+\beta)^{2}} .
\end{aligned}
\end{aligned}
$$

Proof. By using the definition of $S_{n, a}^{\alpha, \beta}$, it can be proved easily.
Theorem 6.1. Let $a, x>0,0 \leq \alpha \leq \beta$ and $n \in N$. For $f \in C^{2}(0, \infty)$ and bounded, we have

$$
\lim _{n \rightarrow \infty}(n+\beta)\left[S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right]=\left(\alpha-\beta x+\frac{a x}{1+x}\right) f^{\prime}(x)+\frac{2 x^{2}+x}{2} f^{\prime \prime}(x)
$$

Proof. Let $x, t \in(0, \infty), f \in C^{2}(0, \infty)$. By Taylor's formula for $f$, we have

$$
\begin{equation*}
f(t)=f(x)+(t-x) f^{\prime}(x)+\frac{(t-x)^{2}}{2!} f^{\prime \prime}(x)+(t-x)^{2} \phi(t ; x) \tag{6.1}
\end{equation*}
$$

where the function $\phi(t ; x) \in C[0, \infty)$ and $\lim _{t \rightarrow x} \phi(t ; x)=0$. By applying the operator $S_{n, a}^{\alpha, \beta}$ to the both sides of (6.1), we have

$$
\begin{align*}
S_{n, a}^{\alpha, \beta} f(t)= & f(x) S_{n, a}^{\alpha, \beta}(1 ; x)+f^{\prime}(x) S_{n, a}^{\alpha, \beta}(t-x ; x)+\frac{f^{\prime \prime}(x)}{2!} S_{n, a}^{\alpha, \beta}\left((t-x)^{2} ; x\right)  \tag{6.2}\\
& +S_{n, a}^{\alpha, \beta}\left((t-x)^{2} \phi(t ; x) ; x\right)
\end{align*}
$$

According to Lemma6.1, the equality (6.2) can be written as follows

$$
\begin{aligned}
& (n+\beta)\left[S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right]=(n+\beta)\left[\frac{\alpha-\beta x}{n+\beta}+\frac{a x}{(n+\beta)(1+x)}\right] f^{\prime}(x) \\
& +(n+\beta)\left[\frac{2 n^{2}+n \beta^{2}-\beta^{2}}{(n+\beta)^{2}(n-1)} x^{2}+\frac{2 a(n+\beta-n \beta)}{(n+\beta)^{2}(n-1)} \frac{x^{2}}{1+x}+\frac{a^{2} n}{(n+\beta)^{2}(n-1)} \frac{x^{2}}{(1+x)^{2}}\right. \\
& \left.+\frac{\left(n^{2}-2 \alpha \beta n+2 \alpha \beta\right)}{(n+\beta)^{2}(n-1)} x+\frac{a n+2 a \alpha(n-1)}{(n+\beta)^{2}(n-1)} \frac{x}{1+x}+\frac{\alpha^{2}}{(n+\beta)^{2}}\right] \frac{f^{\prime \prime}(x)}{2!}+S_{n, a}^{\alpha, \beta}\left((t-x)^{2} \phi(t ; x) ; x\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& S_{n, a}^{\alpha, \beta}\left((t-x)^{2} \phi(t ; x) ; x\right)= \\
& =e^{-\frac{a x}{1+x}} \sum_{k=0}^{\infty} \frac{P_{k}(n, a)}{k!} \frac{x^{k}}{(1+x)^{n+k}} \frac{x^{n+1}}{n!} \int_{0}^{\infty} y^{n} e^{-x y} f\left(\frac{\frac{k n}{x y}+\alpha}{n+\beta}-x\right)^{2} \phi(t ; x) d y
\end{aligned}
$$

By applying the Cauchy-Schwarz inequality two times succesively to the right side, we get

$$
\begin{equation*}
(n+\beta) S_{n, a}^{\alpha, \beta}\left((t-x)^{2} \phi(t ; x) ; x\right) \leq \sqrt{(n+\beta)^{2} S_{n, a}^{\alpha, \beta}\left((t-x)^{4} ; x\right)} \sqrt{S_{n, a}^{\alpha, \beta}\left(\phi^{2}(t ; x) ; x\right)} \tag{6.3}
\end{equation*}
$$

From Lemma 6.1, we have $S_{n, a}^{\alpha, \beta}\left((t-x)^{4} ; x\right)=O\left(n^{-2}\right)$. Thus, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(n+\beta)^{2} S_{n, a}^{\alpha, \beta}\left((t-x)^{4} ; x\right)=12 x^{4}+12 x^{3}+3 x^{2} \tag{6.4}
\end{equation*}
$$

On the other hand, since $\phi(t ; x) \in C[0, \infty)$ and $\lim _{t \rightarrow x} \phi(t ; x)=0$, then we conclude

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S_{n, a}^{\alpha, \beta}\left(\phi^{2}(t ; x) ; x\right)=\phi^{2}(x ; x)=0 \tag{6.5}
\end{equation*}
$$

Hence, we get from (6.3), (6.4) and (6.5) that

$$
\lim _{n \rightarrow \infty}(n+\beta) S_{n, a}^{\alpha, \beta}\left((t-x)^{2} \phi(t ; x) ; x\right)=0
$$

and then, we find
$\lim _{n \rightarrow \infty}(n+\beta)\left[S_{n, a}^{\alpha, \beta}(f ; x)-f(x)\right]=\left(\alpha-\beta x+\frac{a x}{1+x}\right) f^{\prime}(x)+\frac{2 x^{2}+x}{2} f^{\prime \prime}(x)$
which completed the proof. [1]
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#### Abstract

The paper introduces a new autoregressive model of order one for time series of counts. The model is comprised of a linear as well as nonlinear autoregressive component. These two components are governed by random coefficients. The autoregression is achieved by using the negative binomial thinning operator. The method of moments and the conditional maximum likelihood method are discussed for the parameter estimation. The practicality of the model is presented on a real data set. Keywords: Time series of counts, Negative binomial thinning operator, Linear model, Nonlinear model.


## 1. Introduction

In the past few decades, time series modeling has been drawing a lot of attention to researchers as well as practitioners. Understanding the dependence and the evolution of an observed series is an important task. A significant contribution in this field is modeling time series of counts. Time series of counts arises in many real-life situations. For example, number of infected persons, number of stock transactions, number of spaces, number of committed crimes, etc. Studding of these types of time series started after the introduction of the thinning operator in [15]. Some of the first integer-valued autoregressive (INAR) models based on the thinning parameter are presented in [11], [1], [2]. These models experienced various modifications regarding their structure, the definition of thinning operator and the dimensionality. A comprehensive review of INAR models can be found in [16] and [14]. The extension to bivariate INAR models can be found in [7], [9], [8].

[^6]In general, the INAR models are composed of the survival and the innovation process. The survival process is an autoregressive component, which is defined through the thinning operator. Some of the most exploited thinning operators are the binomial thinning operator introduced in [15], and the negative binomial thinning operator introduced in [13]. The autoregressive component, usually named the survival process, is of the form

$$
\alpha \circ X=\sum_{i=1}^{X} W_{i},
$$

where $W_{i}$ is a counting sequence. And the major drawback of the autoregressive models is that they put too much or too little weight on thier previous value when predicting the next one. Some of the solutions to this problem were given in [5] where the thinning parameter $\alpha$ is governed by an external process. The generalization of this model was discussed in [6] and [4]. Some other modifications of the autoregressive dependence are based on introducing a bilinear autoregressive component, [3]. Also, there are autoregressive INAR modes that are dealing with the excess number of zeros and ones [12].

The aim of this paper is to introduce a model whose autoregressive part is comprised of a linear as well as a nonlinear component. The nonlinear component is defined through the current state of the innovation process. The idea for that lies in the fact that the survival process might depend on the innovation process. For example, if we have a lot of new specimens of some population, probably the environment conditions are adequate for that species so the survival rate will be higher. Random coefficients determine whether the autoregressive component is linear or not. The linear, as well as the nonlinear component, are defined through the negative binomial thinning operator. Even though the model has this complex definition of the autoregressive component, the conditional expectation can be determined. This fact increases the practical aspect of the model, since the one-step-ahead prediction is possible. Also, the model is proved to be stationary.

The next section gives us the definition of the model. In Section 3. the main properties of the model are derived. Section 4. proposes two methods for the parameter estimation, whose efficiency are tested in Section 5. Section 6. discusses the practical aspect of the model. The concluding remarks are given in Section 7.

## 2. Model definition

In this section, we introduce the Mixed nonlinear INAR(1) model (MNLINAR(1) ) in a general form, without specifying a distribution of the innovation process. For such a model, we prove the existence and the strict stationarity. Also, the main properties of the model are derived.

Let $\left\{X_{t}\right\}$ be a non-negative integer-valued time series. Then, the MNLINAR(1) model is defined as follows:

$$
X_{t}= \begin{cases}\alpha * X_{t-1}+\varepsilon_{t}, & \text { w.p. } p  \tag{2.1}\\ \alpha *\left(X_{t-1} \varepsilon_{t}\right)+\varepsilon_{t}, & \text { w.p. } 1-p\end{cases}
$$

where the negative binomial thinning operator is defined as $\alpha * X=\sum_{i=1}^{X} W_{i}$, where $\left\{W_{t}\right\}$ is independent identically distributed random variables with geometric marginal distribution $\operatorname{Geom}(\alpha /(1+\alpha))$, whose probability mass function is $P\left(W_{i}=\right.$ $w)=\frac{\alpha^{w}}{(1+\alpha)^{w+1}}$. The counting sequence $\left\{W_{t}\right\}$ are independent of $\left\{X_{t}\right\}$ and $\left\{\varepsilon_{t}\right\}$. Further, the random variable $\varepsilon_{t}$ is independent of $X_{s}$ for $s<t$.

As we can see, the MNLINAR(1) model evolves as a linear model with probability $p$ and as a nonlinear model with probability $1-p$. So, the model can be expressed with random variables $U_{t}$ and $V_{t}$ where $P\left(U_{t}=\alpha, V_{t}=0\right)=1-P\left(U_{t}=\right.$ $\left.0, V_{t}=\alpha\right)=p$. Than the MNLINAR(1) model is defined as

$$
\begin{equation*}
X_{t}=U_{t} * X_{t-1}+V_{t} *\left(X_{t-1} \varepsilon_{t}\right)+\varepsilon_{t} . \tag{2.2}
\end{equation*}
$$

Theorem 2.1. There exist a unique strictly stationary bivariate time series $\left\{X_{t}\right\}$ that satisfies equation (2.2), when $\alpha(p+(1-p) \lambda)<1, \alpha^{2}\left(p+(1-p) E\left(\varepsilon_{t}^{2}\right)\right)<1$ and $E\left(\varepsilon_{t}^{2}\right)<\infty$, where $\lambda$ stands for $E\left(\varepsilon_{t}\right)$.

Proof. Let us introduce a series $\left\{X_{t}^{(n)}\right\}$ in the following way:

$$
X_{t}^{(n)}=\left\{\begin{array}{ll}
0, & n<0 \\
\varepsilon_{t}, & n=0 \\
U_{(t)} * X_{t-1}^{(n-1)}+V_{(t)} *\left(X_{t-1}^{(n-1)} \varepsilon_{t}\right)+\varepsilon_{t}, & n>0
\end{array} .\right.
$$

Here, notations $U_{(t)}$ and $V_{(t)}$ implies that the counting series that figure in $U_{(t)} * X^{(n)}$ are fixed at time $t$ for all $n$. Now, we define the Hilbert space $L^{2}(\Omega, \mathcal{F}, P)=$ $\left\{X: E\left(X^{2}\right)<\infty\right\}$, where the measure between two random variables is defined as $E(X Y)$. The idea is to prove that $\left\{X_{t}^{(n)}\right\}$ is strictly stationary, and then to show that $\left\{X_{t}^{(n)}\right\}$ is a Cauchy sequence that belongs to just defined $L^{2}$ space.

Using the same approach as in [3], it can be proved that the series $\left\{X_{t}^{(n)}\right\}$ is strictly stationary, so we omit that proof here.

To show that $X_{t}^{(n)}$ belong to the above defined Hilbert space, we need to prove that $E\left(X_{t}^{(n)}\right)^{2}<\infty$. For $n \leq 0$ it obviously holds, thus let us focus on $n>0$. We
obtain the following equation:

$$
\begin{aligned}
& E\left(X_{t}^{(n)}\right)^{2}=p E\left(\alpha * X_{t-1}^{(n-1)}+\varepsilon_{t}\right)^{2}+(1-p) E\left(\alpha *\left(X_{t-1}^{(n-1)} \varepsilon_{t}\right)+\varepsilon_{t}\right) \\
& =p E\left(\left(\alpha * X_{t-1}^{(n-1)}\right)^{2}+2 \alpha * X_{t-1}^{(n-1)} \varepsilon_{t}+\varepsilon_{t}^{2}\right) \\
& \quad \quad+(1-p) E\left(\left(\alpha *\left(X_{t-1}^{(n-1)} \varepsilon_{t}\right)\right)^{2}+2 \alpha *\left(X_{t-1}^{(n-1)} \varepsilon_{t}\right) \varepsilon_{t}+\varepsilon_{t}^{2}\right) \\
& =p\left[\alpha^{2} E\left(X_{t-1}^{(n-1)}\right)^{2}+\alpha(1+\alpha) E\left(X_{t-1}^{(n-1)}\right)\right. \\
& \left.\quad+2 \alpha E\left(X_{t-1}^{(n-1)}\right) E\left(\varepsilon_{t}\right)+E\left(\varepsilon_{t}^{2}\right)\right] \\
& +(1-p)\left[\alpha E\left(X_{t-1}^{(n-1)} \varepsilon_{t}\right)^{2}+\alpha(1+\alpha) E\left(X_{t-1}^{(n-1)} \varepsilon_{t}\right)\right. \\
& \left.\quad \quad+2 \alpha E\left(X_{t-1}^{(n-1)} \varepsilon_{t}^{2}\right)+E\left(\varepsilon_{t}^{2}\right)\right]=\ldots \\
& =E\left(X_{t-1}^{(n-1)}\right)^{2}\left(p \alpha^{2}+(1-p) \alpha^{2} E\left(\varepsilon_{t}^{2}\right)+E\left(X_{t-1}^{(n-1)}\right)\right) \\
& \quad \cdot
\end{aligned} \quad\left[\alpha(1+\alpha)\left(p+(1-p) E\left(\varepsilon_{t}\right)\right)+2 \alpha\left(p E\left(\varepsilon_{t}\right)+(1-p) E\left(\varepsilon_{t}^{2}\right)\right)\right]+E\left(\varepsilon_{t}^{2}\right) .
$$

Since the series $\left\{X_{t}^{(n)}\right\}$ is strictly stationary, it follows that $E\left(X_{t}^{(n)}\right)^{2}<\infty$ if $1-\alpha^{2}\left(p+(1-p) E\left(\varepsilon_{t}^{2}\right)\right)>0$, which is satisfied by the condition of the theorem. In the above derivation, we used some known properties of the negative binomial thinning operator which can be found in [13].

Now, let us prove that $\left\{X_{t}^{(n)}\right\}$ is a Cauchy sequence. Notice that equation (2.3) holds if and only if the sequence $\left\{X_{t}^{(n)}\right\}$ is non-decreasing.

$$
\begin{equation*}
X_{t}^{(n)}-X_{t}^{(n-1)}=U_{(t)} *\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right)+V_{(t)} *\left(\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right) \varepsilon_{t}\right) \tag{2.3}
\end{equation*}
$$

To show that the sequence is non-decreasing we use mathematical induction. Notice that

$$
X_{t}^{(1)}=U_{(t)} * X_{t-1}^{(0)}+V_{(t)} *\left(X_{t-1}^{(0)} \varepsilon_{t}\right)+\varepsilon_{t} \geq \varepsilon_{t}=X_{t}^{(0)}
$$

Suppose that $X_{t}^{(k)}>X_{t}^{(k-1)}$ for some $k$ and let's prove it for $k+1$.

$$
\begin{aligned}
& X_{t}^{(k)}=U_{(t)} * X_{t-1}^{(k-1)}+V_{(t)} *\left(X_{t-1}^{(k-1)} \varepsilon_{t}\right)+\varepsilon_{t} \leq \\
& \leq U_{(t)} * X_{t-1}^{(k)}+V_{(t)} *\left(X_{t-1}^{(k)} \varepsilon_{t}\right)+\varepsilon_{t}=X_{t}^{(k+1)}
\end{aligned}
$$

So, $\left\{X_{t}^{(n)}\right\}$ is non-decreasing and equation (2.3) holds. Taking expectation of the
both sides of equation (2.3) we obtain that

$$
\begin{aligned}
& E\left(X_{t}^{(n)}-X_{t}^{(n-1)}\right) \\
& =p \alpha E\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right)+(1-p) \alpha E\left[\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right) \varepsilon_{t}\right] \\
& =p \alpha E\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right)+(1-p) \alpha \lambda E\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right) \\
& =(p \alpha+(1-p) \alpha \lambda) E\left(X_{t-1}^{(n-1)}-X_{t-1}^{(n-2)}\right)=\ldots \\
& =(p \alpha+(1-p) \alpha \lambda)^{n-1} E\left(X_{t-1}^{(1)}-X_{t-1}^{(0)}\right) \\
& \quad \quad+(p \alpha+(1-p) \alpha \lambda)^{n} E\left(\varepsilon_{t}^{2}\right) .
\end{aligned}
$$

We can conclude that

$$
E\left(X_{t}^{(n)}-X_{t}^{(n-1)}\right) \xrightarrow[n \rightarrow \infty]{ } 0 \Longleftrightarrow p \alpha+(1-p) \alpha \lambda<1 .
$$

Thus, $\left\{X_{t}^{(n)}\right\}$ is a Cauchy sequence in the above-defined Hilbert space which implies that the Cauchy sequence converges, i.e. $\lim _{n \rightarrow \infty} X_{t}^{(n)}=X_{t}$. Since the series $\left\{X_{t}^{(n)}\right\}$ is strictly stationary it follows that its limit is strictly stationary as well.

The uniqueness of the solution of equation (2.2) can be proved using the same approach as [3], so we omit it here.

## 3. Properties of the model

In this section, we derive the most important properties of the MNLINAR(1) model, including the first and the second moments as well as the conditional expectation and the conditional probability mass function.

From the model definition given by equation (2.1), and the properties of the negative binomial thinning operator we obtain

$$
E\left(X_{t}\right)=\alpha p E\left(X_{t-1}\right)+\alpha(1-p) E\left(X_{t-1}\right) E\left(\varepsilon_{t}\right)+E\left(\varepsilon_{t}\right)
$$

Having in mind that $\left\{X_{t}\right\}$ is a strictly stationary process, and relying on the conditions of Theorem 2.1, it follows that

$$
\begin{equation*}
E\left(X_{t}\right)=\frac{E\left(\varepsilon_{t}\right)}{1-\alpha\left(p+(1-p) E\left(\varepsilon_{t}\right)\right)} . \tag{3.1}
\end{equation*}
$$

For the derivation of the second moment we use the same extensive technique as in Theorem (2.1), so we only notice that

$$
\begin{aligned}
& E\left(X_{t}^{2}\right)=E\left(X_{t-1}\right)^{2}\left(p \alpha^{2}+(1-p) \alpha^{2} E\left(\varepsilon_{t}^{2}\right)\right. \\
& +E\left(X_{t-1}\right)\left[\alpha(1+\alpha)\left(p+(1-p) E\left(\varepsilon_{t}\right)\right)+2 \alpha\left(p E\left(\varepsilon_{t}\right)+(1-p) E\left(\varepsilon_{t}^{2}\right)\right)\right]+E\left(\varepsilon_{t}^{2}\right)
\end{aligned}
$$

Under the conditions of Theorem (2.1), it follows that

$$
\begin{align*}
& E\left(X_{t}^{2}\right)= \\
& \frac{E\left(X_{t-1}\right)\left[\alpha(1+\alpha)\left(p+(1-p) E\left(\varepsilon_{t}\right)\right)+2 \alpha\left(p E\left(\varepsilon_{t}\right)+(1-p) E\left(\varepsilon_{t}^{2}\right)\right)\right]+E\left(\varepsilon_{t}^{2}\right)}{1-\alpha^{2}\left(p+(1-p) E\left(\varepsilon_{t}^{2}\right)\right)} \tag{3.2}
\end{align*}
$$

Further, let us pay the attention on the expected value of the product $X_{t} X_{t-k}$. It is equal to

$$
\begin{aligned}
& E\left(X_{t} X_{t-k}\right)=p E\left(\left(\alpha * X_{t-1}+\varepsilon_{t}\right) X_{t-k}\right)+(1-p) E\left(\left(\alpha *\left(X_{t-1} \varepsilon_{t}\right)+\varepsilon_{t}\right) X_{t-k}\right) \\
& =\alpha p E\left(X_{t-1} X_{t-k}\right)+\alpha(1-p) E\left(X_{t-1} X_{t-k}\right) E\left(\varepsilon_{t}\right)+E\left(\varepsilon_{t}\right) E\left(X_{t-k}\right) \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) E\left(X_{t-1} X_{t-k}\right)+E\left(\varepsilon_{t}\right) E\left(X_{t-k}\right)=\ldots \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right)^{k} E\left(X_{t-k}^{2}\right)+E\left(X_{t-k}\right) E\left(\varepsilon_{t}\right) \sum_{j=0}^{k-1}\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right)^{j} .
\end{aligned}
$$

It can be notice that, under the conditions of Theorem 2.1,

$$
E\left(X_{t} X_{t-k}\right) \underset{k \rightarrow \infty}{ } \frac{E\left(X_{t-k}\right) E\left(\varepsilon_{t}\right)}{1-\alpha\left(p+(1-p) E\left(\varepsilon_{t}\right)\right)}
$$

Substituting $E\left(\varepsilon_{t}\right)$ by using equation (3.1), we obtain

$$
E\left(X_{t} X_{t-k}\right) \underset{k \rightarrow \infty}{\longrightarrow} E\left(X_{t}\right) E\left(X_{t-k}\right)
$$

For further discussion, it will be particularly important the case when $k=1$, so let us notice that

$$
\begin{align*}
E\left(X_{t} X_{t-1}\right)= & \left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) E\left(X_{t-1}^{2}\right)+E\left(X_{t-1}\right) E\left(\varepsilon_{t}\right) \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) E\left(X_{t}^{2}\right)+E\left(X_{t}\right) E\left(\varepsilon_{t}\right) \tag{3.3}
\end{align*}
$$

But the autocorrelation structure of the series $\left\{X_{t}\right\}$ would be much easier to observe through the autocovariance function directly. Namely, we obtain the following:

$$
\begin{aligned}
& \operatorname{Cov}\left(X_{t}, X_{t-k}\right)=E\left(X_{t} X_{t-k}\right)-E\left(X_{t}\right) E\left(X_{t-k}\right) \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) E\left(X_{t-1} X_{t-k}\right)+E\left(\varepsilon_{t}\right) E\left(X_{t-k}\right) \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) \operatorname{Cov}\left(X_{t-1}, X_{t-k}\right) \\
& +E\left(\varepsilon_{t}\right) E\left(X_{t-k}\right)+\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) E\left(X_{t-1}\right) E\left(X_{t-k}\right)-E\left(X_{t}\right) E\left(X_{t-k}\right) \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right) \operatorname{Cov}\left(X_{t-1}, X_{t-k}\right)=\ldots \\
& =\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right)^{k} \operatorname{Cov}\left(X_{t-k}, X_{t-k}\right)=\left(\alpha p+\alpha(1-p) E\left(\varepsilon_{t}\right)\right)^{k} \operatorname{Var}\left(X_{t}\right) .
\end{aligned}
$$

The above equation follows from the property of the negative binomial thinning operator, which can be found in Lemma 3 of [13]. Now, it can be easily concluded that, under assumption of Theorem 2.1, the autocorrelation tends to zero when $k$ tends to infinity.

Regarding the practicality of the MNLINAR(1) model, the most important aspect of the model is the ability to predict forthcoming values of a modeled series. Unlike some other nonlinear models ([3], [10]), for the MNLINAR(1) model the conditional expectation can be derived as

$$
\begin{gathered}
E\left(X_{t} \mid X_{t-1}\right)=p E\left(\alpha * X_{t-1}+\varepsilon_{t} \mid X_{t-1}\right)+(1-p) E\left(\alpha *\left(X_{t-1} \varepsilon_{t}\right)+\varepsilon_{t} \mid X_{t-1}\right) \\
=p\left(\alpha X_{t-1}+E\left(\varepsilon_{t}\right)\right)+(1-p)\left(\alpha E\left(X_{t-1} \varepsilon_{t} \mid X_{t-1}\right)+E\left(\varepsilon_{t}\right)\right) \\
=\alpha\left(p+(1-p) E\left(\varepsilon_{t}\right)\right) X_{t-1}+E\left(\varepsilon_{t}\right) .
\end{gathered}
$$

Finally, we focus on the conditional probability mass function, where we focus on the one-step-ahead conditional probability.

$$
\begin{align*}
& P\left(X_{t}=x \mid X_{t-1}=u\right)=p P\left(\alpha * X_{t-1}+\varepsilon_{t}=x \mid X_{t-1}=u\right) \\
& \quad \quad+(1-p) P\left(\alpha *\left(X_{t-1} \varepsilon_{t}\right)+\varepsilon_{t}=x \mid X_{t-1}=u\right) \\
& =p \sum_{i=0}^{x} P\left(\alpha * X_{t-1}=i \mid X_{t-1}=u\right) P\left(\varepsilon_{t}=x-i\right) \\
& \quad+(1-p) \sum_{i=0}^{x} P\left(\alpha *\left(X_{t-1} \varepsilon_{t}\right)=i \mid X_{t-1}=u, \varepsilon_{t}=x-i\right) P\left(\varepsilon_{t}=x-i\right) \\
& =p \sum_{i=0}^{x} P(\alpha * u=i) P\left(\varepsilon_{t}=x-i\right) \\
& \quad+(1-p) \sum_{i=0}^{x} P(\alpha *(u(x-i))=i) P\left(\varepsilon_{t}=x-i\right) \\
& =p \sum_{i=0}^{x} P(N=i) P\left(\varepsilon_{t}=x-i\right) \\
& \quad+(1-p) \sum_{i=0}^{x} P(M=i) P\left(\varepsilon_{t}=x-i\right) \tag{3.4}
\end{align*}
$$

where $N$ and $M$ are random variables with negative binomial distribution with parameters $(\alpha, u)$ and $(\alpha, u(x-i))$, respectively.

### 3.1. Specification of the innovation process

So far, we have not specified the marginal distribution of the innovation process $\left\{\varepsilon_{t}\right\}$. And as we could notice, that didn't affect the derivation of the MNLINAR(1) model properties. In order to complete the definition of the MNLINAR(1) model, we introduce the assumption about the distribution of $\varepsilon_{t}$. In the succeeding sections, we assume that $\varepsilon_{t}$ follows the geometric distribution with parameter $\lambda /(1+\lambda)$. The corresponding probability mass function is equal to $P\left(\varepsilon_{t}=k\right)=\frac{\lambda^{k}}{(1+\lambda)^{k+1}}$. Notice that this model can be easily adjusted for a different type of series by introducing different distributions of the innovation process.

## 4. Parameter estimation

In this section, we propose two methods for the estimation of unknown parameters of the MNLINAR(1) model. First, we discuss in detail the method of moments, and then the conditional maximum likelihood method. At the end, we test the efficiency of the presented methods on simulated data sets.

### 4.1. Method of moments

Assume that we have a realization of the series given by the equation (2.1) of length $N$. Then, for the given series $\left\{X_{1}, X_{2}, \ldots, X_{N}\right\}$, first sample moment is denoted as $\bar{X}_{N}$, the second sample moment as $\overline{X^{2}}{ }_{N}$ and $E\left(X_{k} X_{k-1}\right)$ as $\gamma$.

Since we have that $E\left(\varepsilon_{t}\right)=\lambda$ from equation (3.1) we obtain the estimate parameter $\lambda$ as

$$
\begin{equation*}
\lambda=\frac{\bar{X}_{N}(1-\alpha p)}{1+\alpha(1-p) \bar{X}_{N}} \tag{4.1}
\end{equation*}
$$

Then, we can easily solve equation (3.3) for $\lambda$, since it is a linear equation with respect to $\lambda$.

$$
\begin{equation*}
\lambda=\frac{\gamma-\alpha p \bar{X}^{2}{ }_{N}}{\alpha(1-p){\overline{X^{2}}}_{N}+\bar{X}_{N}} . \tag{4.2}
\end{equation*}
$$

The left sides of equations (4.1) and (4.2) are equal, so it follows that

$$
\frac{\bar{X}_{N}(1-\alpha p)}{1+\alpha(1-p) \bar{X}_{N}}=\frac{\gamma-\alpha p \bar{X}^{2}{ }_{N}}{\alpha(1-p) \bar{X}^{2}{ }_{N}+\bar{X}_{N}} .
$$

After some algebraic transformations, we can solve the above equation for $\alpha$, where we obtain

$$
\begin{gather*}
\alpha=\frac{\gamma-\left(\bar{X}_{N}\right)^{2}}{(1-p)\left({\overline{X^{2}}}_{N}-\gamma\right) \bar{X}_{N}+p\left({\overline{X^{2}}}_{N}-\left(\bar{X}_{N}\right)^{2}\right)} \\
=\frac{C_{x}}{(1-p)\left(\bar{X}^{2}{ }_{N}-\gamma\right) \bar{X}_{N}+p D_{x}} . \tag{4.3}
\end{gather*}
$$

where $C_{x}$ is the sample lag-one covariance, and $D_{x}$ is the sample variance. Further, since the equation (3.2) is liner with respect to $p$, the estimate of parameter $p$ we obtain from equation (3.2) as

$$
\begin{equation*}
p=\frac{\bar{X}^{2}{ }_{N}-\alpha^{2} \bar{X}^{2}{ }_{N} E\left(\varepsilon_{t}^{2}\right)-\alpha(1+\alpha) \lambda \bar{X}_{N}-2 \alpha \bar{X}_{N} E\left(\varepsilon_{t}^{2}\right)-E\left(\varepsilon_{t}^{2}\right)}{\alpha^{2} \bar{X}^{2}{ }_{N}\left(1-E\left(\varepsilon_{t}^{2}\right)\right)+\alpha \bar{X}_{N}\left[( 1 + \alpha ) \left(1-E\left(\varepsilon_{t}\right)+2\left(E\left(\varepsilon_{t}\right)-E\left(\varepsilon_{t}^{2}\right)\right]\right.\right.} \tag{4.4}
\end{equation*}
$$

Note that under the assumption introduced in Subsection 3.1. we have $E\left(\varepsilon_{t}^{2}\right)=$ $\lambda(2 \lambda+1)$.

The system of equations (4.1), (4.3) and (4.4) cannot be solved analytically. Thus, we apply the following numerical procedure. For a given $p_{0}$, we can calculate $\alpha_{0}$ from equation (4.3), and then with these two values we get $\lambda_{0}$ from equation (4.1). From equation (4.4) we obtain $p_{1}$. We repeat the procedure until $\left|p_{k+1}-p_{k}\right|+\mid \lambda_{k+1}-$ $\lambda_{k}\left|+\left|\alpha_{k+1}-\alpha_{k}\right|<\delta\right.$, where $\delta$ is set to be a sufficiently small value.

### 4.2. Conditional maximum likelihood

For the given series $\left\{X_{1}, X_{2}, \ldots, X_{N}\right\}$, we estimate the parameters of the MNLINAR(1) model using the conditional maximum likelihood method (CML). The likelihood function that we maximize here, is actually the log-likelihood function determined through equation (3.4). Let us denote the set of parameters of the $\operatorname{MNLINAR}(1)$ model as vector $\boldsymbol{\theta}=(\alpha, p, \lambda)$. Then, the estimate of the vector $\boldsymbol{\theta}$ is obtained as

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}=\underset{\boldsymbol{\theta}}{\arg \max } L(\boldsymbol{\theta}), \tag{4.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& L(\boldsymbol{\theta})=\sum_{i=2}^{N} \ln P\left(X_{i}=x_{i} \mid X_{i-1}=x_{i-1}\right) \\
& =\sum_{i=2}^{N} \ln \left[\frac{p \lambda^{x_{i}}}{(1+\alpha)^{x_{i-1}}(1+\lambda)^{x_{i}+1}} \sum_{j=0}^{x_{i}}\binom{j+x_{i-1}-1}{x_{i-1}-1}\left(\frac{\alpha(1+\lambda)}{\lambda(1+\alpha)}\right)^{j}\right. \\
& \left.+\frac{(1-p) \lambda^{x_{i}}}{(1+\alpha)^{x_{i-1} x_{i}}(1+\lambda)^{x_{i}+1}} \sum_{j=0}^{x_{i}}\binom{j+x_{i-1}\left(x_{i}-j\right)-1}{x_{i-1}\left(x_{i}-j\right)-1}\left(\frac{\alpha(1+\lambda)}{\lambda(1+\alpha)^{1-x_{i-1}}}\right)^{j}\right] .
\end{aligned}
$$

Since this maximization procedure cannot be done analytically, some numerical approach must be applied. For that purpose, we use built-in functions of the program language R .

## 5. Simulation

In this section, by using the Monte Carlo method, we generate time series according to equation (2.1). We conduct this procedure using different sets of parameters that figure in the MNLINAR(1) model. On these simulated series we test the efficiency of the MM and CML methods described in the previous section. The efficiency of the proposed methods is measured with respect to the bias and the standard deviation of the obtained estimates.

We have chosen four sets of parameters, considering conditions of Theorem 2.1. The following parameter were used for the simulation purpose: a) $\alpha=0.7, p=0.7$, $\lambda=1$; b) $\alpha=0.3, p=0.3, \lambda=2$; c) $\alpha=0.5, p=0.9, \lambda=3$; d) $\alpha=0.1, p=0.9$, $\lambda=7$. The estimates obtained by the MM and CML methods are given in Table 8.1 (the table can be found in Appendix).

According to the results presented in Table 8.1, we can conclude that both methods converge to the true value of parameters. Also, the standard error of estimates is reducing with the increase of the sample size. It should be noticed that the MM method is not very accurate estimates when the length of a sample is 100 and even 500 . But for samples whose length is 1000 or 5000 , the estimates are
quite adequate. On the other side, CML demonstrates remarkable precision even for samples of length 100 .

The MM method is conducted through the iterative procedure described in Subsection 4.1. The maximal number of iterations was set to be 100 , and the estimation procedure is very fast. The method usually converges in less than 100 iterations.

The CML method is based on the numerical maximization of the function given by equation (4.5). The numerical procedure is obtained using nlm function of the programming language R. It doesn't take too much of computation time except for the samples of length 5000 .


Fig. 5.1: The box plots of estimates for the set of parameters $\alpha=0.7, p=0.7$, $\lambda=1$, obtained by the method of moments (upper) and the conditional maximum likelihood method (lower).

For the MM method, approximately, one of ten estimates is outside the feasible range. On the other side, the CML method had only a few estimates outside the feasible range, and only for the case when the length of the series was 100. The distribution of the estimates for the parameter set a) is given in Figure 5.1. Also, from Figure 5.1 we can notice the convergence of the estimates toward the true values.


Fig. 6.1: The partial autocorrelation function and the bar plot for DRUG series.

## 6. Real data example

In this section, we will demonstrate a practical aspect of the MNLINAR(1) model. We test the ability of this model to capture and predict values of an observed time series. Our goal is not to compare the MNLINAR(1) with all known models, but to see what is the effect of having a model with the linear as well as the nonlinear component, in comparison with the models that have only linear (named $\operatorname{LINAR}(1)$ model which is actually the model presented in [13]) or only nonlinear component (named NLINAR(1) model). The criteria for the goodness-of-fit are going to be the root mean square error (RMS), the Akaike information criterion and the Bayesian information criterion (BIC).

For this test, we use time series of criminal records, collected by the Pittsburgh police station number 2206. The data can be found on the link http: //www.forecastingprinciples.com/. We focus on series of monthly drug offenses (DRUG) that took place between January 1990 and December 2001. There are 144 observed values, whose mean value is 2.1 and the standard deviation 12.9. The bar plot of the series is presented in Figure 6.1. In Figure 6.1 there is also the partial autocorrelation diagram. Although the MNLINAR(1) model is not a standard autocorrelated model, it has some properties of the autocorrelated model of order one. Figure 6.1 shows that the observed series is autocorrelated on lag one.

The results obtained from the three tested models are presented in Table 6.1. As we can see that by introducing the linear and the nonlinear component, we have reduced the one-step ahead prediction error, while also reduced the values of AIC and BIC measures. Having in mind that the MNLINAR(1) model has one more parameter than the other two models, and considering values of AIC and BIC, we can conclude that the best fit of the observed series is provided by the MNLINAR(1) model.

Table 6.1: Estimated parameters, standard errors of the estimates, the root mean square error for one step ahead prediction, AIC and BIC values for MNLINAR(1) , LINAR(1) and NLINAR(1) models.

| Model | Estimates | RMS | AIC | BIC |
| :--- | :--- | :---: | :---: | :---: |
| MNLINAR(1) | $\hat{\alpha}=0.174(0.068)$ <br> $\hat{p}=0.395(0.204)$ <br> $\hat{\lambda}=1.49(0.211)$ | 3.37 | 548.17 | 557.08 |
| LINAR(1) | $\hat{\alpha}=0.044(0.037)$ <br> $\hat{\lambda}=2.033(0.343)$ | 3.52 | 565.06 | 573.97 |
| NLINAR(1) | $\hat{\alpha}=0.108(0.075)$ <br> $\hat{\lambda}=1.615(0.192)$ | 3.42 | 551.15 | 560.06 |

## 7. Conclusion

The model discussed in this paper is the INAR model of order one. Although it is not a pure autoregressive model, it still preserves some of the autoregressive properties. The survival component is composed of linear and nonlinear processes, both defined through the negative binomial thinning operator, while the innovation component is driven by the geometrical marginal distribution. The method of moments and the conditional maximum likelihood method are presented for the estimation of the model parameters. While the method of moments showed to be unreliable for small samples, the conditional maximum likelihood provides very accurate estimates for all testes samples. The practicality of the model was discussed on a real data set, where the surplus of having both linear and nonlinear components was demonstrated.

Some further modifications of the model can be based on choosing different thinning operators or different marginal distribution of the innovation process. Both components of the model can be adjusted in order to better model an observed series.
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## 8. Appendix

Table 8.1: The bias and the standard errors of the estimates obtained by the method of moments and the conditional maximum likelihood method.

|  | MM |  |  | CML |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | $\alpha$ | $p$ | $\lambda$ | $\alpha$ | $p$ | $\lambda$ |
| a) $\alpha=0.7, p=0.7, \lambda=1$ |  |  |  |  |  |  |
| 100 | -0.039 | -0.195 | -0.168 | -0.007 | -0.004 | 0.004 |
|  | 0.141 | 0.209 | 0.355 | 0.094 | 0.151 | 0.307 |
| 500 | -0.069 | -0.127 | -0.156 | -0.002 | 0.018 | 0.017 |
|  | 0.127 | 0.157 | 0.312 | 0.035 | 0.084 | 0.125 |
| 1000 | -0.057 | -0.154 | -0.10 | -0.003 | 0.007 | 0.012 |
|  | 0.121 | 0.183 | 0.187 | 0.026 | 0.062 | 0.094 |
| 5000 | -0.034 | -0.053 | -0.07 | -0.001 | -0.002 | 0.008 |
|  | 0.104 | 0.164 | 0.048 | 0.01 | 0.025 | 0.039 |
| b) $\alpha=0.3, p=0.3, \lambda=2$ |  |  |  |  |  |  |
| 100 | 0.159 | -0.134 | -0.189 | 0.035 | -0.021 | -0.032 |
|  | 0.14 | 0.118 | 0.548 | 0.114 | 0.127 | 0.24 |
| 500 | 0.087 | -0.088 | -0.163 | 0.011 | 0.005 | -0.007 |
|  | 0.112 | 0.075 | 0.218 | 0.05 | 0.05 | 0.091 |
| 1000 | 0.058 | -0.07 | -0.111 | 0.006 | 0.004 | -0.005 |
|  | 0.103 | 0.087 | 0.202 | 0.03 | 0.032 | 0.061 |
| 5000 | 0.034 | -0.045 | -0.07 | 0.003 | 0.002 | 0.007 |
|  | 0.08 | 0.051 | 0.153 | 0.01 | 0.022 | 0.011 |
| c) $\alpha=0.5, p=0.9, \lambda=3$ |  |  |  |  |  |  |
| 100 | 0.027 | -0.063 | -0.634 | -0.002 | 0.023 | -0.113 |
|  | 0.098 | 0.033 | 0.973 | 0.048 | 0.238 | 1.279 |
| 500 | 0.032 | -0.047 | -0.533 | 0.001 | 0.002 | -0.094 |
|  | 0.066 | 0.03 | 0.545 | 0.019 | 0.087 | 0.498 |
| 1000 | 0.017 | -0.044 | -0.366 | 0.001 | -0.002 | -0.081 |
|  | 0.05 | 0.023 | 0.289 | 0.013 | 0.055 | 0.324 |
| 5000 | 0.014 | -0.031 | -0.259 | -0.002 | -0.007 | 0.005 |
|  | 0.04 | 0.02 | 0.265 | 0.02 | 0.021 | 0.019 |
| d) $\alpha=0.1, p=0.9, \lambda=7$ |  |  |  |  |  |  |
| 100 | -0.033 | -0.063 | 0.185 | -0.003 | 0.001 | -0.065 |
|  | 0.062 | 0.034 | 0.87 | 0.07 | 0.069 | 0.58 |
| 500 | -0.023 | -0.034 | 0.103 | 0.001 | 0.003 | -0.026 |
|  | 0.048 | 0.033 | 0.477 | 0.029 | 0.025 | 0.241 |
| 1000 | -0.013 | -0.028 | 0.066 | -0.001 | -0.001 | -0.011 |
|  | 0.04 | 0.036 | 0.423 | 0.022 | 0.02 | 0.181 |
| 5000 | -0.001 | -0.008 | -0.018 | -0.001 | -0.001 | 0.007 |
|  | 0.02 | 0.025 | 0.231 | 0.019 | 0.011 | 0.059 |

# PARALLELISM OF DISTRIBUTIONS AND GEODESICS ON $F\left( \pm a^{2}, \pm b^{2}\right)$-STRUCTURE LAGRANGIAN MANIFOLD 

Mohammad Nazrul Islam Khan ${ }^{1}$ and Lovejoy S. Das ${ }^{2}$<br>${ }^{1}$ Department of Computer Engineering, College of Computer, Qassim University, Buraydah, Saudia Arabia<br>${ }^{2}$ Department of Mathematics, College of Computer, Kent State University, New Philadelphia, OH 44663, U.S.A.


#### Abstract

This paper deals with the Lagrange vertical structure on the vertical tangent space $T_{V}(N)$ endowed with a non-zero (1,1) tensor field $F_{v}$ satisfying $\left(F_{v}^{2}-a^{2}\right)\left(F_{v}^{2}+\right.$ $\left.a^{2}\right)\left(F_{v}^{2}-b^{2}\right)\left(F_{v}^{2}+b^{2}\right)=0$. The similar structure on the horizontal subspace $T_{H}(N)$ and on $T(N)$ is investigated if the $F\left( \pm a^{2}, \pm b^{2}\right)$-structure on $T_{V}(N)$ is given. Furthermore, we have proved some theorems and obtained conditions under which the distribution $P$ and $Q$ are $\nabla$-parallel, $\bar{\nabla}$ anti half parallel when $\nabla=\bar{\nabla}$. Finally, certain theorems on geodesics on the Lagrange manifold are established.
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## 1. Introduction

Let $M$ and $N$ be two differentiable manifolds of dimension $n$ and $2 n$ respectively and $(N, \pi, M)$ be vector bundle with $\pi(N)=M$. The local coordinate systems $\left(x^{1}, x^{2}, \ldots ., x^{n}\right)$ about $x$ in $M$ and $\left(y^{1}, y^{2}, \ldots ., y^{n}\right)$ about $y$ in $N$. Let $\left(x^{i}, y^{\alpha}\right), 1 \leq$ $i \leq n, 1 \leq \alpha \leq n$ be system of local coordinates in the open set $\pi^{-1}(U)$ and called induced coordinates in $\pi^{-1}(U)$, where $U$ is a coordinate neighborhood in $M$. Let $T_{p}(N)$ be tangent space and $\left\{\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial y^{\alpha}}\right\}$ canonical basis for $T_{p}(N)$ such that $p \in \pi^{-1}(U)$ and it is also denoted by $\left\{\partial_{i}, \partial_{\alpha}\right\}$ where $\partial_{i}=\frac{\partial}{\partial x^{i}}$. If $\left(x^{h}, x^{\alpha^{1}}\right)$ be coordinates of a point in the interesting region $\pi^{-1}(U) \cap \pi^{-1}(U)$, then $[2,6]$

$$
\begin{equation*}
x^{i^{1}}=x^{i^{1}}\left(x^{i}\right) \tag{1.1}
\end{equation*}
$$
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\[

$$
\begin{equation*}
y^{\alpha^{1}}=\frac{\partial x^{\alpha^{1}}}{\partial x^{\alpha}} y^{\alpha} \tag{1.2}
\end{equation*}
$$

\]

and another canonical basis in the intersecting region are given by

$$
\begin{align*}
\partial_{i^{1}} & =\frac{\partial x^{i}}{\partial x^{i^{1}}} \partial_{i}  \tag{1.3}\\
\partial_{\alpha^{1}} & =\frac{\partial y^{\alpha}}{\partial y^{\alpha^{1}}} \partial_{\alpha} \tag{1.4}
\end{align*}
$$

The tangent space of $N$ is denoted by $T(N)$ and spanned by $\left\{\partial_{i}, \partial_{\alpha}\right\}$ and its subspaces by $T_{V}(N)$ and $T_{H}(N)$ spanned by $\left\{\partial_{\alpha}\right\}$ and $\left\{\partial_{i}\right\}$ respectively [8]. Then we have,

$$
\begin{equation*}
\operatorname{dim}_{V}(N)=\operatorname{dim} T_{H}(N)=n \tag{1.5}
\end{equation*}
$$

The Riemannian material structure on $T(N)$ is given by

$$
\begin{equation*}
G=g_{i j}\left(x^{i}, y^{\alpha}\right) d x^{i} \otimes d x^{j}+g_{a b}\left(x^{i}, y^{\alpha}\right) \delta y^{\alpha} \otimes \delta y^{b} \tag{1.6}
\end{equation*}
$$

where $g_{i j}\left(x^{i}, y^{\alpha}\right)=g_{i j}\left(x^{i}\right), g_{a b}=\frac{1}{2} \partial_{a} \partial_{b} L\left(x^{i}, y^{\alpha}\right)$ and $L\left(x^{i}, y^{\alpha}\right)$ denotes the Lagrange function. The manifold referred as Lagrangian manifold [2].

Let $X$ be an element of $T(N)$, then

$$
\begin{equation*}
X=\bar{X}^{i} \partial_{i}+X^{\alpha} \partial_{\alpha} \tag{1.7}
\end{equation*}
$$

The automorphism $J: \chi(T(N)) \rightarrow \chi(T(N))$ given as

$$
\begin{equation*}
J X=\bar{X}^{i} \partial_{i}+X^{\alpha} \partial_{\alpha} \tag{1.8}
\end{equation*}
$$

is a natural almost product structure on $T(N)$ that is $J^{2}=I, I$ denotes the identity operator. The projection morphisms of $T(N)$ onto $T_{V}(N)$ and $T_{H}(N)$ denoted by $v$ and $h$ respectively, then we have

$$
\begin{equation*}
J_{0} h=v_{0} J \tag{1.9}
\end{equation*}
$$

## 2. The $F\left( \pm a^{2}, \pm b^{2}\right)$-structure

Let $T_{V}(N)$ be the vertical space and $F_{v}$ a non-zero tensor field of type $(1,1)$ satisfying [10]

$$
\begin{equation*}
\left(F_{v}^{2}-a^{2}\right)\left(F_{v}^{2}+a^{2}\right)\left(F_{v}^{2}-b^{2}\right)\left(F_{v}^{2}+b^{2}\right)=0 \tag{2.1}
\end{equation*}
$$

where $a, b$ are real or complex constants, then the vertical space $T_{V}(N)$ admits $F\left( \pm a^{2}, \pm b^{2}\right)$-structure. The rank $\left(F_{v}\right)=r$ and such structure is called Lagrange vertical structure on $T_{V}(N)$.

Theorem 2.1. Let $T_{V}(N)$ be a vertical space ad $F_{v}$ Lagrange vertical structure on $T_{V}(N)$. Then the structure define on the subspace $T_{H}(N)$ with respect to almost product strcture of $T(N)$.

Proof: Suppose that

$$
\begin{equation*}
F_{h}=J F_{v} J \tag{2.2}
\end{equation*}
$$

then $F_{h}$ is a tensor field of type $(1,1)$ on $T_{H}(N)$, where $J$ is an almost product structure on $T(N)$.

Apply $F_{h}$ on both sides we get

$$
\begin{gathered}
F_{h}^{2}=\left(J F_{v} J\right)\left(J F_{v} J\right)=J F_{v}^{2} J \\
F_{h}^{3}=J F_{v}^{3} J
\end{gathered}
$$

and so on.
In the view of equation (2.1), we have

$$
\begin{array}{r}
\left(F_{h}^{2}-a^{2}\right)\left(F_{h}^{2}+a^{2}\right)\left(F_{h}^{2}-b^{2}\right)\left(F_{h}^{2}+b^{2}\right)  \tag{2.3}\\
=J\left(\left(F_{v}^{2}-a^{2}\right)\left(F_{v}^{2}+a^{2}\right)\left(F_{v}^{2}-b^{2}\right)\left(F_{v}^{2}+b^{2}\right)\right) J \\
=0,
\end{array}
$$

Hence, $F_{h}$ gives $F\left( \pm a^{2}, \pm b^{2}\right)$-structure on $T_{H}(N)$.
Theorem 2.2. Let $T_{V}(N)$ be a vertical space ad $F_{v}$ Lagrange vertical structure on $T_{V}(N)$. Then the similar structure define on the enveloping space $T(N)$ by using projection morphism of $T(N)$.

Proof: In the view of Theorem (2.1), the projection morphisms of $T_{V}(N)$ and $T_{H}(N)$ on $T(N)$ denoted by $v$ and $h$ respectively then we have

$$
\begin{equation*}
F=F_{v} h+F_{v} v \tag{2.4}
\end{equation*}
$$

As $h v=v h=0$ and $h^{2}=h, v^{2}=v$, we obtain

$$
F^{2}=F_{h}^{2} h+F_{v}^{2} v
$$

Now,

$$
\begin{align*}
& \left(F^{2}-a^{2}\right)\left(F^{2}+a^{2}\right)\left(F^{2}-b^{2}\right)\left(F^{2}+b^{2}\right) \\
= & \left(F_{h}^{2}-a^{2}\right)\left(F_{h}^{2}+a^{2}\right)\left(F_{h}^{2}-b^{2}\right)\left(F_{h}^{2}+b^{2}\right) h \\
+ & \left(F_{v}^{2}-a^{2}\right)\left(F_{v}^{2}+a^{2}\right)\left(F_{v}^{2}-b^{2}\right)\left(F_{v}^{2}+b^{2}\right) v \tag{2.5}
\end{align*}
$$

By theorem 2.1, we have

$$
\left(F^{2}-a^{2}\right)\left(F^{2}+a^{2}\right)\left(F^{2}-b^{2}\right)\left(F^{2}+b^{2}\right)=0 .
$$

As $\operatorname{rank}\left(F_{v}\right)=\operatorname{rank}\left(F_{h}\right)=r$,
Hence, $\operatorname{rank}(F)=2 r$.

Let us define tensor fields $p$ and $q$ of type (1,1) on $T(N)$ with $F\left( \pm a^{2}, \pm b^{2}\right)$ structure of rank $2 r$ as follows

$$
\begin{align*}
& p=\frac{\left(F^{2}+a^{2}\right)\left(F^{2}-a^{2}\right)}{b^{4}-a^{4}} \\
& q=\frac{\left(F^{2}+b^{2}\right)\left(F^{2}-b^{2}\right)}{a^{4}-b^{4}} \tag{2.6}
\end{align*}
$$

Then it is easy to show that

$$
\begin{equation*}
p^{2}=p, \quad q^{2}=q, \quad p q=q p=0, \quad p+q=I \tag{2.7}
\end{equation*}
$$

This implies that $p$ and $q$ are complementary projection operators $[4,5,7]$.

## 3. Parallelism of distributions

Suppose that $N$ be Lagrangian manifold with $F\left( \pm a^{2}, \pm b^{2}\right)$-structure on $T(N)$ and let $P$ and $Q$ complementary distributions corresponding to complementary projection operators $p$ and $q$ respectively. The linear connection $\bar{\nabla}$ and $\tilde{\nabla}$ are given by [2]

$$
\begin{equation*}
\bar{\nabla}_{X} Y=p \nabla_{X}(p Y)+q \nabla_{X}(q Y) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\nabla}_{X} Y=p \nabla_{p X}(p Y)+q \nabla_{q X}(q Y)+p[q X, p Y]+q[p X, q Y] \tag{3.2}
\end{equation*}
$$

We have the following definitions $[3,6]$ :
$\nabla$-parallel: The distribution $P$ is said $\nabla$-parallel if $\forall X \in P, Y \in T(N)$ implies that $\nabla_{Y} X \in P$.
$\nabla$-half parallel: The distribution $P$ is said $\nabla$-half parallel if $\forall X \in P, Y \in$ $T(N),(\Delta F)(X, Y) \in P$ where

$$
\begin{equation*}
(\Delta F)(X, Y)=F \nabla_{X} Y-F \nabla_{Y} X-\nabla_{F X} Y+\nabla_{Y}(F X) \tag{3.3}
\end{equation*}
$$

$\nabla$-anti half parallel: The distribution $P$ is said $\nabla$-anti half parallel if for all $X \in P, Y \in T(N),(\Delta F)(X, Y) \in Q$.

Theorem 3.1. On the $F\left( \pm a^{2}, \pm b^{2}\right)$-structure manifold, the complementary distributions namely $P$ and $Q$ are $\bar{\nabla}$-parallel and $\tilde{\nabla}$-parallel.

Proof: By using the equations (3.1), (3.2) and $p q=q p=0, q^{2}=q$, we obtain

$$
q \bar{\nabla}_{X} Y=q \nabla_{X}(q Y)
$$

If $Y \in P, q Y=0$ so $q \bar{\nabla}_{X} Y=0 \rightarrow \bar{\nabla}_{X} Y=0$, as $q Y=0$ because $Y$ is an element of $P$.

This implies that $\bar{\nabla}_{X} Y \in P$.
Thus, $\forall Y \in P, \forall X \in T(N) \Rightarrow \bar{\nabla}_{X} Y \in P$.

Hence $P$ is $\bar{\nabla}$-parallel.
In a similar way $\forall X \in T(N), \forall Y \in P$
$\tilde{\nabla}_{X} Y=q \nabla_{q X}(q Y)+q[p X, q Y]=0$ as $q Y=0$.
So $\tilde{\nabla}_{X} Y \in P$.
Thus $P$ is $\tilde{\nabla}$-parallel.
In a similar way, it can be shown that distribution $Q$ is $\bar{\nabla}$ as well as $\tilde{\nabla}$ parallel.
Theorem 3.2. On the $F\left( \pm a^{2}, \pm b^{2}\right)$-structure manifold, the complementary distributions namely $P$ and $Q$ are $\nabla$-parallel iff $\bar{\nabla}=\tilde{\nabla}$.

Proof: Let distributions $P$ and $Q$ are $\nabla$-parallel. By definition of $\nabla$-parallel, we have

$$
q \nabla_{X}(p Y)=0, \quad p \nabla_{X}(q Y)=0
$$

where $X$ and $Y$ are elements of $T(N)$.
Using equation (2.7), we get

$$
\begin{equation*}
\nabla_{X}(p Y)=p \nabla_{X}(p Y) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{X}(q Y)=q \nabla_{X}(q Y) \tag{3.5}
\end{equation*}
$$

Thus

$$
\nabla_{X} Y=p \nabla_{X}(p Y)+q \nabla_{X}(q Y)=\bar{\nabla}_{X} Y
$$

This shows that $\nabla=\bar{\nabla}$.
The converse of the theorem showed easily.
Theorem 3.3. On the $F\left( \pm a^{2}, \pm b^{2}\right)$-structure manifold $N$, the complementary distribution $M$ is $\bar{\nabla}$-anti half parallel if

$$
q \bar{\nabla}_{Y}(F X)=q \nabla_{F X} q Y
$$

where $X$ is an element of $Q$ and $Y$ element of $T(N)$.
Proof: Let $\bar{\nabla}$ be linear connection on $N$. Then by using equations (3.3) and (2.7), we obtain

$$
\begin{equation*}
q(\Delta F)(X, Y)=q \bar{\nabla}_{Y} F X-q \bar{\nabla}_{F X} Y, \text { as } \quad q F=F q=0 \tag{3.6}
\end{equation*}
$$

Making use of the equation (3.1), the obtained equation is

$$
\bar{\nabla}_{F X} Y=p \nabla_{F X}(p Y)+q \nabla_{F X}(q Y)
$$

operating $q$ on both sides of above equation and using $p q=0, q^{2}=q$, we get

$$
q \bar{\nabla}_{F X} Y=q \nabla_{F X}(q Y)
$$

and

$$
q(\Delta F)(X, Y)=q \bar{\nabla}_{Y} F X-q \bar{\nabla}_{F X} Y
$$

as $(\Delta F)(X, Y) \in P$ so $q(\Delta F)(X, Y)=0$.
Hence,

$$
q \bar{\nabla}_{Y}(F X)=q \nabla_{F X}(q Y)
$$

This completes the proof.

### 3.1. Geodesics on the Lagrangian manifold

Let $T$ be tangent to the curve $\gamma$ in $N$. The curve $\gamma$ is said the geodesic concernig to the connection $\nabla$ if $\nabla_{T} T$ [6].

Theorem 3.4. A curve $\gamma$ is said to be geodesic concerning to connection $\bar{\nabla}$ if the vector fields $\nabla_{T} T-\nabla_{T}(q T) \in Q$ and $\nabla_{T}(q T) \in P$.
Proof: The curve $\gamma$ is said to be geodesic concerning to the connection $\bar{\nabla}$, we have $\bar{\nabla}_{T} T=0$.

In the view of the equation (3.1), $\bar{\nabla}_{T} T=0$ becomes

$$
\begin{equation*}
p \nabla_{T}(p T)+q \nabla_{T}(q T)=0 \tag{3.7}
\end{equation*}
$$

Using the equation (2.7), the equation (3.7) becomes

$$
p \nabla_{T}(I-q) T+q \nabla_{T}(q T)=0
$$

or

$$
p \nabla_{T} T-p \nabla_{T}(q T)+q \nabla_{T}(q T)=0
$$

or

$$
p\left(\nabla_{T} T-\nabla_{T}(q T)\right) \text { and } q \nabla_{T}(q T)=0
$$

Hence, $\nabla_{T} T-\nabla_{T}(q T) \in Q$ and $\nabla_{T}(q T) \in P$.
This completes the proof.
Theorem 3.5. The tensor fields $p$ and $q$ of type $(1,1)$ are always covariantly constants concerning to connection $\bar{\nabla}$.

Proof: Let $X$ and $Y$ be elements of $T(N)$, then

$$
\begin{equation*}
\left(\bar{\nabla}_{X} p\right)(Y)=\bar{\nabla}_{X}(p Y)-p \bar{\nabla}_{X} Y \tag{3.8}
\end{equation*}
$$

From equation (3.1), we have

$$
\left.\left(\bar{\nabla}_{X} p\right)(Y)=p \nabla_{X}\left(p^{2} Y\right)+q \nabla_{X}(q p Y)-p\left\{p \nabla_{X} p Y+q \nabla_{X} q Y\right)\right\}
$$

Using the properties $p^{2}=p, q^{2}=q, p q=q p=0$, we have

$$
\left(\bar{\nabla}_{X} p\right)(Y)=p \nabla_{X}(p Y)-p \nabla_{X} p Y=0
$$

This shows that $p$ is covariantly constant. In similar way, $q$ is covariantly constant can be proved easily.
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#### Abstract

In this paper, we introduce the classes of $(\omega, c)$-pseudo almost periodic functions and ( $\omega, c$ )-pseudo almost automorphic functions. These collections include $(\omega, c)$-pseudo periodic functions, pseudo almost periodic functions and their automorphic analogues. We present an application to the abstract semilinear first-order Cauchy inclusions in Banach spaces.
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## 1. Introduction and Preliminaries

The theory of almost periodic functions and almost automorphic functions is an attractive field of investigation, which has a significant role in the qualitative theory of ordinary and partial differential equations, physics, mathematical biology and control theory.

The classes of $(\omega, c)$-periodic functions and ( $\omega, c$ )-pseudo periodic functions were introduced by Alvarez, Gómez, Pinto in [3] and Alvarez, Castillo, Pinto in [4],

[^8]motivated by some known results regarding the qualitative properties of solutions to the Mathieu linear second-order differential equation
$$
y^{\prime \prime}(t)+[a-2 q \cos 2 t] y(t)=0
$$
arising in seasonally forced population dynamics. The authors of [3] have analyzed the existence and uniqueness of mild $(\omega, c)$-periodic solutions to the abstract semilinear integro-differential equation
$$
D_{t,+}^{\gamma} u(t)=A u(t)+\int_{-\infty}^{t} a(t-s) A u(s) d s+f(t, u(t)), \quad t \in \mathbb{R}
$$
where $A$ is a closed linear operator, $a \in L^{1}([0, \infty))$ is a scalar-valued kernel and $f(\cdot, \cdot)$ satisfies some Lipschitz type conditions. Further on, Alvarez, Castillo and Pinto have analyzed in [4] the existence and uniqueness of mild $(\omega, c)$-pseudo periodic solutions to the abstract semilinear differential equation of the first order:
$$
u^{\prime}(t)=A u(t)+f(t, u(t)), \quad t \in \mathbb{R}
$$
where $A$ generates a strongly continuous semigroup. The authors have proved the existence of positive $(\omega, c)$-pseudo periodic solutions to the Lasota-Wazewska equation with ( $\omega, c$ )-pseudo periodic coefficients
$$
y^{\prime}(t)=-\delta y(t)+h(t) e^{-a(t) y(t-\tau)}, \quad t \geq 0
$$

This equation describes the survival of red blood cells in the blood of an animal. $(\omega, c)$-Pseudo periodic functions can be also solutions of the time varying impulsive differential equations and the linear delayed equations; for further information about applications of $(\omega, c)$-pseudo periodic functions, we refer the reader to [8] and references cited therein.

In our recent paper [8], we have introduced and analyzed various generalizations of the concept of $(\omega, c)$-periodicity. Among others, we have defined and analyzed the classes of (asymptotically) ( $\omega, c$ )-almost periodic functions and (asymptotically) $(\omega, c)$-almost automorphic functions. The main aim of this paper is to analyze the classes of $(\omega, c)$-pseudo almost periodic functions and ( $\omega, c$ )-pseudo almost automorphic functions by taking into consideration the class of pseudo ergodic components introduced by C. Zhang [13]. We introduce two new types of $(\omega, c)$-pseudo ergodic components and two new classes of $(\omega, c)$-almost periodic $((\omega, c)$-almost automorphic) functions. It is our strong belief that these classes of functions will attract the attention of our readers and serve for some new applications in the theory of abstract differential equations soon.

The organization of paper is briefly described as follows. After recalling the basic definitions from the theory of almost periodic functions and almost automorphic functions in Subsection 1.2, we introduce the classes of $(\omega, c, i)$-almost periodic functions, resp. ( $\omega, c, i$ )-almost automorphic functions, and ( $\omega, c, i$ )-pseudo ergodic vanishing components in Definition 2.2 and Definition 2.3; in Definition
2.4, we introduce the notion of an $(\omega, c)$-pseudo almost periodic function, resp. an ( $\omega, c$ )-pseudo almost automorphic function, and the notion of a two-parameter ( $\omega, c, i$ )-pseudo almost periodic function, resp. two-parameter ( $\omega, c, i$ )-pseudo almost automorphic function $(i=1,2)$. After that, we clarify some basic results about the class of $(\omega, c)$-pseudo almost periodic functions, resp. ( $\omega, c$ )-pseudo almost automorphic functions, depending on one variable. Subsection 2.1 investigates composition principles for introduced classes and Section 3 provides an interesting application in the qualitative analysis of $(\omega, c)$-pseudo almost periodic solutions of the abstract semilinear Cauchy inclusions of the first order.

We use the standard notation throughout the paper. Let $I=\mathbb{R}$ or $I=[0, \infty)$; unless stated otherwise, we will always assume henceforth that $f: I \rightarrow E$ is a continuous function. By $C(I: E), C_{b}(I: E)$ and $C_{0}(I: E)$ we denote the vector spaces consisting of all continuous functions $f: I \rightarrow E$, all bounded continuous functions $f: I \rightarrow E$ and all bounded continuous functions $f: I \rightarrow E$ satisfying that $\lim _{|t| \rightarrow+\infty}\|f(t)\|=0$. As is well known, $C_{b}(I: E)$ and $C_{0}(I: E)$ are Banach spaces equipped with the sup-norm, denoted by $\|\cdot\|_{\infty}$. If $X$ is also a complex Banach space, then by $L(E, X)$ we denote the space consisting of all bounded continuous mappings from $E$ into $X ; L(E) \equiv L(E, E)$. The principal branches are always used for taking the powers of complex numbers.

### 1.1. Almost Periodic Functions, Almost Automorphic Functions and Their Generalizations

Let $I=[0, \infty)$ or $I=\mathbb{R}$. Given $\epsilon>0$, we call $\tau>0$ an $\epsilon$-period for $f(\cdot)$ if and only if $\|f(t+\tau)-f(t)\| \leq \epsilon, \quad t \in I$. The set constituted of all $\epsilon$-periods for $f(\cdot)$ is denoted by $\vartheta(f, \epsilon)$. It is said that $f(\cdot)$ is almost periodic if and only if for each $\epsilon>0$ the set $\vartheta(f, \epsilon)$ is relatively dense in $I$, which means that there exists $l>0$ such that any subinterval of $I$ of length $l$ meets $\vartheta(f, \epsilon)$. The vector space consisting of all almost periodic functions is denoted by $A P(I: E)$.

Let $f: \mathbb{R} \rightarrow E$ be continuous. Then it is said that $f(\cdot)$ is almost automorphic if and only if for every real sequence $\left(b_{n}\right)$ there exists a subsequence $\left(a_{n}\right)$ of $\left(b_{n}\right)$ and a map $g: \mathbb{R} \rightarrow E$ such that $\lim _{n \rightarrow \infty} f\left(t+a_{n}\right)=g(t)$ and $\lim _{n \rightarrow \infty} g\left(t-a_{n}\right)=f(t)$, pointwise for $t \in \mathbb{R}$. The space consisting of all almost automorphic functions will be denoted by $A A(\mathbb{R}: E)$.

A function $f: I \times X \rightarrow E$ is called almost periodic if and only if $f(\cdot, \cdot)$ is bounded continuous as well as for every $\epsilon>0$ and every compact $K \subseteq X$ there exists $l(\epsilon, K)>0$ such that every subinterval $J \subseteq I$ of length $l(\epsilon, K)$ contains a number $\tau$ with the property that $\|f(t+\tau, x)-f(t, x)\| \leq \epsilon$ for all $t \in I, x \in K$. The collection of such functions will be denoted by $A P(I \times X: E)$. Observe that we require the boundedness of function $f(\cdot, \cdot)$ a priori, which is not the common case in the existing literature. This is also not the case in the usual definition of an almost automorphic function depending on two variables, given as follows. A continuous function $F: \mathbb{R} \times X \rightarrow E$ is said to be almost automorphic if and only if for every sequence of real numbers $\left(s_{n}^{\prime}\right)$ there exists a subsequence $\left(s_{n}\right)$ such
that $G(t, x):=\lim _{n \rightarrow \infty} F\left(t+s_{n}, x\right)$ is well defined for each $t \in \mathbb{R}$ and $x \in X$, and $\lim _{n \rightarrow \infty} G\left(t-s_{n}, x\right)=F(t, x)$ for each $t \in \mathbb{R}$ and $x \in X$. The vector space consisting of such functions will be denoted by $A A(\mathbb{R} \times X: E)$.

By $P A P_{0}(\mathbb{R}: E)$ we denote the space consisting of all bounded continuous functions $\Phi: \mathbb{R} \rightarrow E$ such that $\lim _{r \rightarrow \infty} \frac{1}{2 r} \int_{-r}^{r}\|\Phi(s)\| d s=0$. For example, it is well known that $f \in P A P_{0}(\mathbb{R}: \mathbb{C})$ if and only if $f \cdot f \in P A P_{0}(\mathbb{R}: \mathbb{C})$. Moreover, let us define

$$
f(t):=\frac{1}{2 t} \int_{-t}^{t} s|\sin s|^{s^{N}} d s, \quad t \in \mathbb{R}
$$

where $N>6$. From [1, Example p. 1143] we know that $\lim _{t \rightarrow+\infty} f(t)=0$ and therefore $\cdot \mid \sin \cdot \|^{N} \in P A P_{0}(\mathbb{R}: \mathbb{C})$ for $N>6$.

By $P A P_{0}(\mathbb{R} \times X: E)$ we denote the space consisting of all continuous functions $\Phi: \mathbb{R} \times X \rightarrow E$ such that $\{\Phi(t, x): t \in \mathbb{R}\}$ is bounded for all $x \in X$, and $\lim _{r \rightarrow \infty} \frac{1}{2 r} \int_{-r}^{r}\|\Phi(s, x)\| d s=0$, uniformly in bounded sets of $X$. A function $f \in$ $C_{b}(\mathbb{R}: X)$ is said to be pseudo-almost periodic, resp. pseudo-almost automorphic, if and only if it admits a decomposition $f(t)=g(t)+q(t), t \in \mathbb{R}$, where $g \in A P(\mathbb{R}: E)$, resp. $g \in A A(\mathbb{R}: E)$, and $q \in P A P_{0}(\mathbb{R}: E)$. The parts $g(\cdot)$ and $q(\cdot)$ are called the almost periodic part of $f(\cdot)$, resp. the almost automorphic part of $f(\cdot)$, and the ergodic perturbation of $f(\cdot)$. The vector space consisting of such functions is denoted by $P A P(\mathbb{R}: E)$, resp. $P A A(\mathbb{R}: E)$; the sup-norm turns $P A P(\mathbb{R}: E)$, resp. $P A A(\mathbb{R}: E)$, into a Banach space ([13]).

For more details about almost periodic type functions and almost automorphic type functions, we refer the reader to the research monographs [5, 6, 7, 9, 12].

## 2. $(\omega, c)$-Pseudo Almost Periodic Functions and ( $\omega, c$ )-Pseudo Almost Automorphic Functions

Unless specified otherwise, in the remainder of paper we will always assume that $c \in \mathbb{C} \backslash\{0\}$ and $\omega>0$. The following definition has been recently introduced in [8].

Definition 2.1. It is said that a continuous function $f: I \rightarrow E$ is $(\omega, c)$-almost periodic, resp. ( $\omega, c$ )-almost automorphic, if and only if the function $f_{\omega, c}(\cdot)$, defined by $f_{\omega, c}(t):=c^{-(t / \omega)} f(t), t \in I$, is almost periodic, resp. almost automorphic. By $A P_{\omega, c}(I: E)$, resp. $A A_{\omega, c}(I: E)$, we denote the space consisting of all $(\omega, c)$-almost periodic functions, resp. all $(\omega, c)$-almost automorphic functions.

Let us recall that $A P_{\omega, c}(I: E)$, resp. $A A_{\omega, c}(I: E)$, is a vector space with the usual operations of addition of functions and pointwise multiplication of functions with scalars ([8]). Furthermore, the space $A P_{\omega, c}(I: E)$, resp. $A A_{\omega, c}(I: E)$, equipped with the norm $\|\cdot\|_{\omega, c}$, where

$$
\|f\|_{\omega, c}:=\sup _{t \in I}\left\|c^{-\frac{t}{\omega}} f(t)\right\|
$$

is a Banach space.
With the exception of consideration preceding Definition 2.3, in the remainder of paper we will deal with the interval $I=\mathbb{R}$, only. Let us recall the $(\omega, c)$-mean of a function $h: \mathbb{R} \rightarrow E$ is introduced in [4] by

$$
\mathcal{M}_{\omega, c}(h):=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} c^{-\sigma / \omega} h(\sigma) d \sigma
$$

whenever the limit exists. For example, for $h_{1}(t)=c^{t / \omega}$ and $h_{2}(t)=c^{t / \omega} e^{i t}$, we have that $\mathcal{M}_{\omega, c}\left(h_{1}\right)=1$ and $\mathcal{M}_{\omega, c}\left(h_{2}\right)=0$. Furthermore, $\mathcal{M}_{\omega, c}$ is a linear and continuous operator. Indeed, if $c^{-t / \omega} h_{n}(t) \rightarrow c^{-t / \omega} h(t)$ uniformly as $n \rightarrow \infty$, then $\mathcal{M}_{\omega, c}\left(h_{n}\right) \rightarrow \mathcal{M}_{\omega, c}(h)$ as $n \rightarrow \infty$.

Remark 2.1. If $h(\cdot)$ is ( $\omega, c$ )-almost periodic in the sense of Definition 2.1, then the mean $\mathcal{M}_{\omega, c}(h)$ always exists, because the function $c^{-(\cdot / \omega)} f(\cdot)$ is almost periodic and the usual mean value of any almost periodic function exists.

In this paper, we will use the space

$$
P A P_{0 ; \omega, c}(\mathbb{R}: E):=\left\{h \in C(\mathbb{R}: E) ; c^{-\cdot / \omega} h(\cdot) \in P A P_{0}(\mathbb{R}: E)\right\} .
$$

A function $h(\cdot)$ is said to be $c$-ergodic if and only if belongs to this space. Therefore, the ergodic space of Zhang ([13]) can be recovered by plugging $c=1$ in the above definition.

Furthermore, we will use the following two types of $(\omega, c)$-pseudo ergodic components:

Definition 2.2. Let $c \in \mathbb{C} \backslash\{0\}$ and $\omega>0$.
(i) A function $f \in C(\mathbb{R} \times X: E)$ is said to be ( $\omega, c, 1$ )-pseudo ergodic vanishing if and only if $c^{-t / \omega} f(t, \cdot) \in P A P_{0}(\mathbb{R} \times X: E)$. The space of all such functions will be denoted by $P A P_{0 ; \omega, c, 1}(\mathbb{R} \times X: E)$.
(ii) A function $f \in C(\mathbb{R} \times X: E)$ is said to be $(\omega, c, 2)$-pseudo ergodic vanishing if and only if $c^{-t / \omega} f\left(t, c^{t / \omega}\right.$. $) \in P A P_{0}(\mathbb{R} \times X: E)$. The space of all such functions will be denoted by $P A P_{0 ; \omega, c, 2}(\mathbb{R} \times X: E)$.

Similarly, we will use two different types of ( $\omega, c$ )-almost periodic functions, resp. ( $\omega, c$ )-almost automorphic functions, depending on two variables (albeit some composition principles for two-parameter $(\omega, c)$-almost periodic functions have been clarified in [8], we have not explicitly defined the notion of a two-parameter ( $\omega, c$ )almost periodic function there; the notion introduced in Definition 2.3 should not be mistakenly identified with the notion of an $(\omega, c)$-almost periodic function of type 1 (type 2), introduced and analyzed in [8, Section 3]).

Definition 2.3. Let $c \in \mathbb{C} \backslash\{0\}, \omega>0$ and $i=1,2$.
(i) A function $f \in C(\mathbb{R} \times X: E)$ is said to be $(\omega, c, 1)$-almost periodic, resp. $(\omega, c, 1)$-almost automorphic, if and only if $c^{-t / \omega} f(t, \cdot) \in A P(\mathbb{R} \times X: E)$, resp. $c^{-t / \omega} f(t, \cdot) \in A A(\mathbb{R} \times X: E)$. The space of all such functions will be denoted by $A P_{\omega, c, 1}(\mathbb{R} \times X: E)$, resp. $A A_{\omega, c, 1}(\mathbb{R} \times X: E)$.
(ii) A function $f \in C(\mathbb{R} \times X: E)$ is said to be $(\omega, c, 2)$-almost periodic, resp. $(\omega, c, 2)$-almost automorphic, if and only if $c^{-t / \omega} f\left(t, c^{t / \omega} \cdot\right) \in A P(\mathbb{R} \times X: E)$, resp. $c^{-t / \omega} f\left(t, c^{t / \omega}.\right) \in A A(\mathbb{R} \times X: E)$. The space of all such functions will be denoted by $A P_{\omega, c, 2}(\mathbb{R} \times X: E)$, resp. $A A_{\omega, c, 2}(\mathbb{R} \times X: E)$.

In [8], we have analyzed the classes of asymptotically $(\omega, c)$-almost periodic functions, resp. asymptotically $(\omega, c)$-almost automorphic functions, defined on the non-negative real axis by adding the usual ergodic components from the space $C_{0}([0, \infty): E)$ to the principal components, which are $(\omega, c)$-almost periodic functions, resp. $(\omega, c)$-almost automorphic functions. In order to stay consistent with the notion introduced in [4, Definition 2.5], we will slightly change the approach obeyed in [8] and use the following notion in case $I=\mathbb{R}$ :

Definition 2.4. Let $c \in \mathbb{C} \backslash\{0\}, \omega>0$ and $i=1,2$.
(i) A function $f \in C(\mathbb{R}: E)$ is said to be $(\omega, c)$-pseudo almost periodic, resp. $(\omega, c)$-pseudo almost automorphic, if and only if it admits a decomposition $f(t)=g(t)+h(t), t \in \mathbb{R}$, where $g(\cdot)$ is $(\omega, c)$-almost periodic, resp. ( $\omega, c)$ almost automorphic, and $h \in P A P_{0 ; \omega, c}(\mathbb{R}: E)$. The space of all such functions will be denoted by $P A P_{\omega, c}(\mathbb{R}: E)$, resp. $P A A_{\omega, c}(\mathbb{R}: E)$.
(ii) A function $f(\cdot, \cdot) \in C(\mathbb{R} \times X: E)$ is said to be $(\omega, c, i)$-pseudo almost periodic, resp. ( $\omega, c, i$ )-pseudo almost automorphic, if and only if it admits a decomposition $f(t, x)=g(t, x)+h(t, x), t \in \mathbb{R}, x \in X$, where $g(\cdot, \cdot)$ is $(\omega, c, i)$-almost periodic, resp. $(\omega, c, i)$-almost automorphic, and $h(\cdot, \cdot) \in P A P_{0 ; \omega, i}(\mathbb{R} \times X: E)$. The space of all such functions will be denoted by $P A P_{\omega, c, i}(\mathbb{R} \times X: E)$, resp. $P A A_{\omega, c, i}(\mathbb{R} \times X: E)$.

For simplicity, we will not consider here the class of $(\omega, c)$-pseudo compactly almost automorphic functions; for some applications of compactly almost automorphic functions, the reader may consult the article [2] by Ait Dads, Boudchich, Es-sebbar and references cited therein.

Theorem 2.1. Let $f \in C(\mathbb{R}: E)$. Then $f(\cdot)$ is $(\omega, c)$-pseudo almost periodic, resp. $(\omega, c)$-pseudo almost automorphic, if and only if:

$$
\begin{equation*}
f(t) \equiv c^{\wedge}(t) u(t), \quad \text { with } c^{\wedge}(t) \equiv c^{t / \omega}, u \in P A P(\mathbb{R}: E) \tag{2.1}
\end{equation*}
$$

resp.

$$
f(t) \equiv c^{\wedge}(t) u(t), \quad \text { with } c^{\wedge}(t) \equiv c^{t / \omega}, u \in P A A(\mathbb{R}: E)
$$

Proof. We will consider only ( $\omega, c$ )-pseudo almost periodic functions for simplicity. It is clear that if $f(\cdot)$ satisfies (2.1), then $f(\cdot)$ is an $(\omega, c)$-pseudo almost periodic function. In order to show the converse statement, let $f \in P A P_{\omega, c}(\mathbb{R}: E)$. Then there exists $g \in A P_{\omega, c}(\mathbb{R}: E)$ and $P A P_{0 ; \omega, c}(\mathbb{R}: E)$ such that $f=g+h$. Therefore,

$$
u(t)=c^{-t / \omega} g(t)+c^{-t / \omega} h(t)=F_{1}(t)+F_{2}(t), \quad t \in \mathbb{R}
$$

So, $u(t)$ is written as a sum of $F_{1}(\cdot)$ which is almost periodic and $F_{2}(\cdot)$ which belongs to $P A P_{0 ; \omega, c}(\mathbb{R}: E)$.

Remark 2.2. Let us note that the decompositions given in Definition 2.4 are unique; see also [4, Remark 2.9]. The proof of this simple fact can be left to the interested readers.

It can be simply shown that:
(i) We have $f+g \in P A P_{\omega, c}(\mathbb{R}: E)$, resp. $f+g \in P A A_{\omega, c}(\mathbb{R}: E)$, and $\alpha h \in$ $P A P_{\omega, c}(\mathbb{R}: E)$, resp. $\alpha h \in P A A_{\omega, c}(\mathbb{R}: E)$, provided $f, g, h \in P A P_{\omega, c}(\mathbb{R}:$ $E)$, resp. $f, g, h \in P A A_{\omega, c}(\mathbb{R}: E)$, and $\alpha \in \mathbb{C}$.
(ii) If $\tau \in \mathbb{R}$ and $f \in P A P_{\omega, c}(\mathbb{R}: E)$, resp. $f \in P A A_{\omega, c}(\mathbb{R}: E)$, then $f_{\tau}(\cdot) \equiv$ $f(\cdot+\tau) \in P A P_{\omega, c}(\mathbb{R}: E)$, resp. $f_{\tau}(\cdot) \in P A A_{\omega, c}(\mathbb{R}: E)$.

Now we would like to endow the introduced space of ( $\omega, c$ )-pseudo almost periodic functions, resp. ( $\omega, c$ )-pseudo almost automorphic functions, with a certain norm.
Proposition 2.1. The space $P A P_{\omega, c}(\mathbb{R}: E)$, resp. $P A A_{\omega, c}(\mathbb{R}: E)$, equipped with the norm $\|\cdot\|_{\omega, c}$ is a Banach space.

Proof. We will consider the space $P A P_{\omega, c}(\mathbb{R}: E)$, only. Let $\left(f_{n}\right)$ be a Cauchy sequence in $P A P_{\omega, c}(\mathbb{R}: E)$. Then, given $\epsilon>0$, there exists $N \in \mathbb{N}$ such that, for all $m, n \geq N$, we have

$$
\left\|f_{n}-f_{m}\right\|_{\omega, c}<\epsilon
$$

Since $f_{m}, f_{n} \in P A P_{\omega, c}(\mathbb{R}: E)$, Theorem 2.1 implies that there exists $u_{m}, u_{n} \in$ $P A P(\mathbb{R}: E)$ such that $f_{m}(t) \equiv c^{\wedge}(t) u_{m}(t)$ and $f_{n}(t) \equiv c^{\wedge}(t) u_{n}(t)$ for all $t \in \mathbb{R}$. Now, for $m, n \geq N$ we have $\left\|u_{m}-u_{n}\right\|_{\infty} \leq\left\|f_{n}-f_{m}\right\|_{\omega, c}<\epsilon$. It follows that $\left(u_{n}\right)$ is a Cauchy sequence in $\operatorname{PAP}(\mathbb{R}: E)$. Since $P A P(\mathbb{R}: E)$ is complete, there exists $u \in P A P(\mathbb{R}: E)$ such that $\left\|u_{n}-u\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$. Let us define $f(t):=c^{\wedge}(t) u(t), t \in \mathbb{R}$. We claim that $\left\|u_{n}-u\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$. Indeed, $\left\|f_{n}-f\right\|_{\omega, c}=\sup _{t \in \mathbb{R}}\left\|u_{n}(t)-u(t)\right\| \rightarrow 0 \quad(n \rightarrow \infty)$. Hence, $P A P_{\omega, c}(\mathbb{R}: E)$ is a Banach space with the norm $\|\cdot\|_{\omega, c}$.

Lemma 2.1. ([4]) Assume that $k^{\sim}(\cdot):=c^{\wedge}(-\cdot) k(\cdot) \in L^{1}(\mathbb{R})$. Then $h \in P A P_{0 ; \omega, c}(\mathbb{R}$ : E) implies that $k * h \in P A P_{0 ; \omega, c}(\mathbb{R}: E)$.

Theorem 2.2. Let $f \in P A P_{\omega, c}(\mathbb{R}: E)$, resp. $f \in P A A_{\omega, c}(\mathbb{R}: E)$, with $f(\cdot)=$ $c^{\wedge}(\cdot) p(\cdot), p \in P A P(\mathbb{R}: E)$, resp. $p \in P A A(\mathbb{R}: E)$. If for some $k(\cdot)$ we have that $k^{\sim}(\cdot):=c^{\wedge}(-\cdot) k(\cdot) \in L^{1}(\mathbb{R})$, then

$$
(k * f)(t)=\int_{-\infty}^{\infty} k(t-s) f(s) d s=c^{\wedge}(t)\left(k^{\sim} * p\right)(t), \quad t \in \mathbb{R}
$$

In particular, $k * f \in P A P_{\omega, c}(\mathbb{R}: E)$, resp. $k * f \in P A A_{\omega, c}(\mathbb{R}: E)$.
Proof. As before, we will consider the space $P A P_{\omega, c}(\mathbb{R}: E)$ only, because the proof is quite analogous for the space $P A A_{\omega, c}(\mathbb{R}: E)$. Since $p \in P A P(\mathbb{R}: E)$, we have that there exists $p_{1} \in A P(\mathbb{R}: E)$ and $p_{2} \in P A P_{0}(\mathbb{R}: E)$ such that $p=p_{1}+p_{2}$. Then $f=f_{1}+f_{2}$, where $f_{1}(\cdot)=c^{\wedge}(\cdot) p_{1}(\cdot) \in A P_{\omega, c}(\mathbb{R}: E)$ and $f_{2}(\cdot)=c^{\wedge}(\cdot) p_{1}(\cdot) \in P A P_{0 ; \omega, c}(\mathbb{R}: E)$. For every $t \in \mathbb{R}$, we have

$$
\begin{gathered}
(k * f)(t)=\int_{-\infty}^{\infty} k(t-s) f(s) d s \\
=\int_{-\infty}^{\infty} k(t-s) f_{1}(s) d s+\int_{-\infty}^{\infty} k(t-s) f_{2}(s) d s \\
=\left(k * f_{1}\right)(t)+\left(k * f_{2}\right)(t)=: I_{1}(t)+I_{2}(t)
\end{gathered}
$$

We have that $I_{1} \in A P_{\omega, c}(\mathbb{R}: E)$; see [8]. Next, by Lemma 2.1, we have that $I_{2} \in P A P_{0 ; \omega, c}(\mathbb{R}: E)$. Moreover, by definition of $f(\cdot)$, we have $(k * f)(\cdot)=$ $c^{\wedge}(\cdot)\left(k^{\sim} * p\right)(\cdot)$ so that $k * f \in P A P_{\omega, c}(\mathbb{R}: E)$.
Example 2.1. ([12]) Let us consider the heat equation $u_{t}(x, t)=u_{x x}(x, t), t>0$, $x \in \mathbb{R}$, with the initial value condition $u(x, 0)=f(x)$. Let $u(x, t)$ be a regular solution satisfying the initial value condition. It is well known that

$$
u(x, t)=\frac{1}{2 \sqrt{\pi t}} \int_{-\infty}^{+\infty} e^{-\frac{(x-s)^{2}}{4 t}} f(s) d s, \quad t>0, x \in \mathbb{R}
$$

Fix $t_{0}>0$ and assume that $f(\cdot)$ is an $(\omega, c)$-pseudo almost periodic function. Then, by Theorem 2.2, the solution $u\left(x, t_{0}\right)$ is $(\omega, c)$-pseudo almost periodic with respect to $x$.

### 2.1. Composition principles

In this subsection, we will use two lemmae. The first one is a slight extension of the well known result of H.-X. Li, F.-L. Huang and J.-Y. Li [10, Theorem 2.1], clarified recently in [9, Lemma 2.12.2]:

Lemma 3.1. Let $f \in P A P(\mathbb{R} \times X: E)$ and $u \in P A P(\mathbb{R}: X)$. Then the mapping $t \mapsto f(t, u(t)), t \in \mathbb{R}$ belongs to the space $\operatorname{PAP}(\mathbb{R}: E)$ provided that the following conditions hold:
(i) The set $\{f(t, x): t \in \mathbb{R}, x \in B\}$ is bounded for every bounded subset $B \subseteq X$.
(ii) $f(t, x)$ is uniformly continuous in each bounded subset of $X$ uniformly in $t \in \mathbb{R}$. That is, for any $\epsilon>0$ and $B \subseteq X$ bounded, there exists $\delta>0$ such that $x, y \in B$ and $\|x-y\| \leq \delta$ imply $\|f(t, x)-f(t, y)\| \leq \epsilon$ for all $t \in \mathbb{R}$.

The second lemma is the following slight extension of the composition principle established by J. Liang et al. in [11, Theorem 2.4]:

Lemma 3.2. (see [9, Theorem 3.2.4]) Suppose that $f=g+\phi \in P A A(\mathbb{R} \times X: E)$ with $g \in A A(\mathbb{R} \times X: E), \phi \in P A P_{0}(\mathbb{R} \times X: E)$ and the following holds:
(i) the mapping $(t, x) \mapsto g(t, x)$ is uniformly continuous in any bounded subset $B \subseteq X$ uniformly for $t \in \mathbb{R}$;
(ii) the mapping $(t, x) \mapsto \phi(t, x)$ is uniformly continuous in any bounded subset $B \subseteq X$ uniformly for $t \in \mathbb{R}$.

Then for each $u \in P A A(\mathbb{R}: X)$ one has $f(\cdot, u(\cdot)) \in P A A(\mathbb{R}: E)$.

For simplicity, we will not consider Stepanov $p$-almost periodic functions and Stepanov $p$-almost automorphic functions depending on two variables here (see [8, Section 3] for some composition principles for Stepanov ( $p, \omega, c$ )-almost periodic functions).

Suppose now that a continuous function $g: \mathbb{R} \times X \rightarrow E$ satisfies $g(t+\omega, x)=$ $c g(t, x)$ for all $t \in \mathbb{R}$ and $x \in X$, resp. $g(t+\omega, c x)=c g(t, x)$ for all $t \in \mathbb{R}$ and $x \in X$. Define the functions

$$
\begin{equation*}
G_{1}(t, x):=c^{-\frac{t}{\omega}} g(t, x), \quad t \in \mathbb{R}, x \in X \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{2}(t, x):=c^{-\frac{t}{\omega}} g\left(t, c^{t / \omega} x\right), \quad t \in \mathbb{R}, x \in X \tag{2.3}
\end{equation*}
$$

Then, for every $t \in \mathbb{R}$ and $x \in X$, we have

$$
G_{1}(t+\omega, x)=c^{-\frac{t+\omega}{\omega}} g(t+\omega, x)=c^{-\frac{t+\omega}{\omega}} c g(t+\omega, x)=c^{-\frac{t}{\omega}} g(t, x)=G_{1}(t, x)
$$

and

$$
\begin{aligned}
G_{2}(t+\omega, x) & =c^{-\frac{t+\omega}{\omega}} g\left(t+\omega, c^{\frac{t+\omega}{\omega}} x\right)=c^{-\frac{t+\omega}{\omega}} c g\left(t, c^{t / \omega} x\right) \\
& =c^{-t / \omega} g\left(t, c^{t / \omega} x\right)=G_{2}(t, x) .
\end{aligned}
$$

In both cases, the function $G_{i}(\cdot, \cdot)$ is $\omega$-periodic in time variable $(i=1,2)$. Furthermore, if the requirements of [4, Theorem 2.24] hold (case $i=2$ ), then condition (i) of Lemma 3.2 holds with the function $g(\cdot, \cdot)$ replaced therein with the function $G_{2}(\cdot, \cdot)$, and condition (ii) of Lemma 3.2 holds with the function $\phi(\cdot, \cdot)$ replaced therein with the function $h_{2}(t, \cdot) \equiv c^{-t / \omega} h\left(t, c^{t / \omega} \cdot\right), t \in \mathbb{R}$. Furthermore, $G_{2} \in A A(\mathbb{R} \times X: E)$ and
$h_{2} \in P A P_{0}(\mathbb{R} \times X: E)$ so that repeating verbatim the arguments used in the proof of [11, Theorem 2.4] with appealing to [3, Theorem 2.11] in place of [11, Lemma 2.2] immediately yields a much simpler proof of [4, Theorem 2.24]. Furthermore, the statement of [3, Theorem 2.11] can be formulated for continuous functions which maps the space $\mathbb{R} \times X$ into $E$; in other words, we can use two different pivot spaces $X$ and $E$. Keeping in mind this observation, we can immediately clarify an extension of [4, Theorem 2.24] in this context (the interested reader may try to reexamine [4, Theorem 2.25] for ( $\omega, c$ )-pseudo almost periodic functions and ( $\omega, c$ )-pseudo almost automorphic functions). Furthermore, using Lemma 3.2 we can immediately clarify the following result:

## Proposition 3.1.

(i) Suppose that $f=g+\phi$ with $g \in A A_{\omega, c, 1}(\mathbb{R} \times X: E), \phi \in P A P_{0 ; \omega, c, 1}(\mathbb{R} \times X: E)$ and the following holds:
(a) the mapping $(t, x) \mapsto G_{1}(t, x)$ given by (2.2) is uniformly continuous in any bounded subset $B \subseteq X$ uniformly for $t \in \mathbb{R}$;
(b) the mapping $(t, x) \mapsto \phi_{1}(t, x)$ given by (2.2), with the function $g(\cdot, \cdot)$ replaced therein with the function $\phi(\cdot, \cdot)$, is uniformly continuous in any bounded subset $B \subseteq X$ uniformly for $t \in \mathbb{R}$.

Then for each $u \in P A A(\mathbb{R}: X)$ one has $f(\cdot, u(\cdot)) \in P A A_{\omega, c}(\mathbb{R}: E)$.
(ii) Suppose that $f=g+\phi$ with $g \in A A_{\omega, c, 2}(\mathbb{R} \times X: E), \phi \in P A P_{0 ; \omega, c, 2}(\mathbb{R} \times X: E)$ and the following holds:
(c) the mapping $(t, x) \mapsto G_{2}(t, x)$ given by (2.2) is uniformly continuous in any bounded subset $B \subseteq X$ uniformly for $t \in \mathbb{R}$;
(d) the mapping $(t, x) \mapsto \phi_{2}(t, x)$ given by (2.2), with the function $g(\cdot, \cdot)$ replaced therein with the function $\phi(\cdot, \cdot)$, is uniformly continuous in any bounded subset $B \subseteq X$ uniformly for $t \in \mathbb{R}$.

Then for each $u \in P A A_{\omega, c}(\mathbb{R}: X)$ one has $f(\cdot, u(\cdot)) \in P A A_{\omega, c}(\mathbb{R}: E)$.
Concerning possible applications of Lemma 3.1, we can immediately clarify the following result:

## Proposition 3.2.

(i) Let $f \in P A P_{\omega, c, 1}(\mathbb{R} \times X: E)$ and $u \in P A P(\mathbb{R}: X)$. Then the mapping $t \mapsto f(t, u(t)), t \in \mathbb{R}$ belongs to the space $P A P_{\omega, c}(\mathbb{R}: E)$ provided that the following conditions hold:
(a) The set $\left\{c^{-t / \omega} f(t, x): t \in \mathbb{R}, x \in B\right\}$ is bounded for every bounded subset $B \subseteq X$.
(b) $c^{-t / \omega} f(t, x)$ is uniformly continuous in each bounded subset of $X$ uniformly in $t \in \mathbb{R}$.
(ii) Let $f \in P A P_{\omega, c, 2}(\mathbb{R} \times X: E)$ and $u \in P A P_{\omega, c}(\mathbb{R}: X)$. Then the mapping $t \mapsto f(t, u(t)), t \in \mathbb{R}$ belongs to the space $P A P_{\omega, c}(\mathbb{R}: E)$ provided that the following conditions hold:
(a) The set $\left\{c^{-t / \omega} f\left(t, c^{t / \omega} x\right): t \in \mathbb{R}, x \in B\right\}$ is bounded for every bounded subset $B \subseteq X$.
(b) $c^{-t / \omega} f\left(t, c^{t / \omega} x\right)$ is uniformly continuous in each bounded subset of $X$ uniformly in $t \in \mathbb{R}$.

## 3. An Application to the Abstract Semilinear Cauchy Inclusions in Banach Spaces

Consider the semilinear fractional Cauchy inclusion

$$
\begin{equation*}
D_{t,+}^{\gamma} u(t) \in \mathcal{A} u(t)+f(t, u(t)), t \in \mathbb{R} \tag{3.1}
\end{equation*}
$$

where $D_{t,+}^{\gamma}$ denotes the Riemann-Liouville fractional derivative of order $\gamma \in(0,1]$, $f: \mathbb{R} \rightarrow E$ satisfies certain properties, and $\mathcal{A}$ is a closed multivalued linear operator in $E$ satisfying the condition
(P) There exists finite constants $a, M>0$ and $\beta \in(0,1]$ such that

$$
\Psi:=\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq-a(|\operatorname{Im} \lambda|+1)\} \subseteq \rho(\mathcal{A})
$$

and

$$
\|R(\lambda: \mathcal{A})\| \leq M(1+|\lambda|)^{-\beta}, \quad \lambda \in \Psi
$$

Then there exists a finite constant $M_{0}>0$ such that the degenerate strongly continuous semigroup $(T(t))_{t>0} \subseteq L(E)$ generated by $\mathcal{A}$ satisfies the estimate $\|T(t)\| \leq M_{0} e^{-a t} t^{\beta-1}, t>0$; cf. [9] for more details. By a mild solution of problem (3.1), we mean any continuous function $t \mapsto u(t), t \in \mathbb{R}$ satisfying

$$
u(t)=\int_{-\infty}^{t} T(t-s) f(s, u(s)) d s, \quad t \in \mathbb{R}
$$

We will use the following auxiliary result:

Lemma 4.1. (see the proof of [9, Lemma 2.12.3]) Suppose that $f: \mathbb{R} \rightarrow E$ is pseudo-almost periodic (pseudo-almost automorphic) and $(R(t))_{t>0} \subseteq L(E, X)$ is a strongly continuous operator family satisfying that $\|R(t)\| \leq M e^{-b t} t^{\beta-1}, t>0$ for some finite numbers $M \geq 1, b>0$ and $\beta \in(0,1]$. Then the function $F(t):=$ $\int_{-\infty}^{t} R(t-s) f(s) d s, t \in \mathbb{R}$ is well-defined and pseudo-almost periodic (pseudo-almost
automorphic).

Suppose now that

$$
\begin{equation*}
0<M_{0} /(a+(\ln |c| / \omega))<1 \tag{3.2}
\end{equation*}
$$

and define the mapping

$$
P u: P A P_{\omega, c}(\mathbb{R}: E) \rightarrow P A P_{\omega, c}(\mathbb{R}: E), \text { resp. } P u: P A A_{\omega, c}(\mathbb{R}: E) \rightarrow P A A_{\omega, c}(\mathbb{R}: E),
$$

by

$$
(P u)(t):=\int_{-\infty}^{t} T(t-s) f(s, u(s)) d s, \quad t \in \mathbb{R}
$$

If the mapping $f(\cdot, \cdot)$ satisfies the requirements of Proposition 3.2(ii), resp. Proposition 3.1(ii), then we have that the mapping $f(\cdot, u(\cdot))$ belongs to the class $P A P_{\omega, c}(\mathbb{R}$ : $E)$, resp. $P A A_{\omega, c}(\mathbb{R}: E)$. Using the decomposition

$$
\int_{-\infty}^{t} T(t-s) f(s, u(s)) d s=\int_{-\infty}^{t}\left[c^{-\frac{t-s}{\omega}} T(t-s)\right]\left[c^{-\frac{s}{\omega}} f(s, u(s))\right] d s, \quad t \in \mathbb{R}
$$

the estimate (3.2) yields that the mapping $t \mapsto \int_{-\infty}^{t} T(t-s) f(s, u(s)) d s, t \in \mathbb{R}$ belongs to the class $P A P_{\omega, c}(\mathbb{R}: E)$, resp. $P A A_{\omega, c}(\mathbb{R}: E)$. Hence, the mapping $P(\cdot)$ is well defined. Using a simple calculation, we get that (see also Proposition 3.1):

$$
\|P u\|_{\omega, c} \leq \frac{M_{0}}{a+(\ln |c| / \omega)}\|P u\|_{\omega, c}, \quad u \in P A P_{\omega, c}(\mathbb{R}: E) \quad\left[u \in P A A_{\omega, c}(\mathbb{R}: E)\right]
$$

Applying the Banach contraction principle, we get that the mapping $P(\cdot)$ has a unique fixed point, so that there exists a unique solution of the abstract semilinear Cauchy inclusion (3.1) which belongs to the class $P A P_{\omega, c}(\mathbb{R}: E)$, resp. $P A A_{\omega, c}(\mathbb{R}$ : $E)$.

## Acknowledgements

This research is partially supported by grant 174024 of Ministry of Science and Technological Development, Republic of Serbia and Bilateral project between MANU and SANU.

## REFERENCES

1. E. Ait Dads, K. Ezzinbi, O. Arino: Pseudo almost periodic solutions for some differential equations in a Banach space. Nonlinear Anal. 28 (1997), 1145-1155.
2. E. H. Ait Dads, F. Boudchich, B. Es-sebbar: Compact almost automorphic solutions for some nonlinear integral equations with time-dependent and state-dependent delay. Advances Diff. Equ. (2017) 2017:307 doi 10.1186/s13662-017-1364-2.
3. E. Alvarez, A. Gómez, M. Pinto: ( $\omega, c$ )-Periodic functions and mild solution to abstract fractional integro-differential equations. Electron. J. Qual. Theory Differ. Equ. 16 (2018), 1-8.
4. E. Alvarez, S. Castillo, M. Pinto: ( $\omega, c$ )-Pseudo periodic functioins, first order Cauchy problem and Lasota-Wazewska model with ergodic and unbounded oscillating production of red cells. Bound. Value Probl. 106 (2019), 1-20.
5. T. Diagana: Almost Automorphic Type and Almost Periodic Type Functions in Abstract Spaces. Springer, New York, 2013.
6. A. M. Fink: Almost Periodic Differential Equations. Springer-Verlag, Berlin, 1974.
7. G. M. N'Guérékata: Almost Automorphic and Almost Periodic Functions in Abstract Spaces. Kluwer Acad. Publ., Dordrecht, 2001.
8. M. T. Khalladi, M. Kostić, A. Rahmani, D. Velinov: ( $\omega, c$ )-Almost periodic type functions and applications. Filomat, submitted.
9. M. Kostić: Almost Periodic and Almost Automorphic Type Solutions to IntegroDifferential Equations. W. de Gruyter, Berlin, 2019.
10. H.-X. Li, F.-L. Huang, J.-Y. Li: Composition of pseudo almost-periodic functions and semilinear differential equations. J. Math. Anal. Appl. 255 (2001), 436-446.
11. J. Liang, J. Zhang, T.-J. Xiao: Composition of pseudo-almost automorphic and asymptotically almost automorphic functions. J. Math. Anal. Appl. 340 (2008), 14931499.
12. S. Zaidman: Almost-Periodic Functions in Abstract Spaces. Pitman Research Notes in Math., Vol. 126, Pitman, Boston, 1985.
13. C. Zhang: Pseudo almost periodic solutions of some differential equations. J. Math. Anal. Appl. 181 (1994), 62-76.

# PROPERTIES OF A NEW SUBCLASS OF ANALYTIC FUNCTION ASSOCIATED TO RAFID - OPERATOR AND $q$-DERIVATIVE 
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#### Abstract

In this article, we introduce a new subclass of analytic functions, using the exponent operators of Rafid and $q$-derivative. The coefficient estimates, extreme points, convex linear combination, radii of starlikeness, convexity and finally integral have been investigated.


Keywords: Rafid - operator, $q$-derivative, $q$-integral, univalent function, coefficient bound, convex set, partial sum.

## 1. Introduction

The theory of univalent functions can be described by using the theory of the $q$ calculus. In recent years, such $q$-calculus as the $q$-integral and $q$-derivative have been used to construct several subclasses of analytic functions $[1,6,11,12]$. The theory of $q$-analysis has motivated the researchers owing to many branches of mathematics and physics. For example, in the areas of special functions, $q$-difference, $q$-integral equations, optimal control problems, $q$-difference, $q$-integral equations, $q$-transform analysis and in quantum physics see for instance, $[7,8,10,14]$.

The main subject of the present paper is to introduce and investigate a new subclass of analytic functions in the open unit disk $U$ by using the operators Rafid and $q$-derivative. Let $\mathcal{A}$ denote the class of functions $f(z)$ in the form of:

$$
\begin{equation*}
f(z)=z+\sum_{k=2}^{+\infty} a_{k} z^{k} \tag{1.1}
\end{equation*}
$$

[^9]which are analytic in the punctured unit disk
$$
U=\{z \in \mathbb{C}:|z|<1\}
$$

For $f(z) \in \mathcal{A}$, the $q$ - derivative, $0<q<1$, of $f(z)$ is defined by Gasper and Rahman [5].

$$
D_{q} f(z)= \begin{cases}\frac{f(q z)-f(z)}{(q-1) z} & (z \neq 0)  \tag{1.2}\\ f^{\prime}(0) & (z=0)\end{cases}
$$

where $z \in U$ and $0<q<1$.
Let $T(p)$ be the class of all $p$-valent functions of the form

$$
\begin{equation*}
f(z)=z^{p}-\sum_{n=p+1}^{+\infty} a_{n} z^{n} \quad a_{n} \geq 0 \tag{1.3}
\end{equation*}
$$

which are analytic in the punctured unit disk

$$
U=\{z \in \mathbb{C}:|z|<1\}
$$

If $f \in T(p)$ is given by Equation (1.3) and $g \in T(p)$ is given by

$$
\begin{equation*}
g(z)=z^{p}-\sum_{n=p+1}^{+\infty} b_{n} z^{n} \quad b_{n} \geq 0 \tag{1.4}
\end{equation*}
$$

then the Hadamard product $f * g$ of $f$ and $g$ is defined by

$$
\begin{equation*}
(f * g)(z)=z^{p}-\sum_{n=p+1}^{+\infty} a_{n} b_{n} z^{n}=(g * f)(z) . \tag{1.5}
\end{equation*}
$$

From Equation (1.2) for a function $f(z)$ given by Equation(1.3) we get

$$
\begin{equation*}
D_{q} f(z)=[p]_{q} z^{p-1}-\sum_{n=p+1}^{\infty}[n]_{q} a_{n} z^{p-1} \quad, \quad z \in U \tag{1.6}
\end{equation*}
$$

where

$$
[p]_{q}:=\frac{1-q^{p}}{1-q}=1+q+q^{2}+\cdots+q^{p-1}
$$

and

$$
[n]_{q}:=\frac{1-q^{n}}{1-q}=1+q+q^{2}+\cdots+q^{n-1}
$$

Also $[p]_{q} \rightarrow p$ and $[n]_{q} \rightarrow n$ as $q \rightarrow \overline{1}$. So we conclude that

$$
\lim _{q \rightarrow \overline{1}} D_{q} f(z)=f^{\prime}(z) \quad, \quad z \in U
$$

see also [13].
Waggas and Rafid defined the Rafid -operator of a function $f(z)=z-\sum_{n=2}^{+\infty} a_{n} z^{n}$ by

$$
\begin{equation*}
R_{\mu}^{\theta}(f(z))=z-\sum_{n=2}^{+\infty} \frac{(1-\mu)^{n-1} \Gamma(\theta, n)}{\Gamma(\theta+1)} a_{n} z^{n} \tag{1.7}
\end{equation*}
$$

See for instance, $[2,3,4]$ ).
By using Rafid and $q$-derivative operators, we define the $R_{\mu}^{\theta} D_{q}(f(z))$ for a function $f \in T(p)$ as follows:

Definition 1.1. The Rafid -operator of $f \in T(p)$, is denoted by $R_{\mu}^{\theta} D_{q}$ and defined as following:

$$
\begin{equation*}
R_{\mu}^{\theta} D_{q}(f(z))=\frac{z}{[p]_{q}(1-\mu)^{p+\theta+1} \Gamma(p+\theta+1)} \int_{0}^{+\infty} t^{\theta-1} e^{-\left(\frac{t}{1-\mu}\right)} D_{q}(f(z t)) d t \tag{1.8}
\end{equation*}
$$

Then it is easy to deduce the series representation of the function $R_{\mu}^{\theta}(f(z))$ as following:

$$
\begin{align*}
R_{\mu}^{\theta} D_{q}(f(z)) & =z^{p}-\sum_{n=p+1}^{+\infty} \frac{[n]_{q}(1-\mu)^{n-p} \Gamma(n+\theta+1)}{[p]_{q} \Gamma(p+\theta+1)} a_{n} z^{n} \\
& =z^{p}-\sum_{n=p+1}^{+\infty} M(n, p, q, \mu, \theta) a_{n} z^{n} \tag{1.9}
\end{align*}
$$

where

$$
\begin{equation*}
M(n, p, q, \mu, \theta)=\frac{[n]_{q}(1-\mu)^{n-p} \Gamma(n+\theta+1)}{[p]_{q} \Gamma(p+\theta+1)} \tag{1.10}
\end{equation*}
$$

We now define a new subclass $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ of analytic functions of $T(p)$ by using the operators Rafid and $q$-derivative. Let $f(z) \in T(p)$ is said to be in the class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ if and only if it satisfies the inequality:

$$
\begin{equation*}
\left|\frac{\lambda z^{2}\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime \prime}+z\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime}}{z\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime}+(1-\lambda)\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)}-(1-\beta)\right| \leq \alpha \tag{1.11}
\end{equation*}
$$

Here, $0<q<1,0 \leq \lambda<1,0 \leq \alpha \leq 1,0 \leq \mu<1,0 \leq \theta \leq 1$ and $\beta<1$.

## 2. Main Results

Unless otherwise mentioned, we suppose throughout this paper that $0<q<1,0 \leq$ $\lambda<1,0 \leq \alpha \leq 1,0 \leq \mu<1,0 \leq \theta \leq 1$ and $\beta<1$. First we state coefficient estimates on the class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$.

Theorem 2.1. Let $f(z) \in T(p)$, then $f(z) \in T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ if and only if
(2.1) $\sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n} \leq 1-2 \lambda$.

Proof. Suppose $f(z)$ difined by Equation(1.3) and $f(z) \in T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, then Equation (1.11) holds true, we have

$$
\begin{aligned}
& \left\lvert\, \frac{[(2-\beta) \lambda+2 \beta-1] z^{p}}{(2-\lambda) z^{p}-(n-\lambda+1) \sum_{n=p+1}^{+\infty} M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}}\right. \\
- & \left.-\frac{[n(1-n)+\beta-1] \lambda+1-(1+n) \beta] \sum_{n=p+1}^{+\infty} n(n-1) M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}}{(2-\lambda) z^{p}-(n-\lambda+1) \sum_{n=p+1}^{+\infty} M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}} \right\rvert\,<\alpha .
\end{aligned}
$$

Since $\operatorname{Re}(z) \leq|z|$ for all $z$,

$$
\begin{aligned}
& \operatorname{Re}\left\{\frac{[(2-\beta) \lambda+2 \beta-1] z^{p}}{(2-\lambda) z^{p}-(n-\lambda+1) \sum_{n=p+1}^{+\infty} M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}}\right. \\
& \left.-\frac{[n(1-n)+\beta-1] \lambda+1-(1+n) \beta] \sum_{n=p+1}^{+\infty} n(n-1) M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}}{(2-\lambda) z^{p}-(n-\lambda+1) \sum_{n=p+1}^{+\infty} M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}}\right\}<\alpha .
\end{aligned}
$$

By letting $z \rightarrow \overline{1}$ through real values, we have

$$
\sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n} \leq 1-2 \lambda
$$

Conversely, let Equation (2.1) holds true, it is enough to show that

$$
\begin{aligned}
& X(f)=\mid \lambda z^{2}\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime \prime}+z\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime} \\
& -(1-\beta)\left[z\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime}+(1-\lambda)\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)\right] \mid \\
& -\alpha\left|z\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)^{\prime}+(1-\lambda)\left(R_{\mu}^{\theta}\left(D_{q}(f * g)(z)\right)\right)\right| \leq 0
\end{aligned}
$$

But for $0<|z|=r<1$ we have

$$
\begin{aligned}
& X(f)=\mid\left[\left(2-\beta \lambda\left[z^{p}-\sum_{n=p+1}^{+\infty} n(n-1) M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}\right]\right.\right. \\
& +z^{p}-\sum_{n=p+1}^{+\infty} n M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n} \\
& -(1-\beta)\left(\left[z^{p}-\sum_{n=p+1}^{+\infty} n M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}\right]\right. \\
& \left.+(1-\lambda)\left[z^{p}-\sum_{n=p+1}^{+\infty} n M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}\right]\right) \mid \\
& -\alpha\left(\left[z^{p}-\sum_{n=p+1}^{+\infty} n M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}\right]\right. \\
& \left.+(1-\lambda)\left[z^{p}-\sum_{n=p+1}^{+\infty} n M(n, p, q, \mu, \theta) a_{n} b_{n} z^{n}\right]\right) \mid \\
& \leq \sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta)\left|a_{n}\right|\left|b_{n}\right| r^{n} \\
& -(1-2 \lambda) .
\end{aligned}
$$

Since the above inequality holds for all $r(0<r<1)$, by letting $r \rightarrow \overline{1}$ and using Equation (2.1) we obtain $X(f) \leq 0$. This completes the proof.

Corollary 2.1. If function $f(z)$ of the form Equation (1.3) belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ then

$$
a_{n} \leq \frac{1-2 \lambda}{[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) b_{n}}
$$

where

$$
M(n, p, q, \mu, \theta)=\frac{[n]_{q}(1-\mu)^{n-p} \Gamma(n+\theta+1)}{[p]_{q} \Gamma(p+\theta+1)}, \quad n \geq p+1
$$

With the equality for the function

$$
f(z)=z^{p}-\frac{1-2 \lambda}{[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) b_{n}} z^{p}
$$

Next we obtain extreme points and convex linear combination property for $f(z)$ belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$.

Theorem 2.2. The function $f(z)$ of the form Equation (1.3) belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ if and only if it can be expressed by

$$
f(z)=\sigma_{1} f_{1}(z)+\sum_{n=p+1}^{\infty} \sigma_{n} f_{n}(z), \quad \sigma_{n} \geq 1, \quad \sigma_{1}+\sum_{n=p+1}^{\infty} \sigma_{n}=1
$$

where

$$
\begin{aligned}
& f_{1}(z)=z^{p} \\
& f_{n}(z)=\frac{1-2 \lambda}{[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) b_{n}} \\
& \quad z^{k} \\
& \quad(n \geq p+1)
\end{aligned}
$$

Proof. Let

$$
\begin{aligned}
f(z) & =\sigma_{1} f_{1}(z)+\sum_{n=p+1}^{\infty} \sigma_{n} f_{n}(z) \\
& =\sigma_{1} f_{1}(z)+\sum_{n=p+1}^{\infty} \sigma_{n}\left[z^{n}-\frac{1-2 \lambda}{[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) b_{n}}\right] z^{n} \\
& =z^{p}-\sum_{n=p+1}^{\infty} \frac{1-2 \lambda}{[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) b_{n}} \sigma_{n} z^{n} .
\end{aligned}
$$

Now apply Theorem 2.1 to conclude that $f(z) \in T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$. Conversely, if $f(z)$ given by Equation (1.3) belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, by letting

$$
\sigma_{1}=1-\sum_{n=p+1}^{+\infty} \sigma_{n}
$$

where

$$
\sigma_{k}=\frac{[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) b_{n}}{1-2 \lambda} a_{n}
$$

we conclude the required result.

Theorem 2.3. Let for $t=1,2, \cdots, k, f_{t}(z)=z^{p}-\sum_{n=p+1}^{+\infty} a_{n, t} z^{n}$ belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, then $F(z)=\sum_{t=1}^{k} \sigma_{t} f_{t}(z)$ is also in the same class, where $\sum_{t=1}^{k} \sigma_{t}=1$. Hence $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ is a convex set.

Proof. According to Theorem 2.1 for every $t=1,2, \cdots, k$ we have

$$
\sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n, t} b_{n} \leq 1-2 \lambda
$$

But

$$
\begin{aligned}
F(z) & =\sum_{t=1}^{k} \sigma_{t} f_{t}(z) \\
& =\sum_{t=1}^{k} \sigma_{t}\left(z^{p}-\sum_{n=p+1}^{\infty} a_{n, t} z^{n}\right) \\
& =z^{p} \sum_{t=1}^{k} \sigma_{t}-\sum_{n=p+1}^{\infty}\left(\sum_{t=1}^{k} \sigma_{t} a_{n, t}\right) z^{n} \\
& =z^{p}-\sum_{n=p+1}^{\infty}\left(\sum_{t=1}^{k} \sigma_{t} a_{n, t}\right) z^{n} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] \\
& \times M(n, p, q, \mu, \theta) a_{n, t} b_{n}\left(\sum_{n=1}^{m} \sigma_{n} a_{k, n}\right) \\
= & \sum_{n=1}^{m} \sigma_{n}\left(\sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1]\right. \\
& \times M(n, p, q, \mu, \theta) a_{n, t} b_{n} \\
\leq & \sum_{t=1}^{k} \sigma_{t}(1-2 \lambda)=(1-2 \lambda) \sum_{t=1}^{k} \sigma_{t}=1-2 \lambda,
\end{aligned}
$$

by Theorem 2.1 the proof is complete.

## 3. Radii of close-to-convexity, starlikeness and convexity

In this section we obtain radii of close-to-convexity, starlikeness, convexity and investigate about partial sum property.

In the proof of next theorem, we need the Alexander's Theorem. This theorem states that if $f$ is an analytic function in the unit disk and normalized by $f(0)=$ $f^{\prime}(0)-1=0$, then $f(z)$ is convex if and only if $z f^{\prime}(z)$ is starlike.

Theorem 3.1. Let $f(z)$ of the form Equation (1.3) belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ then
(i) $f(z)$ is $p$-valently close-to-convex of order $\gamma$ in $|z|<R_{1}$, where $0 \leq \gamma<p$ and

$$
R_{1}=\inf _{n}\left\{\frac{(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n}}{n(1-2 \lambda)}\right\}^{\frac{1}{n-p}},
$$

(ii) $f(z)$ is $p$-valently starlike of order $\gamma$ in $|z|<R_{2}$, where $0 \leq \gamma<p$ and

$$
R_{2}=\inf _{n}\left\{\frac{(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n}}{(n-\gamma)(1-2 \lambda)}\right\}^{\frac{1}{n-p}},
$$

(iii) $f(z)$ is $p$-valently convex of order $\gamma$ in $|z|<R_{3}$, where $0 \leq \gamma<p$ and

$$
R_{3}=\inf _{n}\left\{\frac{p(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n}}{n(n-\gamma)(1-2 \lambda)}\right\}^{\frac{1}{n-p}}
$$

Proof. (i) For close-to-convexity it is enough to show that

$$
\left|\frac{z f^{\prime}}{z^{p-1}}-p\right|<p-\gamma
$$

but

$$
\left|\frac{z f^{\prime}}{z^{p-1}}-p\right|=\left|\frac{p z^{p-1}-\sum_{n=p+1}^{+\infty} n a_{n}|z|^{n}-p z^{p-1}}{z^{p-1}}\right| \leq \sum_{n=p+1}^{+\infty} n a_{n}|z|^{n-p} \leq p-\gamma
$$

or $\sum_{n=p+1}^{+\infty} \frac{n}{p-\gamma} a_{n}|z|^{n-p} \leq 1$. By using Equation (2.1) we obtain

$$
\begin{aligned}
& \sum_{n=p+1}^{+\infty} \frac{n}{p-\gamma} a_{n}|z|^{n-p} \\
& \leq \sum_{k=1}^{+\infty} \frac{n(1-2 \lambda)|z|^{n-p}}{(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1]} \\
& \times \frac{1}{M(n, p, q, \mu, \theta) a_{n} b_{n}} \leq 1 .
\end{aligned}
$$

So, it is enough to suppose

$$
\begin{aligned}
& |z|^{n-p} \\
& \leq \frac{(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n}}{n(1-2 \lambda)},
\end{aligned}
$$

which completes the case (i).
(ii) For starlikeness it is enough to show that $\left|\frac{z f^{\prime}}{f}-p\right|<p-\gamma$.

But

$$
\left|\frac{z f^{\prime}}{f}-p\right|=\left|\frac{\sum_{n=p+1}^{+\infty}(n-p) a_{n} z^{n}}{z^{p}-\sum_{n=p+1}^{+\infty} a_{n} z^{n}}\right| \leq \frac{\sum_{n=p+1}^{+\infty}(n-p) a_{n}|z|^{n-p}}{1-\sum_{n=p+1}^{+\infty} a_{n}|z|^{n-p}} \leq p-\gamma
$$

Therefore,

$$
\sum_{n=p+1}^{+\infty}(n-p) a_{n}|z|^{n-p} \leq(p-\gamma)\left(1-\sum_{n=p+1}^{+\infty} a_{n}|z|^{n-p}\right)
$$

or

$$
\sum_{n=p+1}^{+\infty} \frac{n-\gamma}{p-\gamma} a_{n}|z|^{n-p} \leq 1
$$

Now by Equation (2.1), we obtain

$$
\begin{aligned}
& \sum_{n=p+1}^{+\infty} \frac{n-\gamma}{p-\gamma} a_{n}|z|^{n-p} \\
& \leq \sum_{n=p+1}^{+\infty} \frac{(n-\gamma)(1-2 \lambda)|z|^{n-p}}{(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1]} \\
& \times \frac{1}{M(n, p, q, \mu, \theta) a_{n} b_{n}} \leq 1 .
\end{aligned}
$$

So, it is enough to suppose

$$
\begin{aligned}
& |z|^{n-p} \\
& \leq \frac{(p-\gamma)[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n}}{(n-\gamma)(1-2 \lambda)} .
\end{aligned}
$$

Hence we get the required result.
(iii) For convexity, by Alexander's Theorem and by applying an easy calculation, we reach the required result. Hence the result.

Theorem 3.2. The class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ is a convex set.

Proof. Let $f(z)=z^{p}-\sum_{n=p+1}^{+\infty} a_{n} z^{n}$ and $g(z)=z^{p}-\sum_{n=p+1}^{+\infty} b_{n} z^{n}$, be in the class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$. For $t \in(0,1)$, it is enough to show that the function $h(z)=(1-t) f(z)+t g(z)$ is in the class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$. Since $h(z)=z^{p}-$ $\sum_{n=p+1}^{+\infty}\left((1-t) a_{n}+t b_{n}\right) z^{n}$,
$\sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta)\left((1-t) a_{n}+t b_{n}\right) b_{n} \leq(1-2 \lambda)$ and so $h(z) \in T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$.

Corollary 3.1. Let $f_{k}(z), 1 \leq k \leq m$, defined by $f_{k}(z)=z^{p}-\sum_{n=p+1}^{+\infty} a_{n, k} z^{n}$ be in the class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, then the function $F(z)=\sum_{k=1}^{m} c_{k} f_{k}(z)$ is also in $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, where $\sum_{k=1}^{m} c_{k}=1$.

## 4. Integral operators on $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$

In this section we investigate properties of functions in the class $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, involving the familiar operator $F_{c}(z)$.

Theorem 4.1. If $f(z)=z^{p}-\sum_{n=p+1}^{+\infty} a_{n} z^{n}$ belongs to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$, then the function $F_{c}(z)$ defined by $F_{c}(z)=\frac{c+p}{z^{c}} \int_{0}^{1} t^{c} f(t z) d t, c \geq 1$, is also in $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$.

Proof. Since $f(z)$ belong to $T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$,

$$
\begin{aligned}
F_{c}(z) & =\frac{p+c}{z^{c}} \int_{0}^{z} t^{c-1}\left[z^{p}-\sum_{n=p+1}^{+\infty} a_{n} t^{n}\right] d t \quad, \quad c>1 \\
& =\frac{p+c}{z^{c}} \int_{0}^{z}\left[t^{p+c-1}-\sum_{n=p+1}^{+\infty} a_{n} t^{n+c-1}\right] d t \\
& =\frac{p+c}{z^{c}}\left[\frac{1}{p+c} t^{p+c}-\sum_{n=p+1}^{+\infty} a_{n} \frac{1}{n+c} t^{n+c}\right]_{0}^{z} \\
& =\frac{p+c}{z^{c}}\left[\frac{1}{p+c} z^{p+c}-\sum_{n=p+1}^{+\infty} a_{n} \frac{1}{n+c} z^{n+c}\right] \\
& =z^{p}-\sum_{n=p+1}^{+\infty} \frac{p+c}{n+c} a_{n} z^{n}
\end{aligned}
$$

Since $\frac{p+c}{n+c}<1$,

$$
\begin{aligned}
& \sum_{n=p+1}^{+\infty} \frac{p+c}{n+c}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n} \\
& \leq \sum_{n=p+1}^{+\infty}[(n(n-1)-(\alpha+\beta)+1) \lambda+(n+1)(\alpha+\beta)-1] M(n, p, q, \mu, \theta) a_{n} b_{n} \\
& \leq(1-2 \lambda) .
\end{aligned}
$$

Hence the result.
Corollary 4.1. If $f(z) \in T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$ and $F_{c}(z)$ is defined as $F_{c}(z)=$ $c \int_{0}^{1} v^{c} f(v z) d v, c \geq 1$. Then $F_{c}(z) \in T_{p, q} R(\lambda, \alpha, \beta, \mu, \theta)$.
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#### Abstract

This paper investigates the phenomenon of the incomplete data samples by analyzing their structure and also resolves the necessary procedures regularly used in missing data analysis. The research gives a crucial perceptive of the techniques and mechanisms needed in dealing with missing data issues in general. The motivation for writing this brief overview of the topic lies in the fact that statistical researchers inevitably meet missing data in their analysis. The authors examine the applicability of regular approaches for handling the missing data situations. Based on several previously published results, the authors provide an example of the incomplete data sample model that can be implemented when confronting with specific missing data patterns.
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## 1. Introduction

One important issue which affects almost all datasets, despite major advances in the design and collection of data is the incompleteness. This situation appears when no data value is stored for some feature or an attribute in the dataset. The incompleteness may occur for different reasons. For instance, missing data in a survey may arise when there are no data for a respondent or when some variables for a respondent are unknown because of refusal to provide or failure to collect the
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response. Also, missing data may occur if the data collection was not done properly or if the mistakes were made with the data entry caused by the researchers themselves. Nevertheless, the problem of an adequate conduction of missing data remains, regardless of whether missing data result from a participant disintegration, a nonresponse item, or an irregular availability of respondents. See [10] or [20] for a summarization of these questions. In addition, we must point out a significant difference between "the item nonresponse" and "the unit nonresponse". The item nonresponse situation indicates that the respondent skipped one or more questions in the analysis. On the other hand, the unit nonresponse appears when the respondent refused to cooperate and consequently, all the resulting data are missing for this respondent. Trough the existing literature we conclude that the methods used for the item nonresponse and the unit nonresponse have been completely different.

In the last few years many articles devoted to the problem where practical missing data issues are discussed have appeared in various domains such as: economy, politics, biomedical research, social sciences, medicine and engineering. Giannone et al.(see [8]) developed a formal method for evaluating gross domestic product (GDP) growth using the large datasets with missing observations monitored by central banks. Schumacher and Breitung (see [34]) used a novel real-time dataset with missing values for the German economy in the empirical application of forecasting the GDP growth. For more practical applications with incomplete samples in various domains see for instance: [16] and [22] in economy and finance, [9], [3], [17] and [26] in biomedical field, [5] in social sciences and [29] in astrophysics.

The prosperity of the missing data procedures available to scientists often produces uncertainty regarding to the choice of the eventual implemented method. Our purpose is to discuss the applicability of general methods for dealing with missing data and to review current advances associated with specific missing data techniques. An additional intention of this paper is to propose a mathematical model (Chapter 4) that can be used in certain missing data situations under specified conditions.

## 2. An overview of the missing data classification

The task of classification of the data incompleteness type is a complex phenomena and its attaintment depends upon several factors that need to be taken under consideration. In the results obtained in [27] each data has certain likelihood of being missing. Based on that assumption he classified the incomplete sample problems into three categories. The data are said to be missing completely at random (MCAR) if the probability of being missing is the same for all cases. This practically means that the reasons of the data missingness are unrelated to the data, meaning that the missingness has nothing to do with the person being questioned. For example, a questionnaire might be lost in the post, or a blood sample might be ruined in the laboratory for an unknown reason, so that certain portion of the data will be missing simply because of some bad coincidences. An example which describes clearly this type of the data is when we take a random sample of a population. In this situation, each member of the population has an equal chance of being
included in the sample. So, the unobserved data of members in the population that were not included in the sample are MCAR. Basically, we may conclude that the points that are missing in the MCAR case present a random subset of the data. There is no systematic mechanism that makes some data more likely to be missing than others. Although in the MCAR pattern we may consequently neglect many of the difficulties that come about the data are missing, we must have in mind that the MCAR model is a bit rare in the real life statistical researches. If we denote a full matrix of the data in the analysis with $\mathbb{X}$, it is obvious that it can be written in the form $\mathbb{X}=\{X, \widetilde{X}\}$, where $X$ are the observed and $\widetilde{X}$ the missing data. Let us define $R$ as a matrix with the identical dimensions as $\mathbb{X}$ where:

$$
R_{i, j}= \begin{cases}1, & \text { if the data is missing } \\ 0, & \text { otherwise }\end{cases}
$$

Now, mathematical simplification of MCAR data type can be formulated as:

$$
P(R \mid X, \widetilde{X})=P(R)
$$

meaning that the probability of the realization of $R$ matrix will not depend neither on the observed nor on the unobserved data.

The second structure of the incompleteness is missing at random (MAR) and it covers much wider class of the statistical survey settlements. In this case, the probability of being missing is the same only within groups defined by the observed data. As an example of this situation is the case of a survey where only younger people have missing values measuring IQ. This fact indicates that the probability of missing data referring to IQ is clearly related to age. Another example might be the missing answers considering the body weight only in the women's respondents, so that we may consequently conclude that in this case missingness is related to sex. Such data obviously are not MCAR. But, if however, we know the sex of the respondents and if we can assume MCAR within the particular gender, then the data are MAR. Another example of MAR is when we take a sample from a population, where the probability of the data being inserted depends on some known property. Basically, missing data are missing at random (MAR) when the likelihood of missing data on a variable depends on some other measured variable in the model, but not to the value of the variable with missing values itself. Nevertheless, the assumption that the pattern is MAR is in practice very difficult to prove, so it is crucial to implement the correlates of missingness into the chosen missing data procedure in order to reduce bias and enhance the chances of satisfying the MAR assumption. Definitely, MAR is more general situation and therefore more realistic than MCAR. The largest number of the modern incomplete data tools generally start from the MAR hypothesis. Mathematically reduced, this data type can be express as follows:

$$
P(R \mid X, \widetilde{X})=P(R \mid X)
$$

meaning that the realization of the $R$ matrix will depend on the observed data only.

The third concept is called missing not at random (MNAR), although in the literature we can often notice the term NMAR (not missing at random) for the same model. MNAR indicates that the data likelihood of being missing differs for some unknown reasons. The fact is that in this particular case the missing values on a variable are dependent on the values of that variable itself, even after controlling all other variables. MNAR is the most complicated case for the researches. Approaches to overcome the MNAR situation are to reveal more detailes about the causes of the missingness or to carry out what-if analyses in order to evaluate the measure of subtleness of the results. The example which illustrates this type of the data is when the answers refer to IQ are missing only at the respondents with low IQ. Another illustration of this structure is that when the survey participants with serious depression are more likely to refuse to fulfill the answers referring to the depression severity. More, in public opinion research the MNAR appears when persons having infirm opinions answer less frequently. The difficulty with the MNAR structure is that it is unfeasible to prove that outcomes are MNAR without recognize the values that are missing. So, the trouble lies in the fact that the data incompleteness is totally related to the unobserved data, meaning to the incidences or components that are not evaluated and registered by the researcher.

The differences between these structures that are firmly described in [27] are crucial for realize why some techniques will offer better results against the others. His basic hypothesis lays in the fact that the researcher needs to provide the conditions under which a missing data method can produce valid statistical interpretations. Basic methods settle only the restrictive and sometimes implausible MCAR premise. Therefore, in this case we must have in mind that there is a substantial probability of obtaining biased estimates. Mostly, missing data are neither MCAR nor MNAR. Instead, the probability that an observation is missing commonly depends on information for that subject that is present, meaning that the reason for missingness is based on other observed respondent characteristics. This situation defines obviously the MAR model. For the additional description and comparison of the three basic patterns of the missing data see [33].

In order to illustrate an example taken from the real data, we used the result [18] given by Lai, who created the regression line and predict the voting intention by using peoples' age. Please see Figure 2.1 of scatter plots for the comparison of different types of the missing data. The model that we define in the Chapter 4 can be implemented on the MCAR type of the data.


Fig. 2.1: Scatter plots of different types of missing data

## 3. The analysis of the incomplete sample regulation techniques

The crucial strategy in dealing with the missing data problem is to apply the data analysis techniques which are robust to the deviations caused by the incompleteness of the data set. This robustness of the technique practically means that there exists reliance that some smooth and tolerable violations of the premises and starting hypothesis will result in almost no bias or misinterpretation in the resulting outcomes based on the population under analysis. On the other hand, it needs to be pointed out that it is not achievable to use such methods in every situation. That is why a large number of different handling procedures for the missing data issues has been established.

According to [10], the methods for dealing with missing values can be evaluated by three means: it should yield to an unbiased parameter estimate, one should be able to obtain reasonable estimates of the standard error of confidence intervals and it should have good statistical power. Traditional missing data methods such as complete case analysis often produce bias and inaccurate conclusions. Similar problems extend to single imputation techniques commonly thought of as improvements over complete case methods. Research demonstrates that procedures such as multiple imputation, which incorporate uncertainty into estimates for missing data, often provide significant improvements over traditional methods.

Generally, the most commonly used procedures can be divided into three main groups which are explained thoroughly in next paragraphs: Deletion methods, Single Imputation Methods and Multiple Imputation methods.

### 3.1. Deletion methods

Listwise deletion stands for the basic method in overcoming the possible com-
plications caused by the incompleteness of the data set. This procedure is also called the Complete-case analysis. The conducting mechanism simply ignores all the cases which obtain one or more missing values recognizing the variables that are under examination and it is an inevitable part of many statistical softwares such as STATA, SPS, SAS etc.

The advantage of the listwise deletion method is its reliability, accuracy and its availability. Under hypothesis of MCAR data type, the listwise deletion produces the standard errors and significance levels absolutely acceptable referring to the reduced subset of data. But, we must note that these values are often higher when implement this technique using all possible data.

In real life situations various challenges occur. For instance, when the number of variables is huge and when more than a half of the original sample is obscured and vanished. More, dealing with structures that are not MCAR, the listwise deletion can severely bias the evalution of means, regression coefficients and correlations. It is showed in the study of Little and Rubin (see [20]) that the bias of the estimated mean grows together with the disparity among means of the observed and missing variables. Also, the bias grows with the higher percentage of the data that are missing. Interesting investigation on the subject was performed by Schafer and Graham (see [33]), where the bias of the complete-case analysis under MAR and MNAR premises was analyzed. It is important to imply that there are settlements in which listwise deletion can give better estimates than even the most refined and smooth statistical mechanisms. Miettinen (see [21]) indicates that this method states for the only access that guaranties that no bias is possible under any conditions. If we go further trough literature, Enders (see [7]) claims that in most settlements, the discommodities of listwise deletion far exceed its conveniences. Schafer and Graham (see [33]) show that only if the incompleteness problem can be solved by eliminating only a small part of the sample, then the technique may be solidly efficient. Vach (see [35]) claims that "there exists something like a critical missing rate up to which missing values are not too dangerous".

Another method, known as the Pairwise deletion (often called the available-case analysis) tries to improve the waist data problem of listwise deletion. In listwise deletion a case is ignored from a survey for the reason that it consists of one or more missing values within the variables under analysis. Pairwise deletion appears in the situations when statistical method accepts cases that involve some missing data. The technique cannot include the specific variable with a missing value into analysis, but it can still exploits the incomplete case when investigating other variables with complete values. The advantage of this procedure is that it increments a power of the survey. On the other hand, it has certain deficiencies. It presumes that the incomplete sample is MCAR.

The illustration for understanding the mechanism of the method of pairwise deletion is to take a dataset having following variables: age, gender, education, income, and political affiliation. For each case in the dataset, the values of some of the variables are more likely to be missing than others depending on the surveyee's sensitiveness to the survey questions. Let's say we are interested in knowing if
there is a correlation between age and political affiliation. Using pairwise deletion, any given case may contribute to certain analysis but not to others, depending on whether the needed data are available. Hence for our analysis in this example, all cases with available data on age and political affiliation will be included regardless of the missing values for other variables like gender, income or education. The pairwise deletion is an alternative to the listwise deletion to mitigate the loss of data.

### 3.2. Imputation methods

Other routine way that is frequently practiced among the statisticians is imputation. This method basically replaces the missing values with certain estimated values and then it analysis the complete data set such that it treats the imputed estimates as the original observed values. The procedures for the best choice of these estimates differ and in this paragraph we describe the most exploited imputations that are used in surveys. The imputation procedures are divided in two groups: single imputation methods and multiple imputation methods.

### 3.2.1. Single imputation

In single imputation, missing values are replaced by a value defined by a certain rule. For example, Mean imputation is a smooth and simple method which evaluates the mean of the observed values for the particular variable in all cases that are not missing. Conceivably, the preference of this technique is that it retains the same sample size and the same mean. On the other hand, mean substitution reduces the variation of analyzed scores and this reduction in separate variables is proportional to the number of missing data. Further, mean substitution may significantly transform the values of correlations. The regression imputation is a procedure which utilizes the values of other variables in order to forecast the missing values in a variable. That is achieved by applying a regression model. Usually the regression model is structured by using the observed data and eventually related to the regression weights the missing values are projected and restored.

Next example of the single imputation is the Hot-deck imputation, the technique which inserts a missing value from a randomly selected similar data set. The part of the expression "deck" suggests that the contributed values arrive from the identical set as the initial data-set. The term "hot" in the above phrase is for the reason of data being instantly employed.

On the contrary to the last method, the cold-deck imputation chooses contributors data belonging to a different data-set. It is a term for a technique that fills a missing values with values from some outward origin, such as some previous similar survey. According to the above explanation, the reason for the expression "colddeck" is evident.

### 3.2.2. Multiple imputation

Multiple imputation methods use the distribution of the observed data in order to estimate multiple values that catch the oscillations around the true value. The
idea of multiple imputation (MI) was first introduced by Rubin (see [28]), in which each missing value is replaced with $m>1$ simulated values prior to analysis. In multiple imputation, there are three operational steps: imputation or fill-in phase, the analysis phase and pooling phase. First phase constitute the complete data set by filling in the missing values with the estimated values (using some of the convenient statistical methods). This process of fill-in repeats several times. The analysis phase, studies each of the obtained complete data sets by using a suitable statistical method. Finally, in the third step the parameter estimates resulted from each of the considered data set are then connected and analyzed so that the best conclusions can are accomplished. Final phase aggregates all the results and reveals the best summary estimate of the missing data. Clearly, it is obvious that the method of multiple imputation is more unbiased that the single imputation method, because of the use of multiple sets. That way we kind of "washing" out the coincidences that might occur. The disadvantage of this approach is the greater expanse of time and effort comparing to single imputation.

The most familiar and widely exploited model-based method is the EM algorithm described thoroughly by Dempster et al (see [4]). Also, high influential articles given by Rubin (see [27]) and Little and Rubin (see [19]), gave the formulation of EM algorithm and the dominated framework for dealing with missing data. Many examples of EM algorithm were provided by Little and Rubin (see [20]) and Schafer (see [30]).This iterative technique involves the expectation (E-part) and the maximization (M-part). It replaces missing data with estimated values, evaluates the parameters, repeatedly estimates the missing values, re-estimates the parameters and iterates until convergence (see [20]). Over the repetitions until convergence, we conclusively obtain the missing values.

To simplify this approach, let us assume that the complete data-set consists of $\mathbb{X}=\{X, \widetilde{X}\}$ but that only X is observed. The complete-data log likelihood function is then denoted by $l(\theta ; X, \widetilde{X})$ where $\theta$ is the unknown parameter vector for which we need to find the MLE (which is based on EM algorithm). Further, let $t=1,2, \ldots$ represents all parameters of distribution and $f_{\theta_{t}}(X)$ and $f_{\theta_{t}}(\widetilde{X})$ are the assumed probability distributions at $t$-th iteration. First, the E-part is activated and evaluates the expected value of $l(\theta ; X, \widetilde{X})$ given the observed data $X$ and the current iteration parameter estimate $\theta$.

Principally, we define

$$
\begin{equation*}
Q\left(\theta ; \theta_{t}\right):=E\left[l(\theta ; X, \widetilde{X}) \mid X, \theta_{t}\right]=\int l(\theta ; X, \widetilde{X}) p\left(\widetilde{x} \mid X, \theta_{t}\right) d x \tag{3.1}
\end{equation*}
$$

where $p\left(\cdot \mid X, \theta_{t}\right)$ is the conditional density of $\widetilde{X}$ given the observed data $X$ and assuming $\theta=\theta_{t}$.

Next, the M-part of the analysis starts and it maximizes the expectation (3.1) over $\theta$. That is we put:

$$
\theta^{t}:=\max _{\{\theta\}} Q\left(\theta ; \theta_{t}\right)
$$

We then set $\theta_{t}=\theta^{t}$. The two steps are iterated until the sequence of $\theta^{t}$ converges.
Recent work implies that multiple imputation and specialized modeling procedures offer universal methods for handling the missing data. It is proven that they perform fine over many types of missing data structures. There are different EM algorithms for different applications. Although this method provides excellent parameter estimates, EM is not particularly good for hypothesis testing.

Nevertheless, the development of informational technology and the advances in relevant statistical software make these methods available to the researchers in various fields. For example, multiple imputation procedures under the normal model are implemented in Schafer's NORM program [30]. Detailed, step-by-step instructions for running NORM are available in [12] (also see [11], [31], [32]). ML methods, often called FIML (full information maximum likelihood) methods deal with the missing data, do parameter estimation, and estimate standard errors all in a single step. Available software for running this procedure are AMOS: [1], LISREL: [15]; also see Mplus: [24]; and Mx: [25]. Basically, in 1987. Little and Rubin published their classical book Statistical Analysis With Missing Data (see [19]), and they established the groundwork for missing data software to be developed over the next 20 years and beyond. See also [13] for recent review of software handling missing data.

## 4. Mathematical model generated for the MCAR type of data

Let $X_{1}, X_{2}, \ldots$ be independent identically distributed random variables and let us assume that only observations at certain points are available. Denote the observed random variables among $\left\{X_{1}, \ldots, X_{n}\right\}$ by $\widetilde{X}_{1}, \ldots, \widetilde{X}_{M_{n}}$. Here the random variable $M_{n}$ represents the number of the registrated random variables among the first $n$ terms of the sequence $\left(X_{n}\right)$. Incomplete sample may be obtained, for example, if every term of $\left(X_{n}\right)$ is observed with probability $p$, independently of other terms, and in this case $M_{n}$ is binomial random variable. This refers to MCAR type of missing data distribution. Now, let:

$$
E\left(X_{j}\right)=m, \quad D\left(X_{j}\right)=\sigma^{2} \quad \text { and } \quad S(n)=\sum_{j=1}^{M_{n}} \widetilde{X}_{j} .
$$

We obtain the following results straightforward:

$$
\begin{aligned}
E(S(n)) & =\sum_{k=0}^{\infty} E\left(S(n) \mid M_{n}=k\right) \cdot P\left\{M_{n}=k\right\} \\
& =\sum_{k=0}^{\infty} E\left(\sum_{j=1}^{M_{n}} \widetilde{X}_{j} \mid M_{n}=k\right) \cdot P\left\{M_{n}=k\right\} \\
& =\sum_{k=0}^{\infty} E\left(\sum_{j=1}^{k} \widetilde{X}_{j}\right) \cdot P\left\{M_{n}=k\right\}=\sum_{k=0}^{\infty} k \cdot m \cdot P\left\{M_{n}=k\right\} .
\end{aligned}
$$

Conclusively we have:

$$
\begin{equation*}
E(S(n))=m \cdot E\left(M_{n}\right)=E\left(X_{1}\right) \cdot E\left(M_{n}\right) \tag{4.1}
\end{equation*}
$$

Further we have that:

$$
\begin{aligned}
D(S(n)) & =E(S(n))^{2}-\left(E(S(n))^{2}=E(S(n))^{2}-m^{2}\left(E\left(M_{n}\right)\right)^{2}\right. \\
& =E\left(\sum_{j=1}^{M_{n}} \widetilde{X}_{j}\right)^{2}-m^{2}\left(E\left(M_{n}\right)\right)^{2} \\
& =\sum_{k=0}^{\infty} E\left\{\left(\sum_{j=1}^{M_{n}} \widetilde{X}_{j}\right)^{2} \mid M_{n}=k\right\} \cdot P\left\{M_{n}=k\right\}-m^{2}\left(E\left(M_{n}\right)\right)^{2} \\
& =\sum_{k=0}^{\infty} E\left(\sum_{j=1}^{k} \widetilde{X}_{j}\right)^{2} \cdot P\left\{M_{n}=k\right\}-m^{2}\left(E\left(M_{n}\right)\right)^{2} \\
& =\sum_{k=0}^{\infty}\left\{D\left(\sum_{j=1}^{k} \widetilde{X}_{j}\right)+\left(\sum_{j=1}^{k} E\left(\widetilde{X}_{j}\right)\right)^{2}\right\} \cdot P\left\{M_{n}=k\right\}-m^{2}\left(E\left(M_{n}\right)\right)^{2} \\
& =\sum_{k=0}^{\infty}\left(k \sigma^{2}+k^{2} m^{2}\right) \cdot P\left\{M_{n}=k\right\}-m^{2}\left(E\left(M_{n}\right)\right)^{2} \\
& =\sigma^{2} E\left(M_{n}\right)+m^{2} E\left(M_{n}\right)^{2}-m^{2}\left(E\left(M_{n}\right)\right)^{2} \\
& =\sigma^{2} E\left(M_{n}\right)+m^{2} D\left(M_{n}\right) .
\end{aligned}
$$

Since we assumed that $X_{1}, X_{2}, \ldots$ are identically distributed, the last equality we can write as:

$$
\begin{equation*}
D(S(n))=D\left(X_{1}\right) E\left(M_{n}\right)+E\left(X_{1}\right)^{2} D\left(M_{n}\right) \tag{4.2}
\end{equation*}
$$

If $M_{n}$ has a binomial distribution with parameters $n$ and $p$ where $p$ is the probability of a successful outcome, i.e the probability of a variable to be observed. If we put $q=1-p$ the probability of failure, that is the probability of a variable to be missing we have the equations (4.1) and (4.2) written in the form:

$$
E(S(n))=m n p
$$

and

$$
D(S(n))=\sigma^{2} n p+m^{2} n p q=n p\left(\sigma^{2}+m^{2}+q\right)
$$

Further, it is possible to extend the application of the proposed model in the case when the observed random variables are determined by a general point process
and when only conditions on $M_{n}$ are imposed. It may be interesting to see the implementation of the proposed mathematical model based on a strictly stationary sequence of random variables $\left(X_{n}\right)_{n \geqslant 1}$ with "short range" dependence. This problem was considered and analyzed by Mladenovic and Piterbarg (see [23]) where consistency of Hill's estimator was proved. The main presumed condition in the paper means that the finite dimensional distributions of $\left(X_{n}\right)$ are invariant under shifts and the dependence between observations from $\left(X_{n}\right)$ becomes weaker as time separation becomes larger. More, under additional conditions this model of incompleteness was considered by Ilic and Mladenovic (see [14]), where the asymptotic behavior of the Pareto index estimator, proposed by Bacro and Brito (see [2]), was analyzed. Also it it can be proved that in the case when the number of observed variables $M_{n}$ has the binomial distribution the sequence $\widetilde{X}_{1}, \ldots, \widetilde{X}_{M_{n}}$ of observed variables is asymptotically stationary (according to the definition from [6]). The proposed model can be used for various practical situations where more thorough theoretical tool is necessary in order to describe the incompleteness of the data. It can be interesting for the researchers in this area for the mathematical establishment of certain incomplete structures in the surveys.

Finally, we give the necessary conditions that are used in the above research papers in order to enhance the mathematical approach in confronting with the missing data in stationary sequences.
Assumption A. The sequence $X_{1}, X_{2}, \ldots$ does not depend on $M_{n}$ and

$$
\frac{M_{n}}{n} \xrightarrow{p} c_{0}>0 \quad \text { as } n \rightarrow+\infty .
$$

Suppose $\beta_{n}$ is a sequence of real numbers such that

$$
\lim _{n \rightarrow \infty} \beta_{n}=\infty \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{\beta_{n}}{n}=0
$$

Let

$$
K_{n}=\left[\frac{M_{n}}{\beta_{n}}\right] \quad \text { and } \quad B_{n}= \begin{cases}0, & M_{n}=0 \\ \frac{K_{n}}{M_{n}}, & M_{n} \geq 1\end{cases}
$$

where the floor function [.] denotes the largest previous integer. Define $\widetilde{Y}_{i}=\left(\ln \widetilde{X}_{i}-\right.$ $\left.\ln F^{-1}\left(1-B_{n}\right)\right)_{+}$and $\tilde{Y}_{i}^{\zeta}=I\left\{\ln \widetilde{X}_{i}-\ln F^{-1}\left(1-B_{n}\right)>\frac{\zeta}{\sqrt{K_{n}}}\right\}$ where $\zeta \in R$.

Assumption B. For any $h \in N$ and $\theta \in R$

$$
\operatorname{Var}\left\{\sum_{j=1}^{h}\left(\left(\widetilde{Y}_{j+k}-E \widetilde{Y}_{j+k}\right)+\theta\left(\widetilde{Y}_{j+k}^{\zeta}-E \widetilde{Y}_{j+k}^{\zeta}\right)\right)\right\}
$$

does not depend on $k$.
Remark 4.1. In the case when the number of observed variables $M_{n}$ has the binomial distribution both the Assumption A and Assumption B are satisfied. In this case the sequence $\widetilde{X}_{1}, \ldots, \widetilde{X}_{M_{n}}$ of observed variables is asymptotically stationary, according to the definition from [6].

## 5. Conclusion

Missing data is an intermittent issue in many areas such as: market research, database analysis, social analysis, medical research and generally in survey research. Even a small percent of missing data can produce significant problems in the statistical analysis possibly leading to wrong conclusions. The purpose of this article is to identify the problem, to recognize the missing data pattern and to choose the proper methodology for dealing with the incomplete sample. Further intention of this paper is to indicate the possibility of the potential implementation of the proposed mathematical formulation in statistical researches having the MCAR data structure. Prospective research will undeniably derive further improvements and expansions of the proposed mathematical models and practical techniques in order to achieve higher efficiency in situations in which missing data appear.
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#### Abstract

The rapid development of digital computer hardware and software has had a dramatic influence on mathematics, and vice versa. The advanced hardware and modern sophisticated software such as computer visualization, symbolic computation, computer-assisted proofs, multi-precision arithmetic and powerful libraries, have provided resolution to many open problems, very difficult mathematical problems, and discovering new patterns and relationships, far beyond a human capability. In the first part of the paper, we give a short review of some typical mathematical problems solved by computer tools. In the second part we present some new original contributions, such as an intriguing consequence of the presence of roundoff errors, distribution of zeros of random polynomials, dynamic study of zero-finding methods, a new three-point family of methods for solving nonlinear equations and two algorithms for the inclusion of a simple complex zero of a polynomial.
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## 1. Introduction

The advance of digital computer hardware and software, circa 1970, has had a remarkable impact on almost every part of scientific disciplines such as mathematics, engineering disciplines, physics, chemistry, communication, biology, education, astronomy, geology, banking, business, insurance, health care, social science, as well

[^10]as many other fields of human activities. At present, computers are playing an increasingly central role in mathematics; they have found the application in almost every branch of mathematics. Many practical problems are solved by numerical methods of various types, for instance, simulating dynamical systems and determining their global properties, or calculating approximate solutions to nonlinear equations where no closed-form solution is available. Symbolic computation, a part of computer algebraic systems, is manipulating, simplifying, factorizing, and expanding complicated expressions that contain variables and non-numerical values. This powerful tool is very useful for solving very difficult mathematical problems producing, in addition, exact computation. Graphical representations can visualize complex objects to a good extent and thereby comprehend their properties, see [1].

For a long time (many decades and even centuries) a lot of mathematical problems remained unsolved. Simply, "paper-and-pencil methods", human-memory limitation, impossibility to handle lengthy expressions, primitive computer tools (logarithmic tables, abacus, slide rule) and other objective obstacles, were insufficient to solve them. These problems resisted until the digital computer era emerged. In this paper, we present a short review of some typical mathematical problems solved by computer tools (Section 2) and some new original contributions (Section 3).

## 2. Computers in mathematical research - a review

First applications of computers in mathematics were restricted to the calculation of complicated numerical expressions and the verification of some particular mathematical identities, relations and other issues. The brutal force of computers was used to suggest or test general claims and to pose hypotheses based on a finite number of patterns.

Let us mention some well-known examples concerned with the application of computers. The first calculation of the number $\pi$ happened in 1949, when the outstanding scientist John von Neumann and his team used a room-sized digital computer with vacuum tubes ENIAC (Electronic Numerical Integrator And Computer) to compute 2037 digits of $\pi$. The time of calculation: 70 hours. Computer-assisted proof of the four-color theorem, given by Appel and Haken in 1977, is a typical example where brute force combinatorial enumeration played an essential role in solving this 125 years old open problem (posed by F. Francis Guthrie in 1852). A similar combinatorial enumeration method (combined with interval arithmetic) was used in Thomas Hales's proof of the Kepler conjecture (posed in 1611), which asserts that the optimal density of packing equal spheres is achieved by the familiar face-centered cubic packing (see, e.g., [2], [3], and pretty interesting, on the markets where oranges are packed).

Today, computers are employed in mathematical research in a number of ways; one of the simplest ways is the implementation of proof-by-exhaustion: posting a proof so that a statement is valid for a large but finite number of cases and then check all the cases by a suitable program using a computer. More sophisticated use of computers is to discover and analyze interesting patterns in data, which then
serve to state conjectures. Helping to find conjectures is the first step, a proper advance is a rigorous proof of them.

Extensive development of computer algebra systems (briefly CAS), such as Mathematica and Maple, provides very fast manipulations with complex mathematical expressions, a work beyond human ability. Can you check that the sequence "0123456789" appears in the decimal expansion of $\pi$ ? Using a computer, Yasumasa Kanada of the University of Tokyo found in 1997 that this sequence begins at position 17387594880 . Advance versions of CAS deliver new improvements and very powerful algorithms. Evaluating the infinite product

$$
\prod_{n=2}^{\infty} \frac{n^{4}-1}{n^{4}+1}
$$

Mathematica 6 (issued 2007) gives the result involving the Gamma function. Mathematica 10 (2014) delivers the answer directly:

$$
\prod_{n=2}^{\infty} \frac{n^{4}-1}{n^{4}+1}=\frac{\pi \sinh \pi}{\cosh (\pi \sqrt{2})-\cos (\pi \sqrt{2})}
$$

Both tasks are obviously missions impossible for humans.
Symbolic computation, embedded in computer algebra systems like Mathematica or Maple, was a great advance in manipulating very complicated expressions of more variables. Suitable algorithms implemented on current powerful computers can solve problems whose answers are algebraic expressions tens or thousands of terms long. David Bailey, a mathematician and computers scientist at Lawrence Berkeley National Laboratory and one of the world leaders in experimental mathematics, said: "The computer can then simplify this to five or 10 terms. Not only could a human not have done that, they certainly could not have done it without errors." In \& 3.5 we will show how to construct new iterative methods for solving nonlinear equations and determine the order of convergence by using symbolic computation in CAS Mathematica. Besides, CAS provides a powerful computer visualization of data, which is a very useful tool in helping us understand the behavior of iterative processes, as shown in \& 3.5.

### 2.1. Short list of mathematical problems solved by computer

Below we give a list of theorems proved (completely or partially) with the help of computer programs. It is assumed that this list is far from being exhaustive.

- Archimedes' cattle problem, 1965 (the most famous ancient Diophantine equation), was solved by H. C. Williams, R. A. German and C. R. Zarnke [4] using computers).
- Euler's wrong hypothesis, 1966. In 1769 Euler stated that there is no $n$th degree which can be sum of less than $n n$th degrees of natural numbers. In 1966 L. L. Lander and T. R. Parker found by computer the counterexample for $n=5$ in the form of identity $27^{5}+84^{5}+110^{5}+133^{5}=144^{5}$.
- Four color theorem, 1976. The four-color theorem states that any map in a plane (divided into contiguous regions) can be colored using no more than four colors so that no two adjacent regions have the same color. The theorem was proved by Kenneth Appel and Wolfgang Haken (published in [5], [6]) by inspecting reduced graph configurations by a computer program. Widely accepted proof of the four-color theorem was given in 2008 by Georges Gonthier with general-purpose theorem-proving software [7].
- Perfect squared square of the lowest order, 1978. The task is tilling one integral square using only other integral squares of different sizes. In 1978, using a computer program, the Dutch computer scientist A. J. W. Duijvestijn found the perfect squared square of lowest order consisting of 21 smaller squares.
- Mitchell Feigenbaum's universality conjecture in non-linear dynamics, 1982 (proved by O. E. Lanford using rigorous computer arithmetic);
- The non-existence of a finite projective plane of order 10, 1989 (proved by C. W. H. Lam, L. Thiel and S. Swiercz).
- Problems solved by interval arithmetic 1993+: Kepler's conjecture [8] (partially applied), the existence of eigenvalues of the Sturm-Liouville problem [9], the bound of Feigenbaum constant [10], the double bubble conjecture [11], verification of chaos [12], [13], Lorenz attractor [14], etc.
- BBP (Borwein, Bailey, Plouffe) formula for $\pi, 1996$ (published in [15]):

$$
\pi=\sum_{k=0}^{\infty} \frac{1}{16^{k}}\left(\frac{4}{8 k+1}-\frac{2}{8 k+4}-\frac{1}{8 k+5}-\frac{1}{8 k+6}\right)
$$

BBP formula is revolutionary and fascinating since provides the determination, for example, the one-billionth hexadecimal digit (or the four billionth binary digit) of $\pi$ without needing to compute any of the previous digits. Practical BBP algorithm for computing the requested individual digit of $\pi$ was described in [16, pp. 121-125].

- Robbins conjecture, 1996: All Robbins algebra, supplied with a single binary operation denoted by $\vee(\mathrm{OR})$ and a single unary operation denoted by $\neg($ NEGATION ) are Boolean algebras. This conjecture was proved by W. McCune in 1996.
- Kepler conjecture (from 1611) on the most density package of identical spheres in three-dimensional Euclidean space, 2000. The measure of the density $\delta=$ $V_{s} / V_{c}$ is the total volume $V_{s}$ of all packed spheres divided by the total volume $V_{c}$ of the container in the form of a cube assuming that the cube edge is infinitely large. In 2000 Tomas Hales completed the solution proving that the so-called face-centered cubic packing has the maximum density $\delta_{\max }=\pi / \sqrt{18}$, just as Kepler assumed (see the book [3, pp. 137-147] for details). Hales' proof, published in [8], combines methods from the theory of global optimization, linear programming and interval arithmetic.
- Lorenz attractor, 2002, known as 14th of Smale's problem. It is the solution of Lorenz's system that describes chaotic behavior. Its existence was shown by W. Tucker [14] using validated interval arithmetic and normal forms; he also proved that Lorenz attractor is so-called strange attractor. Lorenz attractor appears in fluid dynamics and illustrates the phenomenon now known as the butterfly effect which demonstrates sensitive dependence on initial conditions.
- NP-hardness of minimum-weight triangulation. The minimum-weight triangulation problem belongs to computational geometry and computer science that asks for the minimal sum of the length of perimeters which make a triangulation (subdivision by triangles) of a given polygon or the convex hull. In 2008 W. Mulzer and G. Rote proved that this problem is NP-hard.
- Optimal solutions for Rubik's Cube can be obtained in at most 20 face moves starting from arbitrary initial position, 2010 (computer-assisted proof was given by T. Rokicki, H. Koceimba, M. Davidson, J. Dethridge).
- The primality test of very large natural numbers and the factorization of very large numbers, $\mathbf{1 9 4 9 +}$. Many cryptographic protocols are based on the difficulty of factoring large composite integers. At present, the largest prime number is $2^{82589933}-1$ having 24862048 decimal digits (found by Laroche et al. in December of 2018).

Although the computer solution of the four-color theorem (1976) and the Kepler's conjecture (2006) attracted considerable attention in mathematics, the proofs were not accepted by all mathematicians who made a serious objection that the presented computer-assisted proofs (better to say, the program codes) were not verifiable for a human by hand. Their reaction with many arguments against Hales' computer-assisted proof was justified; for illustration, Hales' computer program consisted of 40000 lines. Fortunately, these two stories had a happy ending. As mentioned above, in 2008 G. Gonthier [7] delivered widely accepted proof of the four-color theorem using general-purpose theorem-proving software. Hales started in 2003 with a project named FlysPecK (F, P and K standing for Formal Proof of Kepler) aiming to come up with a formal proof of the Kepler conjecture that can be checked by automated proof verifying software. After 14 years Hales and his team finished this challenging but very difficult project; their formal proof was published in the journal Forum of Mathematics in 2017.

### 2.2. Interval arithmetic and self-validated method

An important use of computers in proving mathematical hypotheses and problems, known as self-validating numerics, is a special kind of computation that preserves strong mathematical rigor. This approach uses interval arithmetic which provides the enclosure, control, and propagation of roundoff and truncation errors of the executed calculation. The fruitful feature of interval arithmetic is the inclusion principle (essentially meaning subset property) which assures that the results of computations or solutions of the posed mathematical problems are enclosed by the
set-valued output. In this way, it is possible to calculate upper and lower bounds on the sets of solutions. Therefore, self-validating numerical methods deliver true results.

The described very useful property has provided the application of interval arithmetic not only in mathematics but also in many scientific disciplines where the control of a true result is of primary interest. Some of the mathematical problems solved by self-validated methods is listed above. Note that German scientist Siegfried M. Rump (Technische Universität Hamburg) created a special software INTLAB, based on Matlab, intended for the implementation of interval arithmetic for solving a huge number of mathematical problems [17].

Note that Professor Urlich Kulisch, one of the greatest world experts in the field of computer architecture and interval arithmetic, claims that further advance in computer technology and software will lead to the weird situation that the accuracy of results obtained by a computer can only be verified with the help of a computer (again!) and interval arithmetic that would control the intermediate results at every step, see his monograph Computer Arithmetic and Validity [18].

### 2.3. Experimental mathematics

A relatively new approach to mathematics that makes use of advanced and powerful computing technology to investigate mathematical objects and identify properties and patterns is called experimental mathematics, the term introduced by J. Borwein, D. Bailey, R, Girgensohn and their contributors, see, e.g., the books [16], [19], [20]. Experimental mathematics, a growing branch of applied mathematics, provides computational methodologies of doing mathematics that include the use of computations for the following activities quoted in [16]:
(1) Gaining insight and intuition.
(2) Discovering new patterns and relationships.
(3) Using graphical displays to suggest underlying mathematical principles.
(4) Testing and especially falsifying conjectures.
(5) Exploring a possible result to see if it is worth a formal proof.
(6) Suggesting approaches for formal proof.
(7) Replacing lengthy hand derivations with computer-based derivations.
(8) Confirming analytically derived results.

In the book Mathematics by Experiments [16], J. Borwain and D. Bailey, the world-leading experts in experimental mathematics, gave the list of things computers do better than humans. We cite their list below:

- High precision integer and floating-point arithmetic;
- Symbolic computation for algebraic and calculus manipulations;
- Formal power-series manipulation;
- Changing representations, e.g., continued fraction expansions, partial fraction expansions, Padé approximations;
- Recursion solving (e.g., Rsolve in Mathematica);
- Integer relation algorithms, e.g., the PSLQ algorithm;
- Creative telescoping (e.g., the Gosper and Wilf-Zeilberger methods) for proving summation identities;
- Iterative approximations to continuous functions;
- Identification of functions based on graph characteristics;
- Graphics and visualization methods.
"Some of the algorithms involved in this list have had the great influence on the development and practice of science and engineering", wrote Dongarra and Sullivan in [21], and added often cited sentence: "Great algorithms are the poetry of computation."


### 2.4. Computer-assisted proofs

Attempts have been also made in the area of Artificial Intelligence research to create new proofs of mathematical theorems using machine reasoning techniques. A computer-assisted proof or automated theorem prover are relatively recent notions which mean that a mathematical proof has been generated (at least partially) by computer. The majority of computer-aided proofs of mathematical theorems up to now were the simple application of proofs-by-exhaustion of all items of the problem (brute force, backtrack algorithms), for example, in searching for counterexamples of hypotheses in Number theory or solutions of problems having a huge outcomes/configurations. In contrast to the exhaustion method, interactive proof assistants most frequently gives human-readable proofs which can be checked for correctness; hence it is considerably preferable. The third type, sometimes named a proper computer-aided proofs, is completely based on sets of axioms and logical statements of computer software and gives reliable and correct results. More details devoted to computer-assisted proofs can be found on the link https://en.wikipedia.org/wiki/Computer-assisted_proof.

As examples of important achievements in the field of computer-assisted proofs, let us mention theorem-proving packages and algorithms of Wilf-Zeilberger's type. Theorem-proving package methods, such as Microsoft's Z3 Theorem Prover (now available under MIT Open Source), can either verify certain types of statements or find a counterexample demonstrating that a statement is false. The Wilf-Zeilberger method (invented by Doron Zeilberger and Herbert Wilf in 1990) can perform symbolic computations working with variables instead of numbers to produce exact results in a general form free of roundoff errors.

### 2.5. Computer visualization

The development of high quality computer visualization enables entirely new and remarkable insights into a wide variety of mathematical concepts and objects. Today researchers are able to study the geometric aspects of many mathematical and engineering disciplines. Computer graphics have become powerful tools for discovering new properties on various topics of mathematics and constructing new very efficient algorithms. Undoubtedly, computer visualization delivers modern and novel perspectives of some mathematical topics yielding a new dimension and a deep insight into properties and behavior of many mathematical processes, as well as various processes and phenomena in physics, biology, chemistry, and other scientific disciplines.

As one illustration of high sophistication of computer visualization, we present Tupper's astounding formula

$$
\frac{1}{2}<\left\lfloor\bmod \left(\left\lfloor\frac{y}{17}\right\rfloor 2^{-17\lfloor x\rfloor-\bmod (\lfloor y\rfloor, 17)}, 2\right)\right\rfloor
$$

published in 2001. Here $\lfloor x\rfloor$ denotes the floor function (the greatest integer part of a number $x)$ and $\bmod (a, m)$ is the remainder in dividing the integer $a$ by the integer $m$ (the mod function). The area of graphics is determined by $0 \leqslant x \leqslant 105$ and $k \leqslant y \leqslant k+16$ where $k$ is the natural number with 543 digits
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Using Tupper's formula, a simple program in CAS Mathematica

```
ArrayPlot[Table[Boole[1/2 < Floor[Mod[Floor[y/17] 2^ (-17 Floor[x]-
Mod[Floor[y], 17]), 2]]], {y,n,n+16},{x,105,-2,-1}],
PixelConstrained -> True, Frame -> False, ImageSize -> 400]
```

gives the self-referential "plot" presented in the figure below.

In fact, Tupper demonstrated a method of decoding a bitmap stored in the constant $k ; k$ is a simple monochrome bitmap image of the formula treated as a binary number and multiplied by 17. Note that Tapper's approach is a generalpurpose method to draw any other image.

### 2.6. Symbolic computation

Symbolic computation, a part of Computer algebra serving as a bridge between Mathematics and Computer science, is handling non-numerical values. Symbolic computation is widely used to experiment in mathematics and to study and design formulas, algorithms and software that are used in numerical programs. Computer algebra systems that perform symbolic calculations contain a lot of routines to carry out many operations, like polynomial factorization, solving nonlinear equations, manipulation with very complicated expressions. They are also capable to expand or simplify mathematical expressions with symbols, or differentiate or integrate them, etc. It should be emphasized that, contrary to numerical computation, symbolic computation produces exact computation with expressions containing variables that are manipulated as symbols.

As an illustration of the use of symbolic computation we present everyday practical problem posed by George Polya, a Stanford professor, in American Mathematical Monthly article (1956). In how many ways can you make change for a dollar? We modify Polya's task and consider Serbian currency assuming that there are 1, 2, 5, 10, 20, 50, 100, 200, 500, 1000, 2000 and 5000 coins or banknotes. Hence:

In how many ways can you make change for a banknote of 5000 Serbian dinars?
Problems of this type are solved by generating functions. Let $P_{k}$ be the number of all possible ways of changes. The problem reduces to the generating function (the Serbian currency case)

$$
\sum_{k=1}^{\infty} P_{k} x^{k}=\frac{1}{\left(1-x^{1}\right)\left(1-x^{2}\right)\left(1-x^{5}\right)\left(1-x^{10}\right)\left(1-x^{20}\right) \cdots\left(1-x^{2000}\right)\left(1-x^{5000}\right)}
$$

To find $P_{5000}$ it is necessary to develop the expression on the right-hand side into geometric series and sum all coefficients standing next to $x^{5000}$. Using a Mathematica command

```
Series[1/((1-x)*(1-x^2)*(1-x^5)* (1-x^(10))*(1-x^(20))*(1-\mp@subsup{x}{}{\wedge}(50))
*(1-x^(100))*(1-\mp@subsup{x}{}{\wedge}(200))*(1-\mp@subsup{x}{}{\wedge}(500))*(1-\mp@subsup{x}{}{\wedge}(1000))
*(1-x^(2000)*(1-x^(5000),{x,0,5000}]
```

computer calculates $P_{5000}=23303034594532$. It is impossible for a human to determine such a huge number. In the case of US currency, one obtains $P_{100}=292$, which is reachable for a human so that Polya's task had a sense in 1956.

Symbolic computation has successfully substituted lengthy manual calculation with computer-based computation and manipulation. In this paper, we concentrate
in \& 3.5 on methods and procedures for the construction, analysis and practical application of algorithms for solving nonlinear equations with the support of symbolic computation. We emphasize that the construction of presented root-solvers is most likely impossible without the use of this specific computer software.

### 2.7. Computer-assisted proofs: how much can we trust computers

The use of computers in mathematics is undoubtedly widespread and in unstoppable expansion. Many mathematicians have turned to numerical experiments, symbolic computation, computer visualization and other computer methods as their main tools for mathematical investigation. In that way, they have achieved extraordinary results. However, ignoring these advances, a number of researchers often underestimate the role of computers in mathematics. In some cases, their skepticism cannot be fully disregarded since there are some specialized fields in mathematics that do not need the use of computers. Recall that, without using a computer, Andrew Wiles solved the famous Fermat last theorem (stated by Fermat in 1637) in 1995, Grigori Perelman presented a proof of Poincaré's conjecture, one of the most important open problems in topology, through three papers made available in 2002 and 2003 on arXiv of Cornell University. The proof of the Riemann hypothesis on the locations of zeros of the Riemann zeta function (posed in 1859) has not yet been given. Many mathematicians believe that the Riemann hypothesis, one of the most important open problems in mathematics, will be proved by a human using an analytical method, not by computer tools.

It seems that another kind of disputable question is more serious. Today, in search for the exact result or ultimate truth, mathematicians, philosophers and computer scientists (among them, Turing, Voevodsky, Avigard, Teleman, Kim, Mancosu, Hanke), ask: "How much can we trust computers, whether computerassisted proofs have the mathematical sense, is it possible to verify so many logical steps, how to evaluate the reliability of the data, how to check that the computer source program is perfectly accurate, whether the researcher can fully believe in the perfect work of hardware, what if there is a bug?, etc." Errors of this kind could be sometimes avoided by using different programming languages, different compilers, and different computer hardware. For instance, this approach was applied to Gonthier's proof of the four-color theorem, see [7].

Professor Jonathan Hanke, a number theorist and skilled programmer at the Princeton University, is quite careful; he is focused on developing and implementing algorithms to solve concrete problems in programming language Python. To his opinion, software should never be trusted; it should be checked. Besides, in Hanke's opinion, the only way to avoid false results is to use computers in the proofs of theorems step by step very carefully, using special tests applied to separated sections (small or large, as needed) of a global program with unmistakable logic.

The science of program proving was a formally accepted field of computer science. Program proving, model checking, theorem solving - this is the terminology occupying the research space of computer science devoted to making sure programs work correctly. Computer programs analyze, check and inspect key situations and
outcomes by sophistical algorithms, and verify the validity of the theorem using the data collected passing through this process. David Bailey, a mathematician and computers scientist at Lawrence Berkeley National Laboratory (now at University of California, Davis), one of the world leaders in experimental mathematics, said: "The time when someone can do real, publishable mathematics completely without the aid of a computer is coming to a close. Or if you do, you are going to be restricted into some specialized realms."

Doron Zeilberger (1950- ), a world-renowned Israeli professor at Rutgers University, the winner of prestigious awards such as Ford Award, Steele Prize, Euler Medal and Robbins Prize, does not share the mentioned view of his sceptical colleagues. He said: "Contemporary mathematics is becoming significantly complicated, making further progress more difficult. In many mathematical disciplines computers are so much incorporated that only at the frontiers of some research areas of mathematics, human proofs still exist.". Note that Zeilberger writes his own code using a computer algebra system Maple and believes computers are overtaking humans in their ability to discover new mathematics. See the link www. wired.com/2013/03/computers=and=math/.

Searching for ultimate truth in mathematics, the Field medallist Vladimir Voevodsky (1966-2017) (Institute for Advanced Studies in Princeton) posed the question: "How do mathematicians know that something they prove is actually true?" Similarly, as Zeilberger and Bailey, he comprehended that increasing the complexity of mathematics could be resolved only by the computer since a human brain could not keep up a huge amount of data and manipulate with them. To resolve this very hard problem, Voevodsky started, as the leader of a team, a long-term extraordinary project to create fundamentally new computer tools to confirm the accuracy of proofs. For this purpose, Voevodsky and his team have united different research fields, such as homotopy theory, mathematical logic, and the theory of programming languages, to make computer-verified proofs.

We end this section with an interesting story that tells how much Zeilberger believes in computer-assisted proofs and other computer tools for solving mathematical problems. Some thirty years ago several mysterious but excellent research papers ( 77 in total) appeared in a short period in the renowned mathematical journals (co)-authored by Shalosh B. Ekhad; in addition, notable Rutgers University (New Jersey) was marked as the affiliation. Curious mathematicians have tried to learn anything about the personality of Ekhad for three reasons; this name was fully unknown in the mathematical literature, nobody has ever seen him, and there was no Professor Ekhad employed at Rutgers University. The Israeli mathematician Doron Zeilberger from Rutgers University (the affiliation was correct) resolved the mystery admitting that Shalosh B. Ekhad is not a person but his computer. In Hebrew the words "Shalosh and "Ekhad" mean THREE and ONE respectively, and "three B one" refers to the AT\&T 3B1, the first computer that he had been using in his work. Wishing to emphasize the great importance of computers to his research, Zeilberger cited Shalosh B. Ekhad as his co-author of scientific papers.

## 3. Computers in mathematical research - authors contributions

In this section we present some illustrative mathematical problems of dual nature; they belong to numerical mathematics but also to computer science (roundoff error analysis). An unexpected but interesting behavior of iteration procedure, arising as a consequence of the presence of roundoff errors, are discussed in Section $2 . \& 3.1$ and \& 3.2. Strange distribution of zeros of algebraic polynomials with random coefficients is demonstrated by two examples in $\& 3.3$. In $\& 3.4$ we present the dynamic study of root-finding methods by basins of attractions and point to useful benefits of visualization and associate data. A new three-point weighted family of iterative methods for approximating solutions of nonlinear equations is the subject of $\& 3.5$. The derivation of the method and its convergence analysis are performed using symbolic computation. This study deals with very complicated and lengthly expressions (consists of 200 and more outcome lines) so that the construction and analysis of the proposed family is far beyond human capability. Two self-validated iterative methods for the inclusion of a simple zero of a given polynomial are presented and numerically tested in \& 3.6.

### 3.1. Strange recurrent relation and roundoff errors

This example originally constructed in [22], inspired by Kahan's recurrent relations, presents in illustrative way the influence of roundoff error to the accuracy of result of computation. Let us calculate the members of the sequence $\left\{x_{k}\right\}$ in floating-point arithmetic of double or quadruple precision using the recurrent relation

$$
\left\{\begin{array}{l}
x_{0}=1  \tag{3.1}\\
x_{1}=-5 \\
x_{k+1}=207-\frac{1412}{x_{k}}+\frac{2400}{x_{k-1} x_{k}}
\end{array}\right.
$$

After a certain number of iterative steps, we observe that $x_{k}$ approaches 200, see Figure 3.1. However, using methods for solving difference equations we find the general solution of the recurrent relation (3.1) in the form

$$
x_{k}=\frac{200^{k+1} a+4^{k+1} b+3^{k+1}}{200^{k} a+4^{k} b+3^{k}}
$$

where $a$ and $b$ are arbitrary constants. For the given initial values $x_{0}=1$ and $x_{1}=-5$ one obtains $a=0, b=-2 / 3$, so that the above formula reduces to the simple form

$$
\begin{equation*}
x_{k}=\frac{-\frac{2}{3} \cdot 4^{k+1}+3^{k+1}}{-\frac{2}{3} \cdot 4^{k}+3^{k}}=4-\frac{1}{1-\frac{2}{3}\left(\frac{4}{3}\right)^{k}} . \tag{3.2}
\end{equation*}
$$

From (3.2) it is clear that $x_{k} \rightarrow 4$ when $k \rightarrow \infty$.
Incorrect result $\left(x_{k} \rightarrow 200\right)$ is the consequence of roundoff error during calculation. Namely, the application of floating-point arithmetic does not calculate the
theoretical value $a=0$ but $a=\eta \neq 0$ and $b=-2 / 3+\varepsilon$, where $\eta$ and $\varepsilon$ are of the order of machine-precision, say $10^{-16}$. In this way, instead of (3.2), we have

$$
\hat{x}_{k} \approx \frac{200^{k+1} \eta+\left(-\frac{2}{3}+\varepsilon\right) \cdot 4^{k+1}+3^{k+1}}{200^{k} \eta+\left(-\frac{2}{3}+\varepsilon\right) \cdot 4^{k}+3^{k}}=\varphi(k, \eta, \varepsilon)+200
$$

where

$$
\varphi(k, \eta, \varepsilon)=\frac{-49(3 \varepsilon-2) \cdot 4^{k+1}-197 \cdot 3^{k+1}}{3 \eta \cdot 200^{k}+(3 \varepsilon-2) \cdot 4^{k}+3^{k+1}}
$$

Since $\varphi(k, \eta, \varepsilon) \rightarrow 0$ when $k \rightarrow \infty$ independently on the value of $\eta$ and $\varepsilon$ (but having in mind that both are of the order of machine-precision), one obtains $\hat{x}_{k} \rightarrow 200$. Observe that if $\eta=\varepsilon=0$, then $\varphi(k, \eta, \varepsilon) \rightarrow-196$ and $\hat{x}_{k} \rightarrow 4$.


Fig. 3.1: Convergence of the sequence (3.1) to (incorrect) limit 200; double-precision arithmetic was employed.

Calculating $x_{k}$ by (3.1) in double -precision arithmetic and using the termination criterion $\left|x_{k}-x_{k-1}\right|<\tau$, we have found that the iterative computation breaks when $k=36$ dealing with $\tau=10^{-12}$. First 36 iterations and the values of $x_{k}$ are given in Figure 3.1. From this figure, we observe that, in the beginning, approximations of $x_{k}$ approach the exact limit $x_{\infty}=4$ but do not reach the required precision. The minimal error is $x_{23}-4 \approx 3.55 \times 10^{-3}$. Then a very steep jump appears for $k=25$ and through few steps $x_{k}$ approaches (incorrect) limit 200. This jump, in fact, arises due to the presence of roundoff errors $\eta$ and $\varepsilon$ which make that the function $\varphi(k, \eta, \varepsilon)$ acquires a vertical asymptote. Note that this asymptote does not appear for $k \geqslant 2$ if $\eta=\varepsilon=0$.
3.2. Power method for dominant eigenvalue - the benefit of roundoff

Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the eigenvalues of an $n \times n$ matrix $A . \lambda_{1}$ is called the dominant eigenvalue or spectral radius of $A$ if

$$
\left|\lambda_{1}\right|>\left|\lambda_{i}\right| \quad(i=2, \ldots, n)
$$

The eigenvector corresponding to $\lambda_{1}$ is called dominant eigenvector of $A$. In the literature, the spectral radius is most frequently denoted by $\rho(A)$.

The power method is an iterative method which is often applied for approximating spectral radius of a given matrix $A$. Scaling version of the power method can be presented in the following algorithmic form:

$$
\left\{\begin{array}{l}
\text { 1. Choose starting non-zero vector } \boldsymbol{y}_{0}=\left\{y_{1,0}, \ldots, y_{n, 0}\right\} \\
2 . \text { For } k=1,2, \ldots \text { calculate } \\
\qquad \boldsymbol{z}_{k}=A \boldsymbol{y}_{k-1}, \quad \boldsymbol{y}_{k}=\boldsymbol{z}_{k} / \alpha_{k}  \tag{3.3}\\
\text { where } \alpha_{k} \text { is the coordinate of the vector } \boldsymbol{z}_{k} \text { with the largest moduli. } \\
\text { 3. Finish the iterative process when the stopping criterion is fulfilled. }
\end{array}\right.
$$

Note that

$$
\alpha_{k} \rightarrow \lambda_{1} \text { and } \boldsymbol{y}_{k} \rightarrow \frac{\boldsymbol{x}_{1}}{\left\|\boldsymbol{x}_{1}\right\|_{\infty}}
$$

where $\boldsymbol{x}_{1}$ is the dominant eigenvector that correspond to the dominant eigenvalue $\lambda_{1}$. The value $\alpha_{k}$ is taken to be the approximation of the spectral radius $\lambda_{1}=\rho(A)$.

In practical problems, the presence of roundoff error can often cause inaccurate results. Opposite to the previous request, in the application of the power method roundoff errors can play a positive role, as mentioned by Higham [39]. Such a situation is demonstrated by the following example.

Example 3.1. Let us determine the approximative value of the spectral radius of the matrix

$$
A=\left[\begin{array}{ccc}
0.5 & -0.8 & 0.3 \\
-0.6 & 0.8 & -0.2 \\
0.24 & 0.67 & -0.91
\end{array}\right]
$$

using the presented power method with scaling. First of all, note that the power method (3.3) applied in single precision fails if we take $\boldsymbol{y}_{1}=\{1,1,1\}$ since in the next step it produces the zero vector. Hence, there is no indication of the wanted dominant eigenvalue. However, executing the first step in double-precision arithmetic, we get

$$
\boldsymbol{y}_{1}=A \cdot\{1,1,1\}=\left\{5.55112 \times 10^{-17}, 5.55112 \times 10^{-17}, 0 .\right\}
$$

The presence of roundoff errors produces $\boldsymbol{y}_{1} \neq \mathbf{0}$.. Applying the power method (8), after 18 iterations we obtain $\alpha_{18}=1.30818$ and take this value as an approximation of the spectral radius. The spectral radius of $A$ with 15 correct decimal digits is $\rho(A)=1.308114998551363$, which means that the approximation $\alpha_{18}$ has 5 significant decimal digits.

### 3.3. Distribution of zeros of random polynomials

Algebraic polynomials whose coefficients are random numbers are of great importance since they appear in various problems of physics, engineering and economics such as filtering theory, spectral analysis of random matrices, statistical communication, regression curves in statistics, characteristic equations of random matrices, the study of random difference equations, the analysis of capital and investment in mathematical economics. etc. For these reasons, a number of books and papers have been devoted to the study of random polynomials, see, e.g., [23] and [24]. Working in the area of Experimental Mathematics, we have used graphical methods to visualize an important theorem on distribution of zeros and pose a conjecture of the symmetry of complex zeros od random polynomials.

Example 3.2. Denote a sequence of independently identically distributed (real or complex) valued random variables with $\left\{c_{k}\right\}_{k=0}^{\infty}$. Let

$$
F_{n}(z)=c_{n} z^{n}+c_{n-1} z^{n-1}+\cdots+c_{1} z+c_{0}
$$

be a random polynomial of degree $n$ with the zeros $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{n}$ of $F_{n}$. Furthermore, for $a, b(0 \leqslant a \leqslant b<\infty)$ introduce a probability measure on the complex plane $R_{n}(a, b)=N_{n}\left(\left\{z: a \leqslant\left|\zeta_{i}\right| \leqslant b\right\}\right)$, where $N_{n}(\cdot)$ denotes the number of zeros that belong to the ring $\left\{z: a \leqslant\left|\zeta_{i}\right| \leqslant b\right\}$ in the complex plane. Then $R_{n} / n$ defines the empirical distribution of zeros of $F_{n}$. If for any $\delta \in(0,1)$ define $a=1-\delta, b=1+\delta$, then $\delta$ is called delta measure in the empirical distribution.

The following theorem has been proved in [24]:

Theorem 3.1. If and only if

$$
\mathbf{E} \log \left(1+\left|c_{0}\right|\right)<\infty
$$

then the sequence of the empirical distributions $R_{n} / n$ converges to the delta measure at 1 almost surely, that is,

$$
\frac{1}{n} R_{n}(1-\delta, 1+\delta) \xrightarrow{\mathbf{P}} 1, \quad n \rightarrow \infty
$$

holds for any $\delta \in(0,1)$.
In the above theorem, $\mathbf{E}$ is mathematical expectation while the denotation $\xrightarrow{\mathbf{P}}$ denotes so-called convergence in probability. This theorem asserts that, under some weak constraints on the coefficients of a random polynomial, almost all its zeros "concentrate uniformly" close to the unit circle with high probability.

Using graphical tools of Mathematica we have tested a random polynomial of degree 2000 with random coefficients belonging to the interval $[-2,2]$. From Figure 3.2 we observe that almost all zeros are located in the ring $\{z|1-\delta<|z|<1+\delta\}$ where $\delta \approx 0.01$, which empirically confirms Theorem 3.1 to a good extent.


Fig. 3.2: Location of zeros of random polynomials

Example 3.3. Several years ago, on a web page concerning the distribution of zeros of polynomials, the following question appeared: Given ten or more thousand polynomials of degree $n \in\left[n_{1}, n_{2}\right]$ with the leading coefficient 1 while the remaining coefficients are chosen randomly from the set $\{-1,+1\}$. Mark the location of each zero by a small circle in the complex point in such a way that the different zeros of the selected polynomial are colored by different colors. Does the plotted figure possess some specific properties?


FIG. 3.3: Distribution of zeros of a random polynomial of degree $n \in[10,18]$

We have taken the range $[10,18]$ for the polynomial degrees and plotted the location of zeros of 50000 random polynomials. The generated figure, plotted by
using the program BWH in Mathematica and presented in Figure 3.3, is of "bagel-with-handle" (BWH) form.

## BWH PROGRAM (Mathematica)

```
Clear[koef]; koef := Sign[-0.5 + Random[]]; Clear[genP];
genP[n_] := Sum[koef x^k, {k, 0, n}]; Clear[solP];
solP[p_] := Map[x /. # &, Solve[p == 0, x] // Flatten ] // N;
Clear[graP];
graP[s_] := ListPlot[Map[{Re[#], Im[#]} &, s], Frame -> True,
AspectRatio -> 1, PlotRange -> {{-2, 2}, {-2, 2}},
PlotStyle -> {RGBColor[Random[], Random[], Random[]],
PointSize[0.01]}]; t = Table[genP[RandomInteger[10,18]],{50000}];
s = Map[solP, t] ; g = Map [graP, s]; Show [g]
```

From Figure 3.3 we observe that the generated picture BWH is entirely symmetric to any straight line $L_{\alpha}$ passing through the origin, where $\alpha \in(0, \pi)$ is the angle related to the positive direction of abscissa axes. More precisely, any pair of the boundaries $\partial A$ and $\partial B$ of exterior parts $A$ and $B$ bounded by two lines $L_{\alpha}$ and $L_{\beta}$ are of the same shape. The same is valid for two corresponding interior boundaries. To the authors' hypothesis, the presented symmetry arises following the low of large numbers, an important theorem in Probability theory. This theorem asserts that the average of the results of performing the same experiment a large number of times approaches the expected value, as the case in our experiments. This effect is known in the statistics when dealing with very large randomly chosen numbers with uniform distribution.

The second characteristic of our BWH figure is the existence of an empty space (hole) inside BWH. What is the size of this hole? More generally, what are the bounds of the zeros of the considered polynomials

$$
\begin{align*}
P_{n, m}(z)=a_{0}^{(m)} z^{n} & +a_{1}^{(m)} z^{n-1}+\cdots+a_{n-1}^{(m)} z+a_{n}^{(m)}  \tag{3.4}\\
a_{k}^{(m)} & \in\{-1,+1\}, \quad n \in[10,18], \quad m=1,2, \ldots, 50000 ?
\end{align*}
$$

Let $\zeta_{1, k}, \ldots, \zeta_{n, k}$ be the zero of the polynomial $P_{n, m}$. According to Henrici's result [25, p. 457], all zeros of $P_{n, m}$ are contained in the disk centered at the origin and with radius $R$ determined as

$$
\begin{equation*}
\rho=2 \max _{1 \leqslant j \leqslant n}\left|\frac{a_{j}^{(m)}}{a_{0}^{(m)}}\right|^{1 / j} . \tag{3.5}
\end{equation*}
$$

Note that this result holds for polynomials with arbitrary coefficients. According to (3.4) and (3.5) we find $\left|\zeta_{j, k}\right| \leqslant \rho=2$. Substituting $y=1 / z$ in (3.4) and applying again (3.5), we determine the lower bound $\left|\zeta_{j, k}\right| \geqslant \frac{1}{2}$. Therefore,

$$
\frac{1}{2} \leqslant\left|\zeta_{j, k}\right| \leqslant 2 \quad \text { for any } j \in\{1, \ldots, n\} \vee k \in\{1, \ldots, 50000\}
$$

According to the last inequalities, we conclude that all zeros of all 50000 polynomials lie in the disk $\{0 ; 2\}$ and there is "no zero" in the hole containing the disk $\{0 ; 0.5\}$.

Finally, if we deal with the polynomials of relatively low degree (as in the presented example), we can observe the holes on the real axis at the points -1 and 1, see Figure 3.3. We also see that there is no complex zeros in these holes. This effect was noted in the book [20] but without discussion and explanation.

### 3.4. Dynamic study of root-finding methods

One of the most challenging tasks in the area of iterative methods for solving nonlinear equations is to detect the best algorithm or at least the group of best algorithms. For a long time, the comparative studies of root-finding algorithms were based on comparisons of (i) the number of iterations needed to provide the required accuracy of produced approximations to the solutions, (ii) the convergence rate, (iii) the number of function evaluations per iteration, and (iv) the computational costs of compared algorithms often measured by the consumed CPU time required to fulfill the given stopping criterion. All of the mentioned criteria suffer from the disadvantage consisting of the request for ideal conditions; namely, they are usable only if the chosen initial approximation to the wanted zero of a given function is sufficiently good to provide the convergence, which is difficult to achieve in practice. Even in those cases when it is possible, the rank of compared methods is not reliable since the convergence behavior of root-finding methods depends in a complicated and unpredictable way on the starting points.

The growing development of computer hardware and computer graphics at the end of the twentieth century has provided the significant advance of a new methodology for the visual study of convergence behavior of root-finding methods. It turned out that a realistic quality study of root-finding methods and their reliable ranking can be successfully accomplished by plotting the basins of attraction for the methods. Basins of attractions are the sets of points in the complex plane which simulate the convergence to the zeros of a given function by applying the iterative process. They are of great benefit since offer essential information and insight into the basic features of a considered iterative method such as its convergence behavior and domain of convergence. Also, we can apply basins of attraction to analyze the computational advantages of one iteration function against another and to rank root-solvers within a class of iteration functions, which is of interest for the user to decide which iteration method is preferable for solving a concrete problem.

Definition 3.1. Let $f$ be a given sufficiently many times differentiable function in some complex domain $R \subseteq \mathbb{C}$ with simple or multiple zeros $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\lambda} \in S$, and a (convergent) root-finding iteration defined by

$$
z_{k+1}=g\left(z_{k}\right) \quad(k=0,1,2, \ldots),
$$

the basin of attraction for the zero $\alpha_{i}$ is defined as follows:

$$
\mathcal{B}_{f, g}\left(\alpha_{i}\right)=\left\{\zeta \in R \mid \text { the iteration } z_{k+1}=g\left(z_{k}\right) \text { with } z_{0}=\zeta \text { converges to } \alpha_{i}\right\} .
$$

The dynamic study for the comparison of root-finding algorithms for simple zeros is based on basins of attraction for a given method and a given example. It was launched by Stewart [26] and Varona [27] and continued in the works of Amat et al. [28]-[30], Scott et al. [31], Chun and Neta [32], [33], Neta et al. [34], Argyros and Magreñan [35], Kalantari [36], I. Petković and Neta [37], I. Petković and Đ. Herceg [38] and others.

In the case of algebraic polynomials, the basin of attraction for a given rectangle $R$ with sides parallel to coordinate axes is plotted in the following way. Let $\left(a_{1}, b_{1}\right)$ be the lower left vertex and $\left(a_{2}, b_{2}\right)$ the upper right vertex $\left(a_{2}, b_{2}\right)$ of this rectangle. Using computer algebra system Mathematica by the statement

```
CountRoots[P[z],{z,a1+I*b1,a2+I*b2}]
```

we determine the number of zeros of $P(z)$ inside the rectangle $R$. Analyzing convergence behavior for all zeros of a polynomial of degree $n$, the rectangle $R$ must be taken so that the outcome $N_{P}$ of the above statement is $n$ ( $=$ number of polynomial zeros). Otherwise, we continue with the enlargement of the size of the rectangle $R$ until $N_{P}=n$ is satisfied.

The considered method is tested on the $m_{1} \times m_{2}$ equally spaced points in the rectangle $R=\left\{a_{1}, b_{1}\right\} \times\left\{a_{2}, b_{2}\right\}$ (forming an equidistant lattice $L_{R}$ ) centered at the origin. At the beginning we define the limit number of iterations $I T$; if the iterative process, starting from an initial point $z_{0} \in L_{R}$, does not satisfy the given stopping criterion in $\leqslant I T$ iterations, then this starting point is proclaimed "divergent." For each basin we record the CPU time in seconds for all $m_{1} \times m_{2}$ points, average number of iterations (for all points of the lattice $L_{R}$ ) required to satisfy the stopping criterion $\left|z_{k}-\alpha\right|<\tau$ ( $\tau$ defines the accuracy of approximations, say, $\tau=10^{-5}$ or $\tau=10^{-6}$ ) and the number of black (divergent) points for each method and each example. We associate exactly one color to each attraction basin of a root following two rules: 1) each basin will have a different color and 2) the shading is darker if the number of iterations is higher. Starting points which do not fulfill the stopping criterion after $I T$ iterations are colored black.

The basin of attraction is a kind of computer visualization that provides visual insight into convergence behavior of a root-finding method but it also delivers some valuable qualitative data such as the CPU execution time, the average number of iterations and function evaluations per point, and the number of "divergent" points. These data are most frequently sufficient for deeper insight into the behavior of an iterative method and its domain of convergence from the point of view of dynamical systems. Obviously, a method is better if the consumed CPU time, the average number of iterations and function evaluations per point, and the number of "divergent" points are smaller. It is desirable that the number of divergent point is 0 , which points to global convergence of the method.

Convergence behavior of any method can also be estimated to a certain extent according to the shape of basins of attraction for the tested example. It is preferable
that the basins of attraction for the zeros have as large as possible unvaried contiguous areas, separated by the boundaries that have (approximately) straight-line form. As small as possible blobs and fractals on the boundaries also point to good convergence properties.

To demonstrate the dynamic study of two iterative methods for finding simple zeros, we give three examples. In all examples we have used an equidistant lattice made of 360000 points, that is, the resolution is $600 \times 600$, the permitted number of iterations is $I T=40$, and the stopping criterion has been given by $\left|z_{k}-\alpha\right|<$ $10^{-6}=\tau$.

We emphasize that the dynamic study by basins of attraction is most frequently used in comparative study of different methods of the same order of convergence. Since the main goal of this section is only the presentation of a graphical method for the analysis of the quality of particular methods, any comparative study is beyond our consideration.

We have considered the well-known Halley's method of the third order

$$
\begin{equation*}
x_{k+1}=x_{k}-\frac{f\left(x_{k}\right)}{f^{\prime}\left(x_{k}\right)} \cdot \frac{1}{1-\frac{f^{\prime \prime}\left(x_{k}\right) f\left(x_{k}\right)}{2 f^{\prime}\left(x_{k}\right)^{2}}} \quad(k=0,1,2, \ldots) \tag{3.6}
\end{equation*}
$$

and the three-point-method of order eight

$$
\left\{\begin{array}{l}
y_{k}=x_{k}-\frac{f\left(x_{k}\right)}{f^{\prime}\left(x_{k}\right)},  \tag{3.7}\\
z_{k}=y_{k}-\frac{1}{1-\frac{2 f\left(y_{k}\right)}{f\left(x_{k}\right)}} \cdot \frac{f\left(y_{k}\right)}{f^{\prime}\left(x_{k}\right)}, \\
x_{k+1}=z_{k}-\frac{f\left[z_{k}, y_{k}\right]}{f\left[z_{k}, x_{k}\right]} \cdot \frac{f\left(z_{k}\right)}{2 f\left[z_{k}, y_{k}\right]-f\left[z_{k}, x_{k}\right]}
\end{array} \quad(k=0,1,2, \ldots)\right.
$$

proposed by Sharma and Arora in [40]. It is not difficult to show (see [41]) that this method is a special case of the family of three-point methods constructed in [42]. An extensive investigation presented in [43] and [41] shown that the method (3.7) possesses the best convergence characteristics among three-point methods of the (maximal) order eight in the class of algebraic polynomials.

Example 3.4. We have plotted two basins of attraction applying the methods (3.6) and (3.7) to the polynomial

$$
P_{1}(z)=z^{5}-1
$$

and the square $R=\{z=x+i y \mid-3 \leqslant x \leqslant 3,-3 \leqslant y \leqslant 3\}$. The basins are given in Figures 3.4 and Figure 3.5.


Fig. 3.4: Halley's method (3.6)


Fig. 3.5: Three-point method (3.7)

Plotting these two basins of attraction we have recorded the following useful data:

Halley's method (3.6) Three-point method (3.7)

| divergent point | 12 | 21 |
| :--- | :--- | :--- |
| average number of iterations | 5.20 | 3.45 |
| CPU time (in sec) | 58.16 | 35.37 |

According to the above data, we conclude that both methods diverge for less than $0.006 \%$ starting points, which is rather satisfactory. The three-point method (3.7) reaches the stopping criterion using only 3.45 iterations (in average) against 5.30 for Halley's method and consumes 35.37 seconds for all 360000 starting points, which is considerably less than Halley's method ( 58.16 seconds). Regarding the shapes of basins, we observe that in both cases particular basins are of large unvaried size. However, the basins of Halley's method (3.6) has a mild advantage since their boundaries are almost straight lines and contain only a few small blobs, while the boundaries of basins of the method (3.7) have not only larger blobs but also fractal parts.

Example 3.5. We have plotted the basin of attraction for the method (3.7) applied to the polynomial

$$
\begin{aligned}
P_{2}(z)=z^{15}- & 1.94409 z^{14}-1.89382 z^{13}-0.00444 z^{12}-0.51467 z^{11}-0.77406 z^{10} \\
& -1.80464 z^{9}+1.18177 z^{8}+0.36718 z^{7}+1.31631 z^{6}-1.061788 z^{5} \\
& +1.43835 z^{4} 1.86766 z^{3}+0.53726 z^{2}+1.72913 z-0.08069,
\end{aligned}
$$

whose zeros are contained in the square $R=\{z=x+i y \mid-4 \leqslant x \leqslant 4,-4 \leqslant y \leqslant 4\}$. This polynomial has random coefficients (except the leading coefficient) belonging to the interval $[-2,2]$.


Fig. 3.6: The basins of attraction for the method (3.7) applied to $P_{2}(z)$.
The basin of attraction for all 15 zeros is presented in Figure 3.6. Small circles mark the location of zeros of the polynomial $P_{2}(z)$. Considering all 360000 points we have recorded:

- 0 divergent points,
- the average number of iterations $=6.44$,
- the CPU time $=298.8 \mathrm{sec}$.

The fact that the number of divergent points is 0 points to the global convergence of the method (3.7). However, the boundaries of particular basins are not straight lines but strips (corresponding to some other zeros). This undesirable phenomenon is typical for random polynomials of a high degree, which can lead to certain problems when choosing initial approximations.

Example 3.6. The three-point method (3.7) has been applied to the polynomial

$$
P_{3}(z)=\prod_{m=1}^{13}(z-m)
$$

of Wilkinson's type. It is well-known that polynomials of this form are ill-conditioned, causing that many root-finding methods work with big efforts in solving this class of polynomials. However, the applied method (3.7) showed very good convergence behavior, which is evident from the basins of attraction presented in Figure 3.7: particular basins have large unvaried contiguous areas with regular boundaries free of fractal parts and with very small blobs. The associated data are given below:

- 0 divergent points (excellent outcome),
- the average iteration $=4.69$,
- the CPU time $=422.7 \mathrm{sec}$.


FIg. 3.7: The basins of attraction for the method (3.7) applied to $P_{3}(z)$.

### 3.5. On a new three-point weighted method for simple zeros

We start from three-point iterative scheme

$$
\left\{\begin{array}{l}
N\left(x_{k}\right)=\frac{f\left(x_{k}\right)}{f^{\prime}\left(x_{k}\right)}  \tag{3.8}\\
y_{k}=x_{k}-N\left(x_{k}\right) \\
z_{k}=y_{k}-u_{k} H\left(u_{k}\right) N\left(x_{k}\right) \\
x_{k+1}=z_{k}-w_{k}\left(2 w_{k}+1\right) P\left(u_{k}\right) Q\left(v_{k}\right) N\left(x_{k}\right)
\end{array}\right.
$$

where

$$
u_{k}=\frac{f\left(y_{k}\right)}{f\left(x_{k}\right)}, \quad v_{k}=\frac{f\left(z_{k}\right)}{f\left(y_{k}\right)}, \quad w_{k}=u_{k} v_{k}
$$

We omit the iteration index $k$ and define the errors

$$
\varepsilon=x-\alpha, \quad \varepsilon_{y}=y-\alpha, \quad \varepsilon_{z}=z-\alpha, \quad \hat{\varepsilon}=\hat{x}-\alpha
$$

where $\hat{x}$ is a new approximation $x_{k+1}$. Introduce

$$
c_{r}=\frac{f^{(r)}(\alpha)}{r!f^{\prime}(\alpha)} \quad(r=1,2, \ldots)
$$

We will use the following development of the function $f$ about the zero $\alpha$

$$
f(x)=f^{\prime}(\alpha)\left(1+c_{1} \varepsilon+c_{2} \varepsilon^{2}+c_{3} \varepsilon^{3}+c_{4} \varepsilon^{4}+c_{5} \varepsilon^{5}+c_{6} \varepsilon^{6}+c_{7} \varepsilon^{7}+c_{8} \varepsilon^{8}+O\left(\varepsilon^{9}\right)\right)
$$

and a program in Mathematica. As usual, in finding the weight functions $H, P$ and $Q$, we represent these functions by their Taylor's series at the neighborhood of $u=0($ for $H$ and $P)$, and $v=0($ for $Q)$ :

$$
\begin{aligned}
& H(u)=H(0)+H^{\prime}(0) u+\frac{H^{\prime \prime}(0)}{2} u^{2}+\frac{H^{\prime \prime \prime}(0)}{6} u^{3}+\cdots \\
& P(u)=P(0)+P^{\prime}(0) u+\frac{P^{\prime \prime}(0)}{2} u^{2}+\frac{P^{\prime \prime \prime}(0)}{6} u^{3}+\cdots \\
& Q(v)=Q(0)+Q^{\prime}(0) v+\frac{Q^{\prime \prime}(0)}{2} v^{2}+\frac{Q^{\prime \prime \prime}(0)}{6} v^{3}+\cdots
\end{aligned}
$$

The coefficients of Taylor's developments of the weight functions $P$ and $Q$ are determined using an interactive approach by combining the program realized in Mathematica (two parts) and the annihilation of coefficients standing at $\varepsilon$ of lower degree. For simplicity, we write $H_{0}=H(0), H_{1}=H^{\prime}(0), Q_{3}=Q^{\prime \prime \prime}(0)$, etc, and

$$
\begin{aligned}
& \mathrm{fa}=f^{\prime}(\alpha), \mathrm{fx}=f(x), \mathrm{fy}=f(y), \mathrm{fz}=f(z), \mathrm{fx} 1=f^{\prime}(x), \text { newt }=f(x) / f^{\prime}(x), \\
& \mathrm{e}=\varepsilon, \mathrm{ey}=\varepsilon_{y}, \mathrm{ez}=\varepsilon_{z}, \mathrm{e} 1=\hat{\varepsilon} .
\end{aligned}
$$

## PART I (Mathematica)

```
fxx = 1+c1*e+c2*e^2+c3*e^3+c4*e^4 +c5*e^5+c6*e^6+c7*e^7+ c8*e^8;
fx = fa*e*fxx; fx1 = D[fx, e]; newt = Series[fx/fx1,{e, 0, 8}];
ey = e - newt; fy = fa*ey (1+1*ey+2*ey^2+c3*ey^3+c4*ey^4);
u = fy*Series[1/fx, {e, 0, 8}];
H = H0+H1*u+H2/2*u^2+H3/6*u^3;
ez = Series[ey - u*newt*H // FullSimplify, {e, 0, 8}]
```

This program gives

$$
e_{z}=\left(c_{1}-c_{1} H_{0}\right) e^{2}+\left(-2 c_{2}\left(-1+H_{0}\right)+c_{1}^{2}\left(-2+4 H_{0}-H_{1}\right)\right) e^{3}+O\left(e^{4}\right)
$$

To annihilate coefficients by $e^{2}$ and $e^{3}$, it is necessary and sufficient to take

$$
H_{0}=1, \quad H_{1}=2, \quad H_{2} \text { and } H_{3} \text { arbitrary, }
$$

which gives

$$
e_{z}=\left(-c_{1} c_{2}+c_{1}^{3}\left(5-H_{2} / 2\right)\right) e^{4}+O\left(e^{5}\right)
$$

The part II of the program uses previously found entries and serves for finding additional conditions which provide optimal order eight.

## PART II - CONTINUATION (Mathematica)

```
fz = fa*ez*(1+c1*ez+c2*ez^2); v = fz*Series[1/fy,{e, 0, 8}];
P = P0+P1*u+P2/2*u^2+P3/6*u^3;
Q = Q0+Q1*v;
e1 = Series[ez-u*v*P*G*(2u*v+1)*newt,{e,0,8}]//FullSimplify
```

The error $\hat{\varepsilon}=\hat{x}-\alpha(=e 1)$ is given in the form

$$
\varepsilon_{1}=\sum_{r=4}^{8} T_{r} \varepsilon^{r}+O\left(\varepsilon^{9}\right)
$$

From the conditions $T_{4}=0, T_{5}=0, T_{6}=0, T_{7}=0$, we find the following relations for finding the required coefficients:
$H(0)=1, \quad H^{\prime}(0)=2$,
$P^{\prime}(0)=2 P(0), \quad P^{\prime \prime}(0)=P(0)\left(2+H^{\prime \prime}(0)\right), \quad P^{\prime \prime \prime}(0)=P(0)\left(H^{\prime \prime}(0)+6 H^{\prime \prime}(0)-24\right)$, $Q(0)=Q^{\prime}(0)=\frac{1}{P(0)}$.

A natural choice $P(0)=1$ gives

$$
\begin{aligned}
& H(0)=1, \quad H(0)=2, \\
&(3.9) P(0)=1, \quad P^{\prime}(0)=2, \quad P^{\prime \prime}(0)=2+H^{\prime \prime}(0), \quad p^{\prime \prime \prime}(0)=H^{\prime \prime \prime}(0)+6 H^{\prime}(0)-24, \\
& Q(0)=Q^{\prime}(0)=1
\end{aligned}
$$

In this way we have proved the following assertion.

Theorem 3.2. If the initial approximation $x_{0}$ is sufficiently close to the zero $\alpha$ of $f$ and the conditions (3.9) are valid, then the order of the three-point family (3.8) is eight.

Kung-Traub hypotheses [44] assert that as high as possible order of convergence of the $n$-point method that uses $n+1$ function evaluations per iteration is $2^{n}$. Such methods are called optimal methods. Therefore, according to this hypothesis and Theorem 3.2, the three-point iterative method (3.8) is optimal.

### 3.6. Iterative method for the inclusion of a simple complex zero

R. E. Moore, the founder of Interval analysis, introduced in his monograph [45] the interval version of Newton's method, often called Moore-Newton's method. Let $f$ be a differentiable function on a real interval $\Omega$ and let $X_{0}=\left[\underline{\mathrm{x}}_{0}, \bar{x}_{0}\right] \subset \Omega$ be a real interval containing a simple real zero $\eta$ of $f$. An interval extension $F^{\prime}(X)$
over the interval $X$ is a real interval such that $F^{\prime}(X) \supseteq \bar{f}(X)=\{x \mid x \in X\}$. Moore-Newton's method is defined by

$$
\begin{equation*}
X_{k+1}=\left\{m\left(X_{k}\right)-\frac{m\left(X_{k}\right)}{F^{\prime}\left(X_{k}\right)}\right\} \cap X_{k} \quad(k=0,1, \ldots) \tag{3.10}
\end{equation*}
$$

where $m\left(X_{k}\right)=\frac{1}{2}\left(\left[\underline{\mathrm{x}}_{k}, \bar{x}_{k}\right]\right)$ is the midpoint of the interval $X_{k}$. It is obvious that this method will be defined if $0 \notin F^{\prime}\left(X_{k}\right)$ in every iteration.

Moore-Newton's method (3.10) can be applied only for enclosing real zeros, which is a serious disadvantage. Here we present two simple algorithms for finding a simple complex zero $\zeta$ of a given algebraic polynomial $P$ that produces a disk $\{c ; r\}:=\{z| | z-c \mid \leqslant r\}$ in the complex plane such that $|c-\zeta|<r$. In this way, these methods provide the upper error bound (given by the radius $r$ ) of the approximation $c$ to the desired complex zero $\zeta$. Recall that the inversion of a disk $\{c ; r\}$ not containing 0 (that is, $|c|>r$ holds) is defined in [46] by

$$
\{c ; r\}^{-1}=\left\{\frac{\bar{c}}{|c|^{2}-r^{2}} ; \frac{r}{|c|^{2}-r^{2}}\right\}
$$

Finding initial approximation to the sought zero of a function, sufficiently close to this zero to provide guaranteed convergence, is an equally important task as the construction of an efficient iterative method. This topic is beyond the main subject of this paper and it will not be considered here. Instead, we cite the paper [47] and the master thesis [48] where a composed search-subdividing algorithm for the localization of all complex zeros of algebraic polynomials has been presented with the help of CAS Mathematica. This algorithm produces arbitrary small inclusion squares, each of which contains one and only one zero, and calculate the multiplicity of these zeros. It can be of benefit for iterative methods implemented in ordinary complex arithmetic and complex interval arithmetic, discussed in what follows.

Algorithm 1. Let $Z_{0}=\{a ; R\}=\left\{z_{0} ; \rho\right\}$ be the disk that contains one and only one zero $\zeta$ of a polynomial $P$ of degree $n$. The following iterative method was proposed in [49]:

$$
\begin{align*}
& Z_{k+1}=z_{k}-\frac{1}{\left\{c_{k} ; \rho_{k}\right\}}=\left\{z_{k}-\frac{\bar{c}_{k}}{\left|c_{k}\right|^{2}-\rho_{k}^{2}} ; \frac{\rho_{k}}{\left|c_{k}\right|^{2}-\rho_{k}^{2}}\right\} \quad(k=0,1, \ldots),  \tag{3.11}\\
& c_{k}=\frac{P^{\prime}\left(z_{k}\right)}{P\left(z_{k}\right)}-\frac{(n-1)\left(\overline{z_{k}}-\bar{a}\right)}{R^{2}-\left|z_{k}-a\right|^{2}}, \quad \rho_{k}=\frac{(n-1) R}{R^{2}-\left|z_{k}-a\right|^{2}}, \quad(k>0)
\end{align*}
$$

The stopping criterion was given by $\left|P\left(c_{k}\right)\right|<\tau$, where $\tau$ is, say, $10^{-16}$ or $10^{-33}$.
Considering the formulas (3.11) and (3.12) we observe two drawbacks of Algorithm 1 . To avoid the division by a zero-interval in (3.11) (which produces a disk of infinity large radius) and negative radius (formula (3.12)), it is necessary to satisfy two conditions in each iteration
(i) $\left|c_{k}\right|>\rho_{k}$,
(ii) $R>\left|z_{k}-a\right|$.

Regarding (i) we conclude that $c_{k}$ must be reasonably large and hence, $\left|P\left(z_{k}\right)\right|$ should be rather small. Therefore, $z_{k}$ should be a very good approximation to the zero $\zeta$. Most frequently this is not the case at the beginning of any iterative process so that the first iterations are very critical. To resolve this inconvenient situation the only way is to choose the center $a$ of the initial inclusion disk $\{a ; R\}$ very close to the sought zero $\zeta$, which is rather strong requirement (the first drawback). From this discussion there follows $z_{k} \approx a$ so that $\rho_{k} \approx(n-1) / R$. The choice of small $R$ increases $\rho_{k}$ (see (3.12)) so that the validity of inequality (i) may be endangered. Therefore, contrary to the usual request for as small as possible radius of initial inclusion disk, in the case of Algorithm 1 the radius $R$ should be relatively large. Consequently, in this way the inequality (ii) will be ensured. On the other hand, a large $R$ can lead to an undesired enclosure of other zeros of $P$ (next to the zero $\zeta)$. It follows that the choice of $R$ has to be refined, sometimes by trial and error method (the second drawback).

Example 3.7. Using Algorithm 1, determine sufficiently small disk that contains the zero $\zeta=2 i$ of the polynomial

$$
P(z)=z^{9}+3 z t^{8}-3 z^{7}-9 z^{6}+3 z^{5}+9 z^{4}+99 z^{3}+297 z^{2}-100 z-300
$$

starting from the inclusion disk $Z_{0}=\{0.1+2.1 i ; 1.7\}$ and setting $\tau=10^{-33}$. The locations of all zeros of $P$ and initial disks $Z_{0}$ (containing the sought zero $\zeta=2 i$ ) are displayed in Figure 3.8.


Fig. 3.8: The locations of all zeros of $P$ and initial disks $Z_{0}$
We have used CAS Mathematica and multi-precision arithmetic (40 significant decimal digits). The following inclusion disks have been obtained:

$$
\begin{aligned}
& Z_{1}=\{0.00473+1.97173 i ; 0.0856\} \\
& Z_{2}=\{-0.00128+2.00249 i ; 0.00456 \ldots\} \\
& Z_{3}=\left\{-1.7 \times 10^{-5}+2.00000697 i ; 3.70 \times 10^{-5}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& Z_{4}=\left\{-4.33 \times 10^{-10}+1.99999999931 i ; 1.6 \times 10^{-9}\right\} \\
& Z_{5}=\left\{1.25 \times 10^{-18}+2.00000000000000000096 i ; 3.11 \times 10^{-18}\right\} \\
& Z_{6}=\{5.95 \times 10^{-36}+2 . \underbrace{0000000000 \cdots 0000000000}_{\text {thirty six } 0} 74 i ; 1.18 \times 10^{-35}\}
\end{aligned}
$$

Algorithm 2. We present a combined method for approximate a simple zero of a given polynomial. This method possesses a low computation cost since it uses Newton's method in ordinary complex arithmetic in all iterations except the last one, where a very simple procedure is applied to provide the upper error bound which is involved in the following theorem due to Laguerre (see, e.g., [25, pp. 466468]):

Theorem 3.3. Let $z$ be an arbitrary complex number and let $P$ be a given algebraic polynomial. Then the disk $D=\left\{z ; n\left|P(z) / P^{\prime}(z)\right|\right\}$ contains at least one zero of $P$.

The disk $D$ is usually called Laguerre's disk. As in the case of Algorithm 1, Algorithm 2 also requires sufficiently good initial approximation $z_{0}$ to the zero.
$1^{\circ}$ step: Starting from $z_{0}$, apply Newton's iteration

$$
z_{k+1}=z_{k}-\frac{P\left(z_{k}\right)}{P^{\prime}\left(z_{k}\right)}
$$

for $k=1,2, \ldots, K$, where $K$ is the iteration index of the approximation $z_{K}$ that fulfils the stopping criterion given in the form $\left|P\left(z_{K}\right)\right|<\tau$.
$\mathbf{2}^{\circ}$ step: We use the last approximation $z_{K}$ obtained in the first step and, using Laguerre's disk defined in Theorem 3.3, calculate the inclusion disk

$$
Z_{k}=\left\{z_{7} ; n\left|\frac{P\left(z_{7}\right)}{P^{\prime}\left(z_{7}\right)}\right|\right\}
$$

The upper error bound is determined by the radius $r=n\left|P\left(z_{K}\right) / P^{\prime}\left(z_{K}\right)\right|$.
Example 3.8. Using Algorithm 2, determine the inclusion disk for the zero $\zeta=2 i$ of the polynomial $P$ given in Example 3.7. In contrast to Algorithm 1, the initial approximation $z_{0}$ need not to be very close to $\zeta$ and we have chosen $z_{0}=0.2+2.3$ i. As in Example 3.7, we have used CAS Mathematica, multi-precision arithmetic (40 significant decimal digits) and $\tau=10^{-33}$. First, we have applied Newton's method until the fulfilment of the stopping criterion $\left|P\left(z_{K}\right)\right|<10^{-33}$ and obtained

$$
\begin{aligned}
& z_{1}=0.11848+2.10232 i \\
& z_{2}=0.03978+2.00577 i \\
& z_{3}=0.00151+1.99709 i \\
& z_{4}=-1.97 \times 10^{-5}+2.0000106 i
\end{aligned}
$$

$$
\begin{aligned}
& z_{5}=-9.04 \times 10^{-10}+1.99999999933 i \\
& z_{6}=2.26 \times 10^{-18}+1.99999999999999999983 i \\
& z_{7}=-4.14 \times 10^{-37}+1 . \underbrace{9999999999999999999999999999999999}_{\text {thirty four } 9} 89 i .
\end{aligned}
$$

Since $\left|P\left(z_{7}\right)\right|<10^{-33}$ we have stopped Newton's method and calculated the radius

$$
r=n\left|\frac{P\left(z_{7}\right)}{P^{\prime}\left(z_{7}\right)}\right|=9.62 \times 10^{-35}
$$

Hence, the inclusion disk containing the zero $\zeta=2 i$ is given by

$$
Z_{7}=\{-4.14 \times 10^{-37}+1 . \underbrace{999999999999999999999999999999999}_{\text {thirty four } 9} 89 i ; 9.62 \times 10^{-35}\} .
$$

Considering the results of Examples 3.7 and 3.8, we observe that the upper error bounds are very small and of the same order. Algorithm 1 finished the iterative process through 6 iterations, while Algorithm 2 requested one more. However, the computational cost of Algorithm 2 is considerably less than the cost of Algorithm 1.
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