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GENERALIZATION OF A QUADRATIC TRANSFORMATION
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© 2021 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND



928 Y. S. Kim, G. V. Milovanović, A. K. Rathie, and R. B. Paris

1. Introduction

The generalized hypergeometric function with p numeratorial and q denomina-
torial parameters is defined by (see [8, p. 73])

pFq

[
α1, . . . , αp

β1, . . . , βq
; z

]
= pFq [α1, . . . , αp;β1, . . . , βq ; z](1.1)

=

∞∑
n=0

(α1)n . . . (αp)n
(β1)n . . . (βq)n

zn

n!
,

where (α)n denotes the Pochhammer symbol (or the shifted factorial,
since (1)n = n!) defined for any complex number α by

(α)n =
Γ(α+ n)

Γ(α)
=

{
α(α+ 1) · · · (α+ n− 1), n ∈ N = {1, 2, . . .},

1, n = 0.

When q = p this series converges for all |x| < ∞, but when q = p − 1 convergence
occurs when |x| < 1 (unless the series terminates).

It should be remarked here that whenever hypergeometric and generalized hy-
pergeometric functions can be summed in terms of Gamma functions, the results
are very important from the application points of view. It should also be noted
that summation formulas for pFq are known for only very restricted arguments and
parameters, for example Gauss’ two summation theorems, Kummer’s summation
theorems for the series 2F1, and Dixon’s, Watson’s, Whipple’s and Saalschütz’s sum-
mation theorems for the series 3F2, and others, play an important role in the theory
of hypergeometric and generalized hypergeometric functions. The function pFq(z)
has been extensively studied by many authors such as Slater [9] and Exton [2].

By applying various known summation theorems to a general formula based
upon Bailey’s transformation theorem given in Slater [9] (and re-derived by Kim
et al. [4] and written in corrected form), Exton [3] obtained as a special case
numerous new general transformation formulas involving hypergeometric functions
of order two and of higher order. One of his result is the following transformation
formula
(1.2)(

2

1 +
√

1− x

)2d−1

2F1

[
2d− 1, d− 1

2

d+ 1
2

;
x(

x+
√

1− x
)2
]

= 2F1

[
d− 1

2 , d

d+ 1
2

;x

]

provided |x| < 1 and ∣∣∣∣∣ x(
x+
√

1− x
)2
∣∣∣∣∣ < 1.

It is interesting to mention here the very recently Milovanović and Rathie [6] estab-
lished the generalization of (1.2) by obtaining the following two master formulas for
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each i ∈ N0 viz.( 2

1 +
√

1− x

)2d−1
2F1

[
2d+ i− 1, d− 1

2

d+ 1
2

;
x(

x+
√

1− x
)2
]

(1.3)

= 2−i
i∑

r=0

(
i

r

)
2F1

[
d− 1

2 , d+ 1
2r

d+ 1
2

;x

]
and (

2

1 +
√

1− x

)2d−1

2F1

[
2d− i− 1, d− 1

2

d+ 1
2

;
x(

x+
√

1− x
)2
]

(1.4)

=
(−2)i

Γ(i+ 1)

i∑
r=0

(−1)r
(
i

r

)
Γ
(
d+ 1

2r
)

Γ
(
d− i+ 1

2r
) 3F2

[
1, d− 1

2 , d+ 1
2r

i+ 1, d+ 1
2

;x

]
.

Moreover, special cases of the results (1.3) and (1.4) for i = 0, 1, 2, 3, 4, 5 are
obtained by Pogany and Rathie [7]. In fact, in our present investigation, we shall
be concerned with the following interesting transformation formula(

1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d− 1, b, d− 1

2

2d− b, d+ 1
2

; − x

(1 +
√

1− x)2

]
(1.5)

= 3F2

[
d− 1

2 , d, d− b+ 1
2

2d− b, d+ 1
2

; x

]
,

which is valid for |x| < 1 and ∣∣∣∣ x

(1 +
√

1− x)2

∣∣∣∣ < 1.

Moreover, Exton [3] deduced (1.5) from the following more general transforma-
tion formula(

1

2
+

1

2

√
1− x

)1−2d

A+1FH+1

[
(a), d− 1

2

(h), d+ 1
2

;
xy

(1 +
√

1− x)2

]
(1.6)

=

∞∑
m=0

(d− 1
2 )m(d)m

(2d)mm!
xmA+1FH+1

[
(a), −m

(h), 2d+m
; y

]
,

which is valid for |y| < 1 and ∣∣∣∣ xy

(1 +
√

1− x)2

∣∣∣∣ < 1.
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Here, the symbol (h) is a convenient contraction for the sequence of parameters h1,
h2, . . . , hH and the Pochhammer symbol (h)n is defined above.

The aim of this paper is to obtain the following generalization of (1.5) in the
form

(1.7)

(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
b, d− 1

2 , 2d− 1− i

d+ 1
2 , 2d− b+ j

; − x

(1 +
√

1− x)2

]

for integer i satisfying −3 ≤ i ≤ 3 and j = 0, 1, 2, 3. For this, we will require the
following generalization of Dixon’s theorem for the sum of a 3F2 of unit argument
obtained earlier by Lavoie et al. [5],

3F2

[
a, b, c

1 + a− b+ i, 1 + a− c+ i+ j
; 1

]
= 2−2c+i+jCi,j(1.8)

×

{
Ai,j

Γ( 1
2a− c+ 1

2 + [ i+j+1
2 ])Γ( 1

2a− b− c+ 1 + i+ [ j+1
2 ])

Γ( 1
2a+ 1

2 )Γ( 1
2a− b+ 1 + [ 12 i])

+Bi,j

Γ( 1
2a− c+ 1 + [ i+j

2 ])Γ( 1
2a− b− c+ 3

2 + i+ [ j2 ])

Γ( 1
2a)Γ( 1

2a− b+ 1
2 + [ i+1

2 ])

}
,
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)

−
(b
−

1
)(
b
−

2
)

−
2
(a
−
c

+
2
)

×
(a
−

2b
−
c

+
5
)

—

1
−

1
a
−

2b
−
c

+
3

(b
−

1
)(
b
−
c

+
1
)

−
(a
−
b
−
c

+
2
)

×
(a
−
b
−
c

+
3
)

—

0
0

1
−

2
(a

+
2
)(
a

+
4
)
−
b(

2
a

+
5
)

−
3c

(a
−
b
−
c

+
4
)

+
3

−
1

1
1

−
(b
−
c

+
1
)

(c
−

1
(c
−

2
)

+
b(
a
−

2b
−
c

+
1
)

−
2

2
a
−
b
−

2c
−

1
2

b(
a
−

2
c

+
2
)

−
(b
−
c

+
1
)

×
(a
−
b
−

2c
+

1
)

−
3

(a
−

2)

×
(a
−

2b
−

2
c
−

3
)

+
3b
c

(a
−
b
−

2
)(
a
−

2
b
−

2c
−

3
)

+
bc

(a
−
b
−

2
)

×
(a
−
b
−

2c
−

1
)

+
bc

(a
−

1
)(
a
−

2
)

−
3b

(a
−
b
−

2
)

−
c(

2a
−

3b
−

4
)
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where

Ci,j =
Γ(1 + a− b+ i)Γ(1 + a− c+ i+ j)Γ

(
b− 1

2 i−
1
2 |i|
)
Γ
(
c− 1

2 (i+ j + |i+ j|)
)

Γ(a− 2c+ i+ j + 1)Γ(a− b− c+ i+ j + 1)Γ(b)Γ(c)
,

provided Re(a− 2b− 2c) > −2− 2i− j with −3 ≤ i ≤ 3 and j = 0, 1, 2, 3.

Here and in what follows, [x] is the greatest integer less than or equal to x and
|x| denotes the usual absolute value of x. The coefficients Ai,j and Bi,j are given
in Tables 1.1 and 1.2.

Also, if fi,j denotes the 3F2(1) series on the left-hand side of (1.8), the natural
symmetry

fi,j(a, b, c) = fi+j,−j(a, c, b)

makes it possible to extend the result to j = −1,−2,−3.

Several interesting cases, including Exton’s result, are then deduced as special
cases of our main findings. In addition to this, certain known results obtained
recently by Pogány and Rathie [7] have also obtained as a limiting case of our main
findings. The results derived in this paper are easily established and may be of
general interest.

2. Extension of Exton’s Quadratic Transformation

Here we establish a natural extension of the Exton transformation (1.5) given by
the following theorem.

Theorem 2.1. In the domain D defined by the connected subset

D =

{
x ∈ C

∣∣∣ |x| < 1 ∧
∣∣∣∣ x

(1 +
√

1− x)2

∣∣∣∣ < 1

}
,

the following identities(1

2
+

1

2

√
1− x

)1−2d
3F2

[
b, d− 1

2 , 2d− 1− i

d+ 1
2 , 2d− b+ j

; − x

(1 +
√

1− x)2

]
(2.1)

=
2i(−1)

1
2 (i+|i|)Γ(d)Γ(d+ 1

2 )Γ(b− 1
2 (i+ j + |i+ j|))

Γ(b)Γ(d− b+ 1
2j)Γ(d− b+ 1

2j + 1
2 )

Qi,j(x; b, d),

where

Qi,j(x; b, d) =

∞∑
n=0

n!

(n+ 1
2 i+ 1

2 |i|)!
(d)n(d− 1

2 )n

(2d− b+ j)n

xn

n!

×

{
Ai,j

Γ(d− b− i
2 + [ i+j+1

2 ])Γ(d− b+ i
2 + 1

2 + [ j+1
2 ])

Γ(d− i
2 )Γ(d+ 1

2 −
i
2 + [ i2 ])

(d− b+ i
2 + 1

2 + [ j+1
2 ])n

(d+ 1
2 −

i
2 + [ i2 ])n

+ Bi,j

Γ(d− b+ 1
2 −

i
2 + [ i+j

2 ])Γ(d− b+ i
2 + 1 + [ j2 ])

Γ(d− i
2 −

1
2 )Γ(d− i

2 + [ i+1
2 ])

(d− b+ i
2 + 1 + [ j2 ])n

(d− i
2 + [ i+1

2 ])n

}
,
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hold for integer i satisfying −3 ≤ i ≤ 3 and j = 0, 1, 2, 3. As usual [x] denotes
the greatest integer less than or equal to x and its modulus is denoted by |x|. The
coefficients Ai,j and Bi,j can be obtained from the values of Ai,j and Bi,j in Tables
1.1 and 1.2 by changing a to 2d− 1− i, b to −n and c to b, respectively.

Proof. We first derive Exton’s result (1.6) in an alternative way. Let S denote the
left-hand side of (1.3) and express A+1FH+1 as a series so that

S =

∞∑
n=0

(−1)n ((a))n (d− 1
2 )n x

n yn

((h))n (d+ 1
2 )n 22n n!

(
1

2
+

1

2

√
1− x

)1−2(d+n)

.

Use of the well-known result [8, p. 34](
1

2
+

1

2

√
1− x

)1−2a

= 2F1

[
a− 1

2 , a
2a

; x

]
,

then enables S to be rewritten in the form

S =

∞∑
n=0

(−1)n ((a))n (d− 1
2 )n x

n yn

((h))n (d+ 1
2 )n 22n n!

2F1

[
d+ n− 1

2 , d+ n
2d+ 2n

; x

]
.

Expressing 2F1 as a series, we then obtain

S =

∞∑
n=0

∞∑
m=0

(−1)n ((a))n (d− 1
2 )n (d+ n− 1

2 )m (d+ n)m xn+m yn

((h))n (d+ 1
2 )n (2d+ 2n)m 22n n!m!

.

Changing m to m− n and using the following identities [8, p. 57, Eq. (8)]

∞∑
n=0

∞∑
k=0

A(k, n) =

∞∑
n=0

n∑
k=0

A(k, n− k)

and

(α+ k)n−k =
(α)n
(α)k

, (n− k)! =
(−1)k n!

(−n)k
,

we find after some simplification that

S =

∞∑
m=0

(d− 1
2 )m(d)mx

m

(2d)mm!

m∑
n=0

((a))n(−m)ny
n

((h))n(2d+m)nn!
.

Finally, summing the inner series as a hypergeometric series, we easily arrive at
the right-hand side of (1.6). This completes our proof of (1.6).

Now we are ready to derive our main result (2.1). For this, if we put A = 2,
H = 1, a1 = 2d− 1− i, a2 = b, h1 = 2d− b− j and y = 1 in (1.6), we obtain(

1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d− 1− i, b, d− 1

2

2d− b+ j, d+ 1
2

; − x

(1 +
√

1− x)2

]
(2.2)

=

∞∑
n=0

(d− 1
2 )n(d)nx

n

(2d)nn!
3F2

[
2d− 1− i, b, −n

2d− b+ j, 2d+ n
; 1

]
.
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It is now easy to see that the 3F2 on the right-hand side of (2.2) can be evaluated
with the help of the generalized Dixon summation theorem in (1.8) by replacing a
by 2d−1− i, b by −n and c by b. Then, after a little simplification, we easily arrive
at the right-hand side of (2.1). This completes the proof of (2.1).

3. Special Cases

By assigning values to i and j in our main result (2.1), we can obtain a large
number of interesting and useful results. However, we shall mention here only a few
of them. All these transformations hold in a domain D defined by the connected
subset

D =
{
x ∈ C

∣∣∣ |x| < 1,

∣∣∣∣ x

(1 +
√

1− x)2

∣∣∣∣ < 1
}
.

For i = 0 and j = 0 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d− 1, b, d− 1

2

2d− b, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.1)

= 3F2

[
d− 1

2 , d, d− b+ 1
2

2d− b, d+ 1
2

; x

]
,

which is the result stated in (1.2).

For i = 0 and j = 1 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d− 1, b, d− 1

2

2d− b+ 1, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.2)

=
2d− 2b+ 1

2(1− b) 3F2

[
d− 1

2 , d, d− b+ 3
2

2d− b+ 1, d+ 1
2

; x

]

− 2d− 1

2(1− b) 2F1

[
d− 1

2 , d− b+ 1

2d− b+ 1
; x

]
.

For i = 1 and j = 0 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d− 2, b, d− 1

2

2d− b, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.3)

=
(2d− 1)(d− b)

(1− b) 3F2

[
d− 1

2 , d− b+ 1, 1

2d− b, 2
; x

]

− (d− 1)(2d− 2b+ 1)

(1− b) 4F3

[
d, d− 1

2 , d− b+ 3
2 , 1

2d− b, d+ 1
2 , 2

; x

]
.



936 Y. S. Kim, G. V. Milovanović, A. K. Rathie, and R. B. Paris

For i = 1 and j = 1 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d− 2, b, d− 1

2

2d− b+ 1, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.4)

= A(b, d) 3F2

[
d− 1

2 , d− b+ 2, 1

2d− b+ 1, 2
; x

]

−B(b, d) 5F4

[
d− 1

2 , d, d− b+ 3
2 , d−

1
2b+ 3

2 , 1

2d− b+ 1, d+ 1
2 , d−

1
2b+ 1

2 , 2
; x

]
,

where

A(b, d) =
(2d− 1)(d− b+ 1)(2d− b− 1)

(b− 1)(b− 2)

and

B(b, d) =
(d− 1)(2d− b+ 1)(2d− 2b+ 1)

(b− 1)(b− 2)
.

For i = −1 and j = 0 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d, b, d− 1

2

2d− b, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.5)

=
1

2
2F1

[
d− 1

2 , d− b
2d− b ; x

]
+

1

2
3F2

[
d, d− 1

2 , d− b+ 1
2

2d− b, d+ 1
2

; x

]
.

For i = −1 and j = 1 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d, b, d− 1

2

2d− b+ 1, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.6)

=
1

2
2F1

[
d− 1

2 , d− b+ 1
2d− b+ 1

; x

]
+

1

2
3F2

[
d, d− 1

2 , d− b+ 1
2

2d− b+ 1, d+ 1
2

; x

]
.

For i = −2 and j = 1 in (2.1), we obtain(
1

2
+

1

2

√
1− x

)1−2d

3F2

[
2d+ 1, b, d− 1

2

2d− b+ 1, d+ 1
2

; − x

(1 +
√

1− x)2

]
(3.7)

=
1

2
4F3

[
d, d− 1

2 , 2d+ 1, d− b+ 1
2

2d, d+ 1
2 , 2d− b+ 1

; x

]

+
1

2
3F2

[
d− b, d− 1

2 , 2d− 2b+ 1

2d− b+ 1, 2d− 2b
; x

]
.

Similarly other results can also be obtained.
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4. Interesting Limiting Cases

Here we mention some of the interesting limiting cases of our results. All these
transformations hold in the domain D defined by the connected subset

D =

{
x ∈ C

∣∣∣ |x| < 1,

∣∣∣∣ x

(1 +
√

1− x)2

∣∣∣∣ < 1

}
.

If we let b→∞ in (3.1) or (3.2), we obtain the following result:(
1

2
+

1

2

√
1− x

)1−2d

2F1

[
2d− 1, d− 1

2

d+ 1
2

;
x

(1 +
√

1− x)2

]
(4.1)

= 2F1

[
d− 1

2 , d

d+ 1
2

; x

]
.

If we let b→∞ in (3.3) or (3.4), we obtain the following result:(
1

2
+

1

2

√
1− x

)1−2d

2F1

[
2d− 2, d− 1

2

d+ 1
2

;
x

(1 +
√

1− x)2

]
(4.2)

= (2d− 1) 2F1

[
d− 1

2 , 1

2
; x

]
− 2(d− 1) 3F2

[
d− 1

2 , d, 1

d+ 1
2 , 2

; x

]
.

If we let b→∞ in (3.5) or (3.6), we obtain the following result:(
1

2
+

1

2

√
1− x

)1−2d

2F1

[
2d, d− 1

2

d+ 1
2

;
x

(1 +
√

1− x)2

]
(4.3)

=
1

2
1F0

[
d− 1

2

−
; x

]
+

1

2
2F1

[
d− 1

2 , d

d+ 1
2

; x

]
.

If we let b→∞ in (3.7), we obtain the following result:(
1

2
+

1

2

√
1− x

)1−2d

2F1

[
2d+ 1, d− 1

2

d+ 1
2

;
x

(1 +
√

1− x)2

]
(4.4)

=
1

2
1F0

[
d− 1

2

−
; x

]
+

1

2
3F2

[
d− 1

2 , d, 2d+ 1

d+ 1
2 , 2d

; x

]
.

We remark that the result (4.1) was obtained by Choi and Rathie [1], whereas
the results (4.2)–(4.4) were obtained by Pogány and Rathie [7] using a generalization
of Kummer’s summation theorem. For a remark on the Exton result [3], see the
paper by Choi and Rathie [1].
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for OT-ruled surfaces. The Gaussian and the mean curvatures of these surfaces are
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1. Introduction

In the study of fundamental theory of curves and surfaces, the special ones of
these geometric topics have been of significant value because of satisfying some
particular conditions. In the curve theory, the most famous one of such special
curves is general helix for which the tangent vector of the curve always makes a
constant angle with a constant direction. The necessary and sufficient condition for
a curve to be a general helix is that the ratio of the second curvature τ to the first
curvature κ is constant i.e., τ/κ is constant along the curve [1]. If the principal
normal vector of a curve makes a constant angle with a constant direction, then
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that curve is called slant helix and the necessary and sufficient condition for a curve

to be a slant helix is that the function σ(s) =
(

κ2

(κ2+τ2)3/2

(
τ
κ

)′)
(s) is constant [5].

In the surface theory, the surfaces constructed by the simplest way are important.
The well-known example of such surfaces is ruled surface which is generated by a
continuous movement of a line along a curve. These surfaces have a wide use in
technology and architecture [3]. Furthermore, some special types of these surfaces
have particular relationships with helices and slant helices [5, 6, 7, 8]. In [11],
Önder considered the notion of ”slant helix” for ruled surfaces and defined slant
ruled surfaces by the property that the components of the frame along the striction
curve of ruled surface make constant angles with fixed lines. He has proved that
helices or slant helices are the striction curves of developable slant ruled surfaces.
Also, he has defined a new kind of ruled surfaces called general rectifying ruled
surface for which the generating line of the surface always lies on the rectifying
plane of base curve and he has given many properties of such surfaces [12].

This study introduces a new type of ruled surfaces called osculating-type (OT)-
ruled surfaces. First, a new orthonormal frame and new curvatures for OT-ruled
surfaces are obtained and many properties of the surface are given by considering
the new frame and its curvatures. Later, the Gaussian curvature K and the mean
curvature H of OT-ruled surfaces are given. The set of singular points of such
surfaces are introduced and some differential equations characterizing special curves
lying on the surface are obtained. Finally, some examples related to helix and slant
helix are given.

2. Preliminaries

A ruled surface in R3 is constructed by a continuous movement of a straight line
along a space curve α. For an open interval I ⊂ R, the parametric equation of a
ruled surface is given by ϕ(α,q)(s, u) : I×R→ R3, ~ϕ(α,q)(s, u) = ~α(s) +u~q(s) where
q : I → R3, ‖~q‖ = 1 is called director curve and α : I → R3 is called the base curve
of the surface ϕ(α,q). The straight lines of the surface defined by u→ ~α(s) + u~q(s)
are called rulings [6]. The ruled surface ϕ(α,q) is called cylindrical if ~q ′ = 0 and

non-cylindrical otherwise where ~q ′ = d~q
ds [9]. A curve c lying on ϕ(α,q) with property

that 〈~c ′, ~q ′〉 = 0 is called striction line of ϕ(α,q). The parametric representation of
striction line is given by

(2.1) ~c(s) = ~α(s)− 〈~c
′(s), ~q ′(s)〉

〈~q ′(s), ~q ′(s)〉
~q(s)

The striction line is geometrically important because it is the locus of special points
called central points for which considering a common perpendicular between two
constructive rulings, the foot of common perpendicular on the main ruling is a
central point [9].

The unit surface normal or Gauss map U of the ruled surface ϕ(α,q) is defined
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by

~U(s, u) =

∂~ϕ(α,q)

∂s × ∂~ϕ(α,q)

∂u∥∥∥∂~ϕ(α,q)

∂s × ∂~ϕ(α,q)

∂u

∥∥∥ .
If

∂~ϕ(α,q)

∂s × ∂~ϕ(α,q)

∂u = 0 for some points (s0, u0) ∈ I ×R then, such points are called
singular points of ruled surface ϕ(α,q). Otherwise, they are called regular points.
The surface ϕ(α,q) is called developable if the unit surface normal U along any ruling
does not change its direction. Otherwise, ϕ(α,q) is called non-developable or skew.
A ruled surface ϕ(α,q) is developable if and only if det(~α′, ~q, ~q ′) = 0 holds [9].

The unit vectors ~h = ~q ′/ ‖~q ′‖ and ~a = ~q × ~h are called central normal and

central tangent of ϕ(α,q), respectively. Then, the orthonormal frame
{
~q,~h,~a

}
is

called the Frenet frame of ruled surface ϕ(α,q).

Definition 2.1. [11] A ruled surface ϕ(α,q) is called q-slant or a-slant (resp. h-

slant) ruled surface if its ruling ~q (resp. central normal ~h) always makes a constant
angle with a fixed direction.

The first fundamental form I and second fundamental form II of ϕ(α,q) are
defined by

I = Eds2 + 2Fdsdu+Gdu2, II = Lds2 + 2Mdsdu+Ndu2,

respectively, where

E =

〈
∂~ϕ(α,q)

∂s
,
∂~ϕ(α,q)

∂s

〉
, F =

〈
∂~ϕ(α,q)

∂s
,
∂~ϕ(α,q)

∂u

〉
,

G =

〈
∂~ϕ(α,q)

∂u
,
∂~ϕ(α,q)

∂u

〉
,

(2.2)

(2.3) L =

〈
∂2~ϕ(α,q)

∂s2
, ~U

〉
, M =

〈
∂2~ϕ(α,q)

∂s∂u
, ~U

〉
, N =

〈
∂2~ϕ(α,q)

∂u2
, ~U

〉
.

The Gaussian curvature K and the mean curvature H are defined by

(2.4) K =
LN −M2

EG− F 2
,

(2.5) H =
EN − 2FM +GL

2(EG− F 2)
.

respectively. An arbitrary surface is called minimal if H = 0 at all points of the
surface. Furthermore, a ruled surface is developable (or flat) if and only if K = 0
[2].

Theorem 2.1. (Catalan Theorem) [4] Among all ruled surfaces except planes only
the helicoid and fragments of it are minimal.
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3. Osculating-type Ruled Surfaces

In this section, we define the osculating-type ruled surface of a curve α such that
the ruling of the surface always lies in the osculating plane of α and also α is the
base curve of the surface. Such a surface is defined as follows:

Definition 3.1. Let α : I ⊂ R→ R3 be a smooth curve in the Euclidean 3-space
E3 with arc-length parameter s, curvature κ(s), torsion τ(s) and Frenet frame{
~T (s), ~N(s), ~B(s)

}
. Then, the ruled surface ϕ(α,qo) : I × R → R3 given by the

parametric form

(3.1) ~ϕ(α,qo)(s, u) = ~α(s) + u~qo(s), ~qo(s) = cos θ ~T (s) + sin θ ~N(s)

is called the osculating-type (OT)-ruled surface of α where θ = θ(s) is C∞-scalar

angle function of arc-length parameter s between unit vectors ~qo and ~T . Here, we
use the index “o” to emphasize that the ruling always lies on the osculating plane

sp
{
~T , ~N

}
of base curve α.

As we see from equation (3.1), when θ(s) = kπ, (k ∈ Z), for all s ∈ I, the

ruling becomes ~qo = ±~T and the OT-ruled surface ϕ(α,qo) becomes the developable
tangent surface ϕ(α,T ) of α. Similarly, when θ(s) = π/2 + kπ, (k ∈ Z) for all s ∈ I,

the ruling becomes ~qo = ± ~N and the OT-ruled surface ϕ(α,qo) becomes the principal
normal surface ϕ(α,N) of α.

Remark 3.1. If α is a straight line, then ϕ(α,T ) is not a surface, only a line. So, for the
case ϕ(α,qo) = ϕ(α,T ), we always assume that α is not a straight line, i.e., κ 6= 0.

Considering (3.1) and the fact that the binormal vector ~B of α is perpendicular

to sp
{
~T , ~N

}
, we get

〈
~qo, ~B

〉
= 0. Therefore, we can define a unit vector ~r(s) as

follows,

(3.2) ~r = ~qo × ~B = sin θ ~T − cos θ ~N.

Then, the frame
{
~qo, ~B,~r

}
is an orthonormal moving frame along α on the OT-ruled

surface ϕ(α,qo). From equations (3.1) and (3.2), the relations between that frame

and Frenet frame of α are given by ~T = cos θ ~qo + sin θ ~r and ~N = sin θ ~qo − cos θ ~r.

After some computations, for the derivative formulae of new frame
{
~qo, ~B,~r

}
, we

get ~q ′o~B′
~r ′

 =

 0 µ −η
−µ 0 ξ
η −ξ 0

~qo~B
~r


where η(s) = θ′ + κ, µ(s) = τ sin θ, ξ(s) = τ cos θ are called the curvatures of

OT-ruled surface ϕ(α,qo) according to the frame
{
~qo, ~B,~r

}
. Then, the relationships
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between the curvatures κ, τ of base curve α and the curvatures η, µ, ξ of OT-ruled
surface of OT-ruled surface ϕ(α,qo) are obtained as κ = η−θ′, τ = ±

√
µ2 + ξ2. Now,

using these relationships and considering the characterizations for general helix and
slant helix, the following theorem is obtained:

Theorem 3.1. For the OT-ruled surface ϕ(α,qo), we have that

(i) α is a plane curve if and only if both µ and ξ vanish.

(ii) α is a general helix if and only if the function ρ(s) = ±
√
µ2+ξ2

η−θ′ is constant.

(iii) α is a slant helix if and only if the function

σ(s) = ± (µµ′ + ξξ′)(η − θ′)− (µ2 + ξ2)(η′ − θ′′)[
(η − θ′)2 + µ2 + ξ2

]
(µ2 + ξ2)

1/2

is constant.

Let now consider the special case that the base curve α is a plane curve, i.e.,

τ = 0. Then, α lies on the osculating plane sp
{
~T , ~N

}
and has constant binormal

vector ~B. Since, the unit surface normal ~U of OT-ruled surface ϕ(α,qo) is always

perpendicular to both ~qo and ~T , we have that ~U = ± ~B. Then, the OT-ruled surface
has a constant unit normal, that is, it is a plane. Conversely, if the OT-ruled surface

ϕ(α,qo) is a plane with constant unit normal ~U , since ~U⊥sp
{
~qo, ~T

}
, from (3.1) we

get ~U⊥sp
{
~T , ~N

}
which gives ~U = ± ~B is a constant vector. Then, τ = 0, i.e., α is

a plane curve and we have the followings:

Theorem 3.2. The OT-ruled surface ϕ(α,qo) is a plane if and only if the base
curve α is a plane curve.

Clearly, Theorem 3.4 gives the following corollary:

Theorem 3.3. If ϕ(α,qo) 6= ϕ(α,T ) and ϕ(α,qo) 6= ϕ(α,N), the followings are equiv-
alent

(i) α is a plane curve. (ii) The OT-ruled surface ϕ(α,qo) is a plane.

(iii) µ = 0. (iv) ξ = 0.

Now, we will give other characterizations and geometric properties of the OT-
ruled surfaces.

Theorem 3.4. The set of the singular points of OT-ruled surface ϕ(α,qo) is given
by

S = {(s0, u0) ∈ I × R : θ(s0) = kπ, u0 = 0, k ∈ Z} .
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Proof. From the partial derivatives of ~ϕ(α,qo)(s, u) = ~α(s) + u~qo(s), we get

(3.3)
∂~ϕ(α,qo)

∂s
= cos θ ~qo + uµ~B + (sin θ − uη)~r,

∂~ϕ(α,qo)

∂u
= ~qo.

Therefore, the direction of surface normal is given by the vector

∂~ϕ(α,qo)

∂s
×
∂~ϕ(α,qo)

∂u
= (sin θ − uη) ~B − uµ~r.

Then, the OT-ruled surface ϕ(α,qo) has singular points if and only if the system

(3.4)

{
sin θ − uη = 0,

uµ = 0

holds. Let now assume that u = 0. Then, from the first equality, it follows θ(s0) =
kπ, (k ∈ Z, s0 ∈ I). When this satisfies for all s ∈ I, we have ϕ(α,qo) = ϕ(α,T ) and
the locus of the singular points is the base curve α. If u 6= 0, from the system (3.4),
we get u(s) = sin θ

η and µ = 0. Since we assume that singular points exist, from
Theorem 3.2, we have τ 6= 0. Otherwise, the surface is a plane and regular. Then,
µ = 0 implies that sin θ = 0 which is a contradiction with the assumption that
u 6= 0. And so, the system (3.4) only holds if and only if u = 0, θ(s0) = kπ, (k ∈
Z, s0 ∈ I).

Hereafter, for the sake of simplicity, we will take f = sin θ − uη and g = uµ.

Proposition 3.1. The OT-ruled surface ϕ(α,qo) is developable if and only if ϕ(α,qo)

is a plane or ϕ(α,qo) = ϕ(α,T ).

Proof. For the surface ϕ(α,qo), we have det(~α′, ~qo, ~q
′
o) = µ sin θ. Considering Theo-

rem 3.2, we have the desired result.

Proposition 3.2. Among all OT-ruled surfaces ϕ(α,qo), only the plane is cylin-
drical.

Proof. Since a ruled surface is called cylindrical if and only if the direction of the
ruling is a constant vector, we get ~q ′o = 0 if and only if

(3.5) −η sin θ ~T + η cos θ ~N + τ sin θ ~B = 0.

If ϕ(α,qo) = ϕ(α,T ), then θ(s) = kπ for all s ∈ I and (3.5) gives η = 0, which implies
that κ = 0, which is a contradiction with Remark 3.1. If ϕ(α,qo) 6= ϕ(α,T ), then

from (3.5) we have τ = 0, η = 0 which gives θ(s) = −
∫ s
0
κ(s)ds and Theorem 3.2

gives that ϕ(α,qo) is a plane.

Proposition 3.1 and Proposition 3.2 give the following corollary:
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Corollary 3.1. If the OT-ruled surface ϕ(α,qo) is cylindrical, then it is a plane
with the parametric form

~ϕ(α,qo)(s, u) = ~α(s) + u

(
cos

(∫ s

0

κ(s)ds

)
~T (s)− sin

(∫ s

0

κ(s)ds

)
~N(s)

)
Proposition 3.3. The base curve α of the OT-ruled surface ϕ(α,qo) is also its

striction line if and only if θ(s) = −
∫ s
0
κ(s)ds or ϕ(α,qo) = ϕ(α,T ).

Proof. The base curve α is the striction line of ϕ(α,qo) if and only if 〈~α′, ~q ′o〉 = 0.
Therefore, we get 〈~α′, ~q ′o〉 = −η sin θ which gives the desired result.

From Proposition 3.3, it is clear that the set of the intersection points of base
curve α and striction curve c is V = S ∪ Y , where S is the set of singular points of
ϕ(α,qo) and

Y = {(s0, u0) ∈ I × R : θ′(s0) = −κ(s0), u0 = 0} .

It is clear that the points of Y are non-singular.

Let now investigate the special curves lying on the OT-surface ϕ(α,qo). The
Gauss map (or the unit surface normal) of the OT-ruled surface ϕ(α,qo) is given by

(3.6) ~U(s, u) =
1√

f2 + g2

(
f ~B − g ~r

)
.

Then, for the base curve α we have the followings:

Theorem 3.5. The base curve α is a geodesic on the OT-ruled surface ϕ(α,qo) if
and only if α is a straight line.

Proof. We know that α is a geodesic on ϕ(α,qo) if and only if the condition

(3.7) ~U × ~α′′ = 0

satisfies. Then, by using (3.6), from (3.7) we get

(3.8) ~U × ~α′′ =
1√

f2 + g2

(
−κf ~T − gκ sin θ ~B

)
and that α is a geodesic curve on ϕ(α,qo) if and only if the system{

κf = 0

gκ sin θ = 0

holds. If we assume ϕ(α,qo) 6= ϕ(α,T ), from the last system it follows

κf = 0, gκ = 0,
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which gives that κ = 0, i.e., α is a straight line or the system

f = 0, g = 0,

holds. But for the last system, considering (3.4), it follows that the system has a
solution as a curve if and only if ϕ(α,qo) = ϕ(α,T ) which is a contradiction by the
assumption ϕ(α,qo) 6= ϕ(α,T ) and so, we eliminate this case. If ϕ(α,qo) = ϕ(α,T ),
considering Remark 3.1, we should take κ 6= 0. But for this case, the system gives
that η = κ = 0, which is a contradiction. Then we have that α is a geodesic on
ϕ(α,qo) if and only if α is a straight line.

Theorem 3.6. Let α have non-vanishing curvature κ. Then, α is an asymptotic
curve on the OT-ruled surface ϕ(α,qo) if and only if one of the followings hold:

(i) ϕ(α,qo) is a plane (ii) ϕ(α,qo) = ϕ(α,T ) (iii) ϕ(α,qo) = ϕ(α,N).

Proof. α is an asymptotic curve on ϕ(α,qo) if and only if 〈~U, ~α′′〉 = 0. Then, we get

(3.9)
〈
~U, ~α′′

〉
=
uκτ cos θ sin θ√

f2 + g2

From (3.9), we obtain that 〈~U, ~α′′〉 = 0 if and only if τ = 0 or sin θ = 0 or cos θ =
0.

Theorem 3.7. The base curve α is a line of curvature on the OT-ruled surface
ϕ(α,qo) if and only if ϕ(α,qo) is a plane.

Proof. The curve α is a line of curvature on the OT-ruled surface ϕ(α,qo) if and only

if ~U ′α × ~α′ = 0 holds where ~Uα is the unit surface normal along the curve α and for

which we have ~Uα = ~B. Then, it follows

(3.10) ~U ′α × ~α′ = −τ ~B

The equation (3.10) is equal to zero if and only if τ = 0 and from Theorem 3.2, we
have that ϕ(α,qo) is a plane.

Now, let us examine first and second fundamental coefficients of the OT-ruled
surface ϕ(α,qo). From (2.2) and (2.3), we get

(3.11) E = f2 + g2 + cos2θ, F = cos θ, G = 1

(3.12) L =
−(f2 + g2)ξ + µ sin θ cos θ − g2

(
f
g

)
s√

f2 + g2
, M =

µ sin θ√
f2 + g2

, N = 0
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By using the fundamental coefficients computed in (3.11) and (3.12), from (2.4)
and (2.5) the Gaussian curvature K and the mean curvature H of OT-ruled surface
ϕ(α,qo) are obtained as

(3.13) K = − µ2sin2θ

(f2 + g2)
2 , H = −

(f2 + g2)ξ + µ sin θ cos θ + g2
(
f
g

)
s

2(f2 + g2)
3/2

respectively. From (3.13), it follows that K = 0 if and only if τ = 0 or sin θ = 0.
This result coincides with Proposition 3.1.

It is clear that if τ = 0, then H = 0 and the OT-ruled surface ϕ(α,qo) is minimal.
If τ 6= 0 and sin θ = 0, then from (3.13) we get H = τ

2uη 6= 0 Therefore, in this case,
the tangent surface ϕ(α,T ) cannot be minimal. Then, followings are obtained:

Theorem 3.8. (i) The OT-ruled surface ϕ(α,qo) is minimal if and only if the
equality

(f2 + g2)ξ + µ sin θ cos θ + g2
(
f

g

)
s

= 0

satisfies.

(ii) If τ 6= 0, there is no minimal tangent surface ϕ(α,T ).

(iii) The principal normal surface ϕ(α,N) is minimal if and only if fuµ′− gfs = 0,
where fs = ∂f/∂s.

Furthermore, considering Catalan Theorem, we have the following corollary:

Corollary 3.2. If the base curve α is not a plane curve, the OT-ruled surface

ϕ(α,qo) is a helicoid if and only if (f2 + g2)ξ + µ sin θ cos θ + g2
(
f
g

)
s

= 0 holds.

Now, we will consider the special curves lying on an OT-ruled surface ϕ(α,qo).

Let us consider the tangent space Tpϕ(α,qo) and its base
{
∂~ϕ(α,qo)

∂s ,
∂~ϕ(α,qo)

∂u

}
at

a point p ∈ ϕ(α,qo). For any tangent vector ~vp ∈ Tpϕ(α,qo), the Weingarten map of
the OT-ruled surface ϕ(α,qo) is defined by Sp = −Dp~v : Tpϕ(α,qo) → T~vpS

2 where
S2 is unit sphere with center origin. Therefore, we have

Sp

(
∂~ϕ(α,qo)

∂s

)
= −D ∂~ϕ(α,qo)

∂s

~U(s, u),

= A1(s, u)
∂~ϕ(α,qo)

∂s
+A2(s, u)

∂~ϕ(α,qo)

∂u
,

and

Sp

(
∂~ϕ(α,qo)

∂u

)
= −D ∂~ϕ(α,qo)

∂u

~U(s, u),

= B1(s, u)
∂~ϕ(α,qo)

∂s
+B2(s, u)

∂~ϕ(α,qo)

∂u
,
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where

A1 =
−1

(f2 + g2)
3/2

[
g2
(
f

g

)
s

+
(
f2 + g2

)
ξ

]
,

A2 =
1

(f2 + g2)
3/2

[(
f2 + g2

)
(fµ+ gη + ξ cos θ) + g2 cos θ

(
f

g

)
s

]
,

B1 =
µ sin θ

(f2 + g2)
3/2

, B2 =
−µ cos θ sin θ

(f2 + g2)
3/2

.

Thus, the matrix form of the Weingarten map can be given by

(3.14) Sp =

[
A1 B1

A2 B2

]
From (3.14), one can easily compute the Gaussian curvature K and the mean curva-
ture H by considering the equalities K = det(Sp) and H = 1

2 tr(Sp) and the results
given in (3.13) are obtained. Moreover, from these results, for the parameter curves,
we have the following corollary:

Corollary 3.3. (i) The parameter curves ~ϕ(α,qo)(s, u0), (u0 is constant) are

lines of curvature if and only if A2 = 0 or equivalently,
(
f2 + g2

)
(fµ+ gη +

ξ cos θ) + g2 cos θ
(
f
g

)
s

= 0 holds.

(ii) The parameter curves ~ϕ(α,qo)(s0, u), (s0 is constant) are lines of curvature if
and only if B1 = 0 or equivalently, the OT-ruled surface ϕ(α,qo) is a plane or
ϕ(α,qo) = ϕ(α,T ).

Considering the characteristic equation det (Sp − λI) = 0, the principal curva-
tures of OT-ruled surface ϕ(α,qo) are obtained as

λ1,2 =
A1 +B2 ±

√
(A1 −B2)

2
+ 4A2B1

2

where I is 2× 2 unit matrix. Then, the principal directions are obtained as

~e1 =
1

B1

(
B1

∂~ϕ(α,qo)

∂s
+ kA2

∂~ϕ(α,qo)

∂u

)
, ~e2 =

1

mA2

(
B1

∂~ϕ(α,qo)

∂s
+mA2

∂~ϕ(α,qo)

∂u

)
,

where k,m are scalar functions such that

λ1 −A1

A2
=

B1

λ1 −A2
= k,

λ2 −A1

A2
=

B1

λ2 −A2
= m.

Let now β(t) = ϕ(α,qo) (s(t), u(t)) be a unit speed curve on ϕ(α,qo) with arc
length parameter t and unit tangent vector ~vp ∈ Tpϕ(α,qo) at the point β(to) = p
on ϕ(α,qo). The derivative of β with respect to t has the form

~̇β(t) =
∂~ϕ(α,qo)

∂s

ds

dt
+
∂~ϕ(α,qo)

∂u

du

dt
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where ~̇β = d~β
dt . For this tangent vector, we can write

(3.15) ~vp = C(s, u)
∂~ϕ(α,qo)

∂s
+D(s, u)

∂~ϕ(α,qo)

∂u

where C,D are smooth functions defined by C(t) = C (s(t), u(t)) = ds
dt = ṡ and

D(t) = D (s(t), u(t)) = du
dt = u̇. Substituting (3.3) in (3.15), gives

~vp = (C cos θ +D) ~qo + Cg ~B + Cf~r

where (C cos θ +D)
2

+ C2(f2 + g2) = 1. Also, by using the linearity of the Wein-
garten map, we get

Sp(~vp) = [cos θ (CA1 +DB1) + (CA2 +DB2)] ~qo + (CA1 +DB1)
(
g ~B + f~r

)
and so on, the normal curvature kn in the direction ~vp is computed as

kn(~vp) = 〈Sp(~vp), ~vp〉
= C

[
(C cos θ +D) (A1 cos θ +A2) + (CA1 +DB1)

(
f2 + g2

)]
.

(3.16)

Then, from (3.16), we have the following theorem:

Theorem 3.9. The surface curve β(t) = ϕ(α,qo) (s(t), u(t)) with unit tangent ~vp is
an asymptotic curve if and only if β(t) is a ruling or (C cos θ +D) (A1 cos θ +A2)+
(CA1 +DB1)

(
f2 + g2

)
= 0 holds.

Similarly, the geodesic curvature κg and the geodesic torsion τg of the curve β(t) =
ϕ(α,qo) (s(t), u(t)) are computed as

κg =
1√

f2 + g2
[(C cos θ +D)

(
−
(
f2 + g2

)
Ċ

+C (ηf − µg) (2D + cos θ)− 1

2
C
(
f2 + g2

)
s

)
+ Cg

(
Ċg cos θ − Cgθ′ sin θ − µCg2 + fCηg + Ḋg

)
+Cf

(
Ċf cos θ − Cfθ′ sin θ − µfgC + Cf2η + Ḋf

)]
and

τg =
√
f2 + g2 [C (CA2 +DB2)−D (CA1 +DB1)]

respectively. Then, we have the followings:

Theorem 3.10. The surface curve β(t) = ϕ(α,qo) (s(t), u(t)) with unit tangent ~vp
is a geodesic if and only if

(C cos θ +D)

(
−
(
f2 + g2

)
Ċ + C (ηf − µg) (2D + cos θ)− 1

2
C
(
f2 + g2

)
s

)
+ Cg

(
Ċg cos θ − Cgθ′ sin θ − µCg2 + fCηg + Ḋg

)
+ Cf

(
Ċf cos θ − Cfθ′ sin θ − µfgC + Cf2η + Ḋf

)
= 0
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holds.

Now, we can investigate some special cases:

Case 1: Let ϕ(α,qo) be ϕ(α,T ). Then,

kn = C2uκτ

κg = C (C +D) [uκ′ + κ (2D + 1)] + uκ
(
ĊD − CḊ

)
+ C2u2κ3

τg = Cτ (C +D)

and for the curve β(t) = ϕ(α,T ) (s(t), u(t)), we have followings:

(i) β(t) = ϕ(α,T ) (s(t), u(t)) is an asymptotic curve if and only if β(t) is a ruling
or α is a plane curve.

(ii) β(t) = ϕ(α,T ) (s(t), u(t)) is a geodesic if and only if

C (C +D) [uκ′ + κ (2D + 1)] + uκ
(
ĊD − CḊ

)
+ C2u2κ3 = 0

holds.

(iii) β(t) = ϕ(α,T ) (s(t), u(t)) is a line of curvature if and only if one of the followings
holds

(a) β(t) is a ruling, (b) α is a plane curve, (c) s(t) = −u(t) + c, where c
is integration constant.

Case 2 : Let ϕ(α,qo) be ϕ(α,N). Then,

kn =
C
[
C
(
u2κ′τ + (1− uκ)uτ ′

)
+ 2Dτ

]√
(1− uκ)

2
+ u2τ2

κg =
1√

(1− uκ)
2

+ u2τ2

[
ĊD

(
−
(

(1− uκ)
2

+ u2τ2
)

+2CD
(
κ− u

(
κ2 + τ2

))
− C

(
(1− uκ)κ′ + u2ττ ′

))
+ Cuτ

(
−τCu2τ2 + C (1− uκ)uκτ + Ḋuτ

)
+C (1− uκ)

(
−C (1− uκ)uτ2 + Cκ(1− uκ)

2
+ Ḋ (1− uκ)

)]
τg = C2τ − D [Cu (uκ′τ + (1− uκ) τ ′)−Dτ ]√

(1− uκ)
2

+ u2τ2

and for the curve β(t) = ϕ(α,N) (s(t), u(t)) with unit tangent ~vp, we have followings:

(i) β(t) = ϕ(α,N) (s(t), u(t)) is an asymptotic curve if and only if β(t) is a ruling
or

C
(
u2κ′τ + (1− uκ)uτ ′

)
+ 2Dτ = 0

holds.
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(ii) β(t) = ϕ(α,N) (s(t), u(t)) is a geodesic if and only if

ĊD
(
−
(

(1− uκ)
2

+ u2τ2
)

+2CD
(
κ− u

(
κ2 + τ2

))
− C

(
(1− uκ)κ′ + u2ττ ′

))
+ Cuτ

(
−τCu2τ2 + C (1− uκ)uκτ + Ḋuτ

)
+ C (1− uκ)

(
−C (1− uκ)uτ2 + Cκ(1− uκ)

2
+ Ḋ (1− uκ)

)
= 0

holds.

(iii) β(t) = ϕ(α,N) (s(t), u(t)) is a line of curvature if and only if

C2

D
=
Cu (uκ′τ + (1− uκ) τ ′)−Dτ

τ

√
(1− uκ)

2
+ u2τ2

holds.

Case 3 : Let s = s0 be constant. Then, C = ṡ = 0 and we get that ~vp = ~qo, i.e.,
β(t) is a ruling. Then, we have followings:

kn = 0, κg = 0, τg = −D
2µ sin θ

f2 + g2

which give us

(i) All rulings are asymptotic.

(ii) All rulings are geodesic.

(iii) The ruling β(t) = ϕ(α,qo) (s0, u(t))is a line of curvature if and only if µ sin θ = 0
which suggests that either ϕ(α,qo) = ϕ(α,T ) or α is a plane curve.

Case 4 : Let u = u0 be constant. Then, D = u̇ = 0 and we have followings:

kn =
C2√
f2 + g2

[
(fµ+ gη) cos θ − g2

(
f

g

)
s

−
(
f2 + g2

)
ξ

]
κg =

1√
f2 + g2

[
C cos θ

(
−
(
f2 + g2

)
Ċ

+C cos θ (ηf − µg)− 1

2
C
(
f2 + g2

)
s

)
+ Cg

(
Ċg cos θ − Cgθ′ sin θ − µCg2 + fCηg

)
+Cf

(
Ċf cos θ − Cfθ′ sin θ − µfgC + Cf2η

)]
τg =

C2

f2 + g2

[(
f2 + g2

)
(fµ+ gη + ξ cos θ) + g2 cos θ

(
f

g

)
s

]
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(i) The parameter curve β(t) = ϕ(α,qo) (s(t), u0) is an asymptotic curve if and
only if

(fµ+ gη) cos θ − g2
(
f

g

)
s

−
(
f2 + g2

)
ξ = 0

holds.

(ii) The parameter curve β(t) = ϕ(α,qo) (s(t), u0)is a geodesic if and only if

C cos θ

(
−
(
f2 + g2

)
Ċ + C cos θ (ηf − µg)− 1

2
C
(
f2 + g2

)
s

)
+ Cg

(
Ċg cos θ − Cgθ′ sin θ − µCg2 + fCηg

)
+ Cf

(
Ċf cos θ − Cfθ′ sin θ − µfgC + Cf2η

)
= 0

holds.

(iii) The parameter curve β(t) = ϕ(α,qo) (s(t), u0)is a line of curvature if and only
if (

f2 + g2
)

(fµ+ gη + ξ cos θ) + g2 cos θ

(
f

g

)
s

= 0

holds.

Case 5 : Let C = ṡ, D = u̇ be non-zero constants. Then, the curve has the para-
metric form β(t) = ϕ(α,qo) (c1t+ c2, d1t+ d2) where ci, di, (i = 1, 2) are constants
and we have

kn = C
[
(C cos θ +D) (A1 cos θ +A2) + (CA1 +DB1)

(
f2 + g2

)]
κg =

1√
f2 + g2

[(C cos θ +D)

(
C (ηf − µg) (2D + cos θ)− 1

2
C
(
f2 + g2

)
s

)
+ Cg

(
−Cgθ′ sin θ − µCg2 + fCηg

)
+Cf

(
−Cfθ′ sin θ − µfgC + Cf2η

)]
,

τg =
√
f2 + g2 [C (CA2 +DB2)−D (CA1 +DB1)]

which give followings:

(i) β(t) = ϕ(α,qo) (c1t+ c2, d1t+ d2) is an asymptotic curve if and only if

(C cos θ +D) (A1 cos θ +A2) + (CA1 +DB1)
(
f2 + g2

)
= 0

holds.

(ii) β(t) = ϕ(α,qo) (c1t+ c2, d1t+ d2) is a geodesic if and only if

(C cos θ +D)

(
+C (ηf − µg) (2D + cos θ)− 1

2
C
(
f2 + g2

)
s

)
+ Cg

(
−Cgθ′ sin θ − µCg2 + fCηg

)
+ Cf

(
−Cfθ′ sin θ − µfgC + Cf2η

)
= 0

holds.
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(iii) β(t) = ϕ(α,qo) (c1t+ c2, d1t+ d2) is a line of curvature if and only if

CA1 +DB1

CA2 +DB2
= constant

holds.

Let now consider the Frenet frame of a non-cylindrical OT-ruled surface ϕ(α,qo).

Differentiating the ruling ~qo = cos θ ~T + sin θ ~N , it follows

(3.17) ~q ′o = −η sin θ ~T + η cos θ ~N + τ sin θ ~B

Then, the central normal and central tangent vectors of OT-ruled surface ϕ(α,qo)

are computed as

~h =
1√

η2 + τ2sin2θ

(
−η sin θ ~T + η cos θ ~N + τ sin θ ~B

)
~a =

1√
η2 + τ2sin2θ

(
τsin2θ ~T − τ cos θ sin θ ~N + η ~B

)(3.18)

respectively. From the equations (3.17) and (3.18), we have following theorem:

Theorem 3.11. For the OT-ruled surface ϕ(α,qo) the followings are equivalent:

(i) The angle between the vectors ~qo and ~T is given by θ = −
∫ s
0
κds.

(ii) The central normal vector ~h coincides with the binormal vector ~B of α.

(iii) The central tangent vector ~a lies in the osculating plane of α.

Proof. Let the angle θ be given by θ = −
∫ s
0
κds. Then, we get η = 0. Thus, the

proof is clear from (3.18).

Corollary 3.4. Let the angle between the vectors ~qo and ~T is given by θ = −
∫ s
0
κds.

Then, α is a general helix if and only if the OT-ruled surface ϕ(α,qo) is an h-slant
ruled surface.

Theorem 3.12. The Frenet frame
{
~qo,~h,~a

}
of OT-ruled surface ϕ(α,qo) coincides

with the Frenet frame
{
~T , ~N, ~B

}
of base curve α if and only if ϕ(α,qo) is the tangent

surface ϕ(α,T ) of α.
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4. Examples

Example 4.1. Let consider the general helix curve α1 given by the parametrization

~α1(s) =

(
cos

(
s√
2

)
, sin

(
s√
2

)
,
s√
2

)
For the required Frenet elements of α1, we obtain

~T (s) =

(
− 1√

2
sin

(
s√
2

)
,

1√
2

cos

(
s√
2

)
,

1√
2

)
,

~N(s) =

(
− cos

(
s√
2

)
,− sin

(
s√
2

)
, 0

)
,

κ(s) =
1

2
, τ(s) =

1

2
.

By choosing θ(s) = s, we get

~qo(s) =

(
− 1√

2
cos(s) sin

(
s√
2

)
− sin(s) cos

(
s√
2

)
,

1√
2

cos(s) cos

(
s√
2

)
− sin(s) sin

(
s√
2

)
,

1√
2

cos(s)

)
.

and the OT-ruled surface ϕ
1(α1,qo) has the parametrization

~ϕ
1(α1,qo) =

(
cos

(
s√
2

)
+ u

(
− 1√

2
cos(s) sin

(
s√
2

)
− sin(s) cos

(
s√
2

))
,

sin

(
s√
2

)
+ u

(
1√
2

cos(s) cos

(
s√
2

)
− sin(s) sin

(
s√
2

))
,

s√
2

+
1√
2
u cos(s)

)
.

From (2.1), the equation of the striction line of OT-ruled surface ϕ
1(α1,qo) is given by

~c1(s) =

 3
√
2

2
sin(2s) sin

(√
2

2
s
)
− cos

(√
2
2
s
) (

5cos2(s) + 4
)

cos2(s)− 10
,

−
3
√
2

2
sin(2s) cos

(√
2

2
s
)

+ sin
(√

2
2
s
) (

5cos2(s) + 4
)

cos2(s)− 10
,

√
2
(
scos2(s)− 3 sin(2s)− 10s

)
2 (cos2(s)− 10)

)
.

The curvatures of ϕ
1(α1,qo) are computed as η(s) = 3

2
, ξ(s) = 1

2
cos(s), µ(s) = 1

2
sin(s) and

the functions f and g are given by f(s, u) = sin(s) + 3
2
u, g(s, u) = 1

2
u sin(s). The graph of

ϕ
1(α1,qo) for the intervals s ∈ [0, 3π], u ∈ [−1, 1] is given in Figure 4.1. From Proposition

3.3, the base curve α1 (red) and striction line c1 (blue) intersect at the points ϕ
1(α1,qo)(0, 0),

ϕ
1(α1,qo)(π, 0), ϕ

1(α1,qo)(2π, 0), ϕ
1(α1,qo)(3π, 0) which are also singular points of ϕ

1(α1,qo)

and shown with black color in Figure 4.1.
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Fig. 4.1: The OT-ruled surface ϕ
1(α1,qo)

Example 4.2. Let the curve α2 be given by the parametrization

~α2(s) =

(
3

2
cos
( s

2

)
+

1

6
cos

(
3s

2

)
,

3

2
sin
( s

2

)
+

1

6
sin

(
3s

2

)
,
√

3 cos
( s

2

))
whose required Frenet elements are

~T (s) =

(
−3

4
sin
( s

2

)
− 1

4
sin

(
3s

2

)
,

3

4
cos
( s

2

)
+

1

4
cos

(
3s

2

)
,−
√

3

2
sin
( s

2

))
,

~N(s) =

(
−
√

3

2
cos(s),−

√
3

2
sin(s),−1

2

)
,

κ(s) =

√
3

2
cos
( s

2

)
, τ(s) = −

√
3

2
sin
( s

2

)
,

where we calculate
κ2

(κ2 + τ2)3/2

( τ
κ

)′
= −
√

3

3
= constant

Therefore, we obtain that α2 is a slant helix. By choosing θ(s) = s
2
, we get

~qo(s) =

(
−1

2
sin
( s

2

)(
2cos2

( s
2

)(
cos
( s

2

)
+
√

3
)

+ cos
( s

2

)
−
√

3
)
,

cos
( s

2

)(
cos2

( s
2

)(√
3 + cos

( s
2

))
−
√

3
)
,−1

2
sin
( s

2

)(√
3 cos

( s
2

)
+ 1
))

.

Then, the parametrization of the OT-ruled surface ϕ
2(α2,qo) and its striction line c2 can

be written easily by using the equalities (3.1) and (2.1), respectively. The curvatures of
that surface are

η(s) =
1

2
+

√
3

2
cos
( s

2

)
, ξ(s) = −

√
3

4
sin(s), µ(s) = −

√
3

2
sin2

( s
2

)
.
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Furthermore, the functions f and g are calculated as

f(s, u) = sin
( s

2

)
+ u

(
1

2
+

√
3

2
cos
( s

2

))
, g(s, u) = −

√
3

2
usin2

( s
2

)
.

The graph of ϕ
2(α2,qo) for intervals s ∈ [−2π, 2π] and u ∈ [−1, 1] is given in Figure 4.2.

From Proposition 3.3, the base curve α2 (red) and striction line c2 (blue) intersect at the
points

p1 = ϕ
2(α2,qo)(−2π, 0) = ϕ

2(α2,qo)(π, 0), p2 = ϕ
2(α2,qo)(0, 0)

p3 = ϕ
2(α2,qo)

(
2

(
π − arccos

(√
3

3

))
, 0

)
, p4 = ϕ

2(α2,qo)

(
2

(
π + arccos

(√
3

3

))
, 0

)
.

Here, p1, p2 ∈ S are singular points of ϕ
2(α2,qo) p3, p4 ∈ Y are non-singular points which

are given black and green in Figure 4.2, respectively.

Fig. 4.2: The OT-ruled surface ϕ
2(α2,qo)

Example 4.3. Let α3 be given by the parametrization

~α3(s) =
5
√

26

26

(√26− 26
)

sin
((

1 +
√
26

13

)
s
)

104 + 8
√

26
+

(√
26 + 26

)
sin
((

1−
√
26

13

)
s
)

−104 + 8
√

26
− 1

2
sin(s) ,

(
26−

√
26
)

cos
((

1 +
√
26

13

)
s
)

104 + 8
√

26
−

(√
26 + 26

)
cos
((

1−
√
26

13

)
s
)

−104 + 8
√

26
+

1

2
cos(s),

5

4
cos

(√
26

13
s

)
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which is a special chosen of general Salkowski curve defined in [10]. The required Frenet
elements are

~T (s) =

(
− cos(s) cos

(√
26

26
s

)
−
√

26

26
sin(s) sin

(√
26

26
s

)
,

− sin(s) cos

(√
26

26
s

)
+

√
26

26
cos(s) sin

(√
26

26
s

)
,−5
√

26

26
sin

(√
26

26
s

))
~N(s) =

(
5
√

26

26
sin(s),−5

√
26

26
cos(s),−

√
26

26

)
,

κ(s) = 1, τ(s) = tan

(√
26

26
s

)
.

By choosing θ(s) = s√
26

, we get

~qo(s) =

(
−
√

26

26
cos

(√
26

26
s

)
sin(s) sin

(√
26

26
s

)
− cos(s)cos2

(√
26

26
s

)
+

5
√

26

26
sin(s) sin

(√
26

26
s

)
,

√
26

26
cos

(√
26

26
s

)
cos(s) sin

(√
26

26
s

)
− 5
√

26

26
cos(s) sin

(√
26

26
s

)
− sin(s)cos2

(√
26

26
s

)
,

−
√

26

26
sin

(√
26

26
s

)(
5 cos

(√
26

26
s

)
+ 1

))
Then the parametrization of the OT-ruled surface ϕ

3(α3,qo) and the equation of striction
line c3 can be written easily from the equalities (3.1) and (2.1), respectively. This surface
has the curvatures

η(s) = 1 +

√
26

26
, ξ(s) = sin

(√
26

26
s

)
, µ(s) = tan

(√
26

26
s

)
sin

(√
26

26
s

)
,

and the functions f and g are calculated as

f(s, u) = sin

(√
26

26
s

)
+ u

(
1 +

√
26

26

)
, g(s, u) = u tan

(√
26

26
s

)
sin

(√
26

26
s

)
.

The graph of ϕ
3(α3,qo) for intervals s ∈

[
−

√
26
2
π,

√
26
2
π
]

and u ∈ [−0.5, 0.5] is given in

Figure 4.3. Proposition 3.3, the base curve α3 (red) and striction line c3 (blue) intersect at

the points ϕ
3(α3,qo)

(
−

√
26
2
π, 0
)

, ϕ
3(α3,qo) (0, 0) and ϕ

3(α3,qo)

(√
26
2
π, 0
)

. All these points

are singular points of ϕ
3(α3,qo) and given by black in Figure 4.3.
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Fig. 4.3: The OT-ruled surface ϕ
3(α3,qo)

5. Conclusions

A new type of ruled surfaces has been defined according to the position of
the ruling. Taking the ruling on the osculating plane of a curve, these surfaces
is defined as osculating type ruled surface or OT-ruled surface. Many properties
of such surfaces have been obtained. Of course, this subject can be considered in
some other spaces such as Lorentzian space and Galilean space, and properties of
OT-ruled surfaces can be given in these spaces according to the characters of base
curve and ruling.
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1. Introduction and Preliminaries

We need the following sequence spaces in the sequel:

c0 =

{
x = {xk}/ lim

k→∞
xk = 0

}
;

c =

{
x = {xk}/ lim

k→∞
xk exists

}
.

We know that c0 and c are Banach spaces under the norm

‖x‖ = sup
k≥0
|xk|, x = {xk} ∈ c0 or c.

Let A = (ank), n, k = 0, 1, 2, . . . be an infinite matrix. Then we write A ∈ (c0, c)
if

(Ax)n =

∞∑
k=0

ankxk, n = 0, 1, 2, . . .

Received February 28, 2021. accepted July 08, 2021.
Communicated by Dijana Mosić
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is defined and the sequence A(x) = {(Ax)n} ∈ c, whenever x = {xk} ∈ c0. A(x) is
called the A-transform of x = {xk}. We write A ∈ (c0, c;P ) if A ∈ (c0, c) and

lim
n→∞

(Ax)n = lim
k→∞

xk = 0, x = {xk} ∈ c0.

The following results can be easily proved.

Theorem 1.1. [2] A = (ank) ∈ (c0, c) if and only if

sup
n≥0

∞∑
k=0

|ank| <∞;(1.1)

and

lim
n→∞

ank = δk exists, k = 0, 1, 2, . . . .(1.2)

Further, A ∈ (c0, c;P ) if and only if (1.1) holds and

lim
n→∞

ank = 0, k = 0, 1, 2, . . . .(1.3)

The following definitions are needed ([1]).

Definition 1.1. Given the infinite matrices A = (ank), B = (bnk), we define

(A ∗B)nk =

k∑
i=0

anibn,k−i, n, k = 0, 1, 2, . . . .(1.4)

A ∗B = ((A ∗B)nk) is called the “first convolution” of A and B;

(A ∗ ∗B)nk =
1

k + 1

k∑
i=0

anibn,k−i, n, k = 0, 1, 2, . . . .(1.5)

A ∗ ∗B = ((A ∗ ∗B)nk) is called the “second convolution” of A and B.

2. Main Results

We now have

Theorem 2.1. (c0, c) is a Banach space under the norm

‖A‖ = sup
n≥0

∞∑
k=0

|ank|, A = (ank) ∈ (c0, c).(2.1)
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Proof. We can check that ‖ · ‖, defined by (2.1), is indeed a norm. We will prove
that (c0, c) is complete with respect to the norm defined by (2.1). To this end, let
{A(n)} be a Cauchy sequence in (c0, c), where

A(n) = (a
(n)
ij ), i, j = 0, 1, 2, . . . ;n = 0, 1, 2, . . . .

Since {An} is Cauchy, for ε > 0, there exists a positive integer n0 such that

‖A(m) −A(n)‖ < ε,m, n ≥ n0,

i.e., sup
i≥0

∞∑
j=0

|a(m)
ij − a

(n)
ij | < ε,m, n ≥ n0.(2.2)

Thus, for all i, j = 0, 1, 2, . . .,

|a(m)
ij − a

(n)
ij | < ε,m, n ≥ n0.(2.3)

So, {a(n)ij }∞n=0 is a Cacuhy sequence of real (or complex) numbers. Since the field
of real (or complex) numbers is complete,

a
(n)
ij → aij , n→∞,

where aij is a real (or complex) number, i, j = 0, 1, 2, . . .. Consider the infinite
matrix A = (aij). From (2.2), we get, for all i = 0, 1, 2, . . .,

J∑
j=0

|a(m)
ij − a

(n)
ij | < ε,m, n ≥ n0, J = 0, 1, 2, . . . .(2.4)

Now, for all n ≥ n0, allowing m→∞ in (2.4), we get

J∑
j=0

|aij − a(n)ij | ≤ ε, n ≥ n0, i, J = 0, 1, 2, . . . ,

from which we have

∞∑
j=0

|aij − a(n)ij | ≤ ε, n ≥ n0, i = 0, 1, 2, . . . ,

i.e., sup
i≥0

∞∑
j=0

|aij − a(n)ij | ≤ ε, n ≥ n0,(2.5)

i.e., ‖A(n) −A‖ ≤ ε, n ≥ n0,
i.e., A(n) → A,n→∞.
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We now claim that A ∈ (c0, c). In view of (2.5),

sup
i≥0

∞∑
j=0

|aij − a(n0)
ij | ≤ ε.(2.6)

Since A(n0) = (a
(n0)
ij ) ∈ (c0, c),

sup
i≥0

∞∑
j=0

|a(n0)
ij | = M <∞(2.7)

and

lim
i→∞

a
(n0)
ij = δ

(n0)
j exists, j = 0, 1, 2, . . . .(2.8)

Now, for all i = 0, 1, 2, . . .,

∞∑
j=0

|aij | =

∞∑
j=0

|{aij − a(n0)
ij }+ a

(n0)
ij |

≤
∞∑
j=0

|aij − a(n0)
ij |+

∞∑
j=0

|a(n0)
ij |

≤ sup
i≥0

∞∑
j=0

|aij − a(n0)
ij |+ sup

i≥0

∞∑
j=0

|a(n0)
ij |

≤ ε+M, using (2.6) and (2.7)

< ∞,

so that

sup
i≥0

∞∑
j=0

|aij | <∞.

Next, we claim that {aij}∞i=0 is a Cauchy sequence of real (or complex) numbers,
j = 0, 1, 2, . . .. To this end,

|auj − avj | = |{auj − a(n0)
uj }+ {a(n0)

vj − avj}

+{a(n0)
uj − a

(n0)
vj }|

≤ |auj − a(n0)
uj |+ |a

(n0)
vj − avj |

+|a(n0)
uj − a

(n0)
vj |

≤ 2ε+ |a(n0)
uj − a

(n0)
vj |, using (2.6).(2.9)

Since {a(n0)
uj }∞u=0 converges, A(n0) ∈ (c0, c), it is a Cauchy sequence and so, for ε > 0,

there exists a positive integer L such that

|a(n0)
uj − a

(n0)
vj | < ε, u, v ≥ L.(2.10)
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In view of (2.9) and (2.10), we have

|auj − avj | < 2ε+ ε, u, v ≥ L.

Consequently, {aij}∞i=0 is a Cauchy sequence of real (or complex) numbers and so
it converges, i.e.,

lim
i→∞

aij exists, j = 0, 1, 2, . . . .

Hence A = (aij) ∈ (c0, c), completing the proof of the theorem.

Theorem 2.2. (c0, c) is a commutative Banach algebra with identity under the
first convolution ∗.

Proof. It suffices to prove closure under ∗ and the submultiplicative property of
the norm. Let A = (ank), B = (bnk) ∈ (c0, c) and C = (cnk) = A ∗ B. Now, for
k = 0, 1, 2, . . .,

cnk = (A ∗B)nk

=

k∑
i=0

anibn,k−i

→
k∑

i=0

aibk−i, n→∞,

where, lim
n→∞

ank = ak, lim
n→∞

bnk = bk, k = 0, 1, 2, . . ..

For n = 0, 1, 2, . . .,

∞∑
k=0

|cnk| =

∞∑
k=0

∣∣∣∣∣
k∑

i=0

anibn,k−i

∣∣∣∣∣
≤

∞∑
k=0

k∑
i=0

|ani||bn,k−i|

=

( ∞∑
k=0

|ank|

)( ∞∑
k=0

|bnk|

)

≤

(
sup
n≥0

∞∑
k=0

|ank|

)(
sup
n≥0

∞∑
k=0

|bnk|

)
= ‖A‖‖B‖,

so that

sup
n≥0

∞∑
k=0

|cnk| ≤ ‖A‖‖B‖,

i.e., ‖A ∗B‖ ≤ ‖A‖‖B‖,
completing the proof of the theorem.
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Theorem 2.3. (c0, c) is a Banach space, which is a commutative, non-associative
algebra without identity, under the second convolution ∗∗, with norm defined by
(2.1).

Proof. Let A = (ank), B = (bnk) ∈ (c0, c). Then

(A ∗ ∗B)nk =
1

k + 1

k∑
i=0

anibn,k−i, by (1.5).

We first claim that (c0, c) is closed under the second convolution ∗∗. For k =
0, 1, 2, . . .,

(A ∗ ∗B)nk →
1

k + 1

k∑
i=0

aibk−i, n→∞,

where lim
n→∞

ank = ak, lim
n→∞

bnk = bk, k = 0, 1, 2, . . ..

Also, for n = 0, 1, 2, . . .,

∞∑
k=0

|(A ∗ ∗B)nk| ≤
∞∑
k=0

k∑
i=0

|ani||bn,k−i|

=

( ∞∑
k=0

|ank|

)( ∞∑
k=0

|bnk|

)
≤ ‖A‖‖B‖.

Thus,

sup
n≥0

( ∞∑
k=0

|(A ∗ ∗B)nk|

)
≤ ‖A‖‖B‖,

so that A ∗ ∗B ∈ (c0, c) and

‖A ∗ ∗B‖ ≤ ‖A‖‖B‖.

Commutativity can be easily checked. Non-associativity can be established as fol-
lows: Let

A = B =


1 0 0 0 . . .
1 1 0 0 . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .

 ,

C =


1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
. . . . . . . . . . . . . . .

 .

Note that A,B,C ∈ (c0, c), using Theorem 1.1. Simple computation shows that

((A ∗ ∗B) ∗ ∗C)11 =
1

2
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and

(A ∗ ∗(B ∗ ∗C))11 =
1

4
,

which proves that
(A ∗ ∗B) ∗ ∗C 6= A ∗ ∗(B ∗ ∗C),

i.e., (c0, c) is non-associative. Again (c0, c) does not have an identity under ∗∗.
Suppose an identity E = (enk) exists. Then

A ∗ ∗E = A, for all A = (ank) ∈ (c0, c).

Consider

A =


1 0 0 0 . . .
1 1 0 0 . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .

 ∈ (c0, c).

Simple computation shows that

e11 = 1.(2.11)

Again, consider

A =


1 0 0 0 . . .
1 0 0 0 . . .
1 0 0 0 . . .
. . . . . . . . . . . . . . .

 ∈ (c0, c).

Again, simple computation shows that

e11 = 0.(2.12)

(2.11) and (2.12) lead to a contradiction, proving that (c0, c) has no identity. By
Theorem 2.1, (c0, c) is a Banach space under the norm defined by (2.1). This
completes the proof of the theorem.

As noted in ([1], p. 183), the set S of all infinite matrices is a groupoid under
the second convolution ∗∗, i.e., S is closed under ∗∗. Also S is commutative, non-
associative and S has no identity. We now have

Theorem 2.4. (c0, c;P ) is a subgroupoid of S under the second convolution ∗∗.

Proof. Let A = (ank), B = (bnk) ∈ (c0, c;P ). Let C = (cnk) = A ∗ ∗B. We already
know that A ∗ ∗B ∈ (c0, c).
Now,

lim
n→∞

ank = lim
n→∞

bnk = 0, k = 0, 1, 2, . . . .

cnk =
1

k + 1
[an0bnk + an1bn,k−1 + · · ·+ ankbn0]

→ 0, n→∞, k = 0, 1, 2, . . . .

Thus, A ∗ ∗B ∈ (c0, c;P ), completing the proof.
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Let (c0, c)
′ denote the subclass of (c0, c) consisting of all A = (ank) ∈ (c0, c) such

that
ank → 0, k →∞, n = 0, 1, 2, . . . .

Theorem 2.5. (c0, c)
′ is an ideal of (c0, c) under the second convolution ∗∗.

Proof. Let A = (ank) ∈ (c0, c) and B = (bnk) ∈ (c0, c)
′. We claim that A ∗ ∗B ∈

(c0, c)
′. We know that (c0, c) is commutative under the second convolution ∗∗. We

already know that A ∗ ∗B ∈ (c0, c). Now,

(A ∗ ∗B)nk =
1

k + 1

(
k∑

i=0

anibn,k−i

)
,

|(A ∗ ∗B)nk| ≤
1

k + 1

(
k∑

i=0

|ani||bn,k−i|

)

≤ 1

k + 1
‖A‖‖B‖

→ 0, k →∞, n = 0, 1, 2, . . . .

Consequently, A ∗ ∗B ∈ (c0, c)
′, completing the proof.
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1. Introduction

In 1942, Menger [9] developed the theory of metric spaces and proposed a general-
ization of metric spaces called Menger probabilistic metric spaces (briefly, Menger
PM-space). After that, the study of contraction mappings defined on probabilistic
metric spaces was initiated by Sehgal [15] and Bharucha-Reid [16]. Then different
classes of probabilistic contractions have been defined and probabilistic versions
of Banach theorem were stated in [6]. Also, Golet and Hedrea [5] discussed local
contractions in probabilistic metric spaces, which were formerly introduced by Cain
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and Kasrie [4]. On the other hand, in 2006, Mustafa and Sims [10] introduced a new
version of generalized metric spaces, which is called G-metric spaces, and proved
some of the fixed point theorems in this space (also, see [2, 11]). In 2014, Zhou et
al. [19] defined the probabilistic version of G-metric spaces and obtained new fixed
point results.

In 2004, Ran and Reurings [14] considered a partial order to the metric space
(X, d) and discussed the existence and uniqueness of fixed points for contractive
conditions and for the comparable elements of X. In 2005, Nieto and Rodŕıguez-
López [12] applied this theory for solving ordinary differential equations. After
that, Bhaskar and Lakshmikantham [3] defined coupled fixed point and proved some
coupled fixed point theorems for a mixed monotone mapping in partially ordered
metric spaces. Also, they studied the existence and uniqueness of a solution to a
periodic boundary value problem. For more details on coupled, tripled, and n-tupled
fixed point theorems in various metric spaces especially in G-metric spaces, we refer
to [1, 8, 13, 18] and references therein. On the other hand, Samet and Yazidi [17]
introduced the notation of partially ordered ε-chainable metric spaces and derived
new coupled fixed point theorems for uniformly locally contractive mappings on
such spaces.

In the following, we give some preliminary definitions which are needed.

Definition 1.1. [6] A function f : (−∞,+∞) → [0, 1] is called a distribution
function if it is non-decreasing and left-continuous with inf

x∈R
f(x) = 0. In addition if

f(0) = 0, then f is called a distance distribution function. Furthermore, a distance
distribution function f satisfying lim

x→+∞
f(x) = 1 is called a Menger distance dis-

tribution function. The set of all Menger distance distribution functions is denoted
by D+.

Definition 1.2. [6] A triangular norm (abbreviated, t-norm) is a binary operation
T on [0, 1], which satisfies the conditions: (a) T is associative and commutative; (b)
T is continuous; (c) T (a, 1) = a for all a ∈ [0, 1]; (d) T (a, b) ≤ T (c, d) whenever
a ≤ c and b ≤ d for all a, b, c, d ∈ [0, 1].

Definition 1.3. [6] A triangular norm T is said to be of H-type (Hadzić type) if
a family of functions {Tn(t)} is equicontinuous at t = 1; that is, for each ε ∈ (0, 1),
there exists δ ∈ (0, 1) such that t > 1− δ implies that Tn(t) > 1− ε (n ≥ 1), where
Tn : [0, 1] −→ [0, 1] is defined by T 1(t) = T (t, t) and Tn(t) = T (t, Tn−1(t)) for
n = 2, 3, · · ·. Obviously, Tn(t) ≤ t for all n ∈ N and t ∈ [0, 1].

Definition 1.4. [6] A Menger probabilistic metric space (briefly, Menger PM-
space) is a triple (X,F, T ), where X is a nonempty set, T is a continuous t-norm
and F is a mapping from X2 in to D+ such that if Fx,y denotes the value of F at
the pair (x, y), then the following conditions hold:

(PM1) Fx,y(t) = 1 for all t > 0 if only if x = y;
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(PM2) Fx,y(t) = Fy,x(t) for all x, y ∈ X and t > 0;

(PM3) Fx,z(t+ s) ≥ T (Fx,y(t), Fy,z(s)) for all x, y, z ∈ X and t, s ≥ 0.

Note that Definition 1.4 is the probabilistic version of metric spaces. Also, for
notions such as convergent and Cauchy sequences, completeness and examples in
Menger PM-space, we refer to [6].

Definition 1.5. [5] Let (X,F, T,�) be a partially ordered PM-space. The map-
ping f : X2 → X is called an (ε, λ)-uniformly local contraction with a constant
k ∈ (0, 1), if 1

2 (Fx,u(ε) + Fy,v(ε)) ≥ 1− λ for all t, ε > 0 and λ ∈ (0, 1) implies that
Ff(x,y),f(u,v)(t) ≥ 1

2 (Fx,u( t
k ) + Fy,v( t

k )) for all x � u and y � v.

Under the conditions of Definition 1.5, the set X is called (ε, λ)-chainable if for all
x, y ∈ X with x � y, there exists a finite sequence x = x0 � x1 � · · · � xn = y
such that Fxi+1,xi(ε) > 1 − λ for i = 0, 1, · · · , n − 1. Also, the finite sequence
x = x0 � x1 � · · · � xn = y is called (ε, λ)-chain joining x and y.

Definition 1.6. [19] A Menger probabilistic G-metric space (shortly, PGM-space)
is a triple (X,G, T ), where X is a nonempty set, T is a continuous t-norm and G is
a mapping from X3 into D+ (Gx,y,z denotes the value of G at the point (x, y, z))
satisfying the following conditions:

(PG1) Gx,y,z(t) = 1 for all x, y, z ∈ X and t > 0 if and only if x = y = z;

(PG2) Gx,x,y(t) ≥ Gx,y,z(t) for all x, y ∈ X with z 6= y and t > 0;

(PG3) Gx,y,z(t) = Gx,z,y(t) = Gy,x,z(t) = · · · (symmetry in all three variables);

(PG4) Gx,y,z(t+ s) ≥ T (Gx,a,a(s), Ga,y,z(t)) for all x, y, z, a ∈ X and s, t ≥ 0.

Note that Definition 1.6 is the probabilistic version of generalized metric spaces.
Also, for notions such as convergent and Cauchy sequences, completeness, and ex-
amples in Menger PGM-space, we refer to [19].

Definition 1.7. [19] Let (X,G, T ) be a PGM-space and x0 ∈ X. For any ε > 0
and δ with 0 < δ < 1, an (ε, δ)-neighborhood of x0 is the set of all y ∈ X which
Gx0,y,y(ε) > 1− δ and Gy,x0,x0(ε) > 1− δ. We write

Nx0
(ε, δ) = {y ∈ X : Gx0,y,y(ε) > 1− δ,Gy,x0,x0

(ε) > 1− δ} .

This means that Nx0(ε, δ) is the set of all points y in X for which the probability
of the distance from x0 to y being less than ε is greater than 1− δ.

Definition 1.8. [3] Let (X,�) be a partially ordered set. The mapping f : X2 →
X is said to be have the mixed monotone property if f is monotone non-decreasing
in its first argument and is monotone non-increasing in its second argument; that
is, for all x1, x2 ∈ X, x1 � x2 implies f(x1, y) � f(x2, y) for each y ∈ X, and for
all y1, y2 ∈ X, y1 � y2 implies f(x, y1) � f(x, y2) for each x ∈ X.
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Definition 1.9. [7] Let (X,�) be an ordered partial metric space. If relation v
is defined on X2 by (x, y) v (u, v) iff x � u and y � v, then (X2,v) is an ordered
partial metric space.

2. Coupled Fixed Point Theorems on Local Contractions in Menger
PM-space

In this section, we prove some new coupled fixed point theorems for uniformly
locally contractive mappings on probabilistic metric spaces.

Theorem 2.1. Let (X,F, T,�) be a partially ordered complete Menger PM-space
with T of Hadzić-type and f : X2 → X be a mapping having the mixed monotone
property on X. Also, suppose that the following conditions are hold:

1. X is (ε, λ)-chainable with respect to the partial order “ � ” on X,

2. f is continuous,

3. f is (ε, λ)-uniformly locally contractive mapping,

4. there exists x0, y0 ∈ X such that x0 � f(x0, y0) and y0 � f(y0, x0).

Then, f has a coupled fixed point.

Proof. By condition 4, there exists x0, y0 ∈ X such that x0 � f(x0, y0) and y0 �
f(y0, x0). We define x1, y1 ∈ X as x1 = f(x0, y0) � x0 and y1 = f(y0, x0) � y0.
Let x2 = f(x1, y1) and y2 = f(y1, x1). Then we obtain

f2(x0, y0) = f(f(x0, y0), f(y0, x0)) = f(x1, y1) = x2,

f2(y0, x0) = f(f(y0, x0), f(x0, y0)) = f(y1, x1) = y2.

Now, the mixed monotone property of f implies that

x2 = f2(x0, y0) = f(x1, y1) � f(x0, y0) = x1 � x0,
y2 = f2(y0, x0) = f(y1, x1) � f(y0, x0) = y1 � y0.

Continuing the above procedure, we have

x0 � x1 � x2 � · · · � xn+1 � · · ·
y0 � y1 � y2 � · · · � yn+1 � · · ·

for all n ≥ 0, where

xn+1 = fn+1(x0, y0) = f(fn(x0, y0), fn(y0, x0)),

yn+1 = fn+1(y0, x0) = f(fn(y0, x0), fn(x0, y0)).

If (xn+1, yn+1) = (xn, yn), then f has a coupled fixed point. Otherwise, let (xn+1, yn+1) 6=
(xn, yn) for all n ≥ 0; that is, we assume that either xn+1 = f(xn, yn) 6= xn or



On probabilistic (ε, λ)-local contraction mappings 973

yn+1 = f(yn, xn) 6= yn. Since X is ε-chainable, there exists α0, α1, · · · , αn ∈ X and
β0, β1, · · · , βn ∈ X such that

xi = α0 � α1 � · · · � αn = xi+1

yi = β0 � β1 � · · · � βn = yi+1

for all i = 1, 2, · · · , n. Hence, we have Fxi,xi+1
(ε) ≥ 1 − λ and Fyi,yi+1

(ε) ≥ 1 − λ.
Using condition 3, we have

Ff(xi,yi),f(xi+1,yi+1)(t) ≥
1

2
(Fxi,xi+1

(
t

k
) + Fyi,yi+1

(
t

k
)).

Now, for all i ≥ 0, one can show by induction that

Ff(xi,yi),f(xi+1,yi+1)(t) = Fxi,xi+1
(t) ≥ 1

2
(Fx1,x0

(
t

ki
) + Fy1,y0

(
t

ki
)),

Ff(yi,xi),f(yi+1,xi+1)(t) = Fyi,yi+1(t) ≥ 1

2
(Fy1,y0(

t

ki
) + Fx1,x0(

t

ki
)).

Hence, we have 1
2 (Fx1,x0

( t
ki ) + Fy1,y0

( t
ki ))→ 1 and 1

2 (Fy1,y0
( t
ki ) + Fx1,x0

( t
ki ))→ 1

as i→∞, so
Fxi,xi+1

(t) ≥ 1− λ and Fyi,yi+1
(t) ≥ 1− λ(2.1)

for all i ∈ N and any t > 0. Now, we show by induction that for any k ≥ 0, n ≥ 1
and t > 0,

Fxn,xn+k
(t) ≥ T k(Fxn,xn+1

(t− λt)).(2.2)

For k = 0, since T (a, b) is a real number, T 0(a, b) = 1 for all a, b ∈ [0, 1]. Hence,
Fxn,xn

(t) = T 0(Fxn,xn+1
(t − λt)) = 1, which implies that (2.2) holds for k = 0.

Assume that (2.2) holds for some k ≥ 1. Then, since T is monotone, it follows from
(PM3) that

Fxn,xn+k+1
(t) = Fxn,xn+k+1

(t− λt+ λt)

≥ T (Fxn,xn+1
(t− λt), Fxn+1,xn+k+1

(λt))

≥ T (Fxn,xn+1
(t− λt), Fxn,xn+k

(λt))

≥ T (Fxn,xn+1(t− λt), T k(Fxn,xn+1(t− λt)))
= T k+1(Fxn,xn+1

(t− λt)).(2.3)

Thus, (2.2) is hold. Now, we show that {xn} is a Cauchy sequence in X, i.e.,
lim

m,n→∞
Fxn,xm

(t) = 1 for any t > 0. To this end, by hypothesis of the t-norm T is

H-type we have {Tn : n ≥ 1} is equicontinuous at 1; that is, there exists δ > 0 such
that

Tn(a) ≥ 1− ε(2.4)

for all n ≥ 1 and any a ∈ (1 − δ, 1]. On the other hand, it follows from (2.1) that
lim

n→∞
Fxn,xn+1(t− λt) = 1. Hence, there exists n0 ∈ N such that Fxn,xn+1(t− λt) ∈

(1 − δ, 1] for all n ≥ n0. By (2.3) and (2.4), we conclude that Fxn,xn+k
(t) > 1 − ε



974 E. Lotfali Ghasab, H. Majani and G. Soleimani Rad

for any k ≥ 1. This shows lim
n,m→∞

Fxn,xm
(t) = 1 for any t > 0; that is {xn} is a

Cauchy sequence in X. Similarly, {yn} is a Cauchy sequence. Since X is a complete
space, there exists x, y ∈ X such that lim

n→∞
xn = x and lim

n→∞
yn = y. Now, since

xn+1 = f(xn, yn) and f is continuous, and by taking the limit as n→∞, we have
f(x, y) = x. Similarly, f(y, x) = y. Thus, (x, y) is a coupled fixed point of f .

Example 2.1. Let X = [0,∞), “ � ” be a partially ordered on X (note that we consider
the same ordinary order on real numbers) and T (a, b) = min{a, b}. Define F : X2 → D+

by Fx,y(t) = 1 if x = y and otherwise, Fx,y(t) = exp(−t). Clearly, F satisfies in (PM1)-
(PM4). Define the mapping f : X2 → X by f(a, b) = ab. We have

Ff(x,y),f(u,v)(t) ≥
1

2
(Fx,u(

t

k
) + Fy,v(

t

k
))

for k ∈ (0, 1). Therefore, f is (ε, λ)-uniformly locally contractive mapping. Also, f is
continuous, [0,∞) is (ε, λ)-chainable, and there exists x0 = 0 and y0 = 1 such that
0 = x0 � f(x0, y0) = x0y0 and 1 = y0 � f(y0, x0) = y0x0. Therefore, all the hypothesis of
Theorem 2.1 are satisfied and f has a coupled fixed point.

Theorem 2.2. Suppose that the assumptions of Theorem 2.1 is true. If we replace
the assumption the continuity of f by the following conditions:

1. if a non-decreasing sequence {xn} converges to x ∈ X, then xn � x for all n,

2. if a non-increasing sequence {yn} converges to y ∈ X, then yn � y for all n,

then f has a coupled fixed point.

Proof. As in the proof of Theorem 2.1, we construct {xn} and {yn}. Then, by
conditions 1 and 2, we have xn � x and yn � y for all n ≥ 0. Let xn = x and
yn = y for some n. Then, due to the structure of both sequences, we have xn+1 = x
and yn+1 = y. Hence, (x, y) is a coupled fixed point. Now, we assume either xn 6= x
or yn 6= y. Since xn → x and yn → y, for given ε1, ε2, λ1, λ2 > 0, there exists
k1, k2 ∈ N such that Fxn1 ,x

(ε1) ≥ 1−λ1 and Fyn2 ,y
(ε2) ≥ 1−λ2 for all n1 ≥ k1 and

n2 ≥ k2, respectively. Let k = max{k1, k2}, λ = max{λ1, λ2} and ε = max{ε1, ε2}.
Then, by conditions 1 and 2, we have 1

2 (Fxn,x(ε) + Fyn,y(ε)) ≥ 1− λ for all n ≥ k.
Since f is (ε, λ)-uniformly locally contractive, by conditions 1 and 2, we have

Ff(xn,yn),f(x,y)(t) ≥
1

2
(Fxn,x(

t

k
) + Fyn,y(

t

k
)).

Now, by letting n → ∞ by xn+1 = f(xn, yn), we have x = f(x, y). Similarly, one
can show that y = f(y, x). This completes the proof.

Theorem 2.3. Adding the following property to the hypotheses of Theorem 2.1
(Theorem 2.2). Then the coupled fixed point of f is unique.

(H) for all (x, y), (x1, y1) ∈ X2, there exists (z1, z2) ∈ X2 such that is compara-
ble with (x, y) and (x1, y1).
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Proof. Let (x1, y1) be another coupled fixed point of f . We consider two cases.

Case 1. suppose that (x, y) and (x1, y1) are comparable with respect to the
partial ordering v in X2. Without loss of the generality, we can assume that x � x1
and y � y1. Applying the procedure of Theorem 2.1, by X is (ε, λ)-chainable, we
have Fx,x1

(ε) ≥ 1 − λ and Fy,y1
(ε) ≥ 1 − λ. Since f is (ε, λ)-uniformly locally

contractive, we have

Ffn(x,y),fn(x1,y1)(t) ≥
1

2
(Fx,x1(

t

kn
) + Fy,y1(

t

kn
))

for all n ∈ N. Now, by letting n→∞, we have x = x1. Similarly, y = y1.

Case 2. assume that (x, y) and (x1, y1) are not comparable. From (H), there
exists (z1, z2) ∈ X2 that is comparable to (x, y) and (x1, y1). Without loss of the
generality, we can suppose that x � z1 , y � z2, x1 � z1 and y1 � z2. Similar to
the Case 1, we have

Ffn(x,y),fn(z1,z2)(t) ≥
1

2
(Fx,z1(

t

kn
) + Fy,z2(

t

kn
)),

which by letting n → ∞ implies that lim
n→∞

fn(x, y) = lim
n→∞

fn(z1, z2). Similarly,

we have lim
n→∞

fn(y, x) = lim
n→∞

fn(z2, z1), lim
n→∞

fn(x1, y1) = lim
n→∞

fn(z1, z2) and

lim
n→∞

fn(y1, x1) = lim
n→∞

fn(z2, z1). Thus, we obtain Fx,x1
(t) = Ffn(x,y),fn(x1,y1)(t)

and Fy,y1
(t) = Ffn(y,x),fn(y1,x1)(t), which by letting n → ∞ implies that x = x1

and y = y1.

Consequently, the coupled fixed point of f is unique in both cases.

Theorem 2.4. In addition of the hypotheses of Theorem 2.1 (Theorem 2.2), sup-
pose that every pair of elements of X has an upper or a lower bound in X. Then
x = y.

Proof. Case 1. suppose that x and y are comparable. Without loss of the generality,
we can assume that x � y and y � y. Then similar to the proof of Theorem 2.3, we
have x = y

Case 2. suppose x is not comparable to y. Then, there exists an upper bound or
lower bound of x and y; that is, there exists z ∈ X comparable with x and y. For
example, we can suppose that x � z and y � z. Similar to the proof of Theorem
2.3, we have (x, y) = (z, z). Thus, x = y.

3. Coupled Fixed Point Theorems in Menger PGM-spaces

In this section, we establish some coupled fixed point theorems in probabilistic
G-metric spaces.
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Theorem 3.1. Let (X,G, T,�) be a partially ordered complete Menger PGM-
space with T of Hadzić-type and f : X2 → X be a continuous mapping having
the mixed monotone property. Assume that there exists k ∈ [0, 1) such that

Gf(x,y),f(u,v),f(w,z)(t) ≥
1

2
(Gx,u,w(

t

k
) +Gy,v,z(

t

k
))(3.1)

for all x, y, z, u, v, w ∈ X with x � u � w and y � v � z, where either u 6= w or
v 6= z. If there exist x0, y0 ∈ X such that x0 � f(x0, y0) and y0 � f(y0, x0), then f
has a coupled fixed point in X.

Proof. Construct {xn} and {yn} as in the proof of Theorem 2.1. If (xn+1, yn+1) =
(xn, yn), then f has a coupled fixed point. Otherwise, let (xn+1, yn+1) 6= (xn, yn)
for all n ≥ 0; that is, we assume that either xn+1 = f(xn, yn) 6= xn or yn+1 =
f(yn, xn) 6= yn. Now, one can show by induction that

Gxn+1,xn+1,xn(t) ≥ 1

2
(Gx1,x1,x0(

t

kn
) +Gy1,y1,y0(

t

kn
)),

Gyn+1,yn+1,yn(t) ≥ 1

2
(Gy1,y1,y0(

t

kn
) +Gx1,x1,x0(

t

kn
))

for all n ≥ 0. Since X is a Menger PGM-space, we have

lim
n→∞

Gx1,x1,x0
(
t

kn
) = 1 and lim

n→∞
Gy1,y1,y0

(
t

kn
) = 1,(3.2)

which imply that

lim
n→∞

Gxn+1,xn+1,xn
(t) = 1 and lim

n→∞
Gyn+1,yn+1,yn

(t) = 1

for any t > 0. Now, by induction, we show that for any k ≥ 0, n ≥ 1 and t > 0,

Gxn,xn+k,xn+k
(t) ≥ T k(Gxn,xn+1,xn+1(t− λt)).(3.3)

For k = 0, since T (a, b) is a real number, T 0(a, b) = 1 for all a, b ∈ [0, 1]. Hence,

Gxn,xn,xn
(t) ≥ T 0(Gxn,xn+1,xn+1

(t− λt)),

which implies that (3.3) holds for k = 0. Assume that (3.3) holds for some k ≥ 1.
Since T is monotone, it follows from (PG4) that

Gxn,xn+k+1,xn+k+1
(t) = Gxn,xn+k+1,xn+k+1

(t− λt+ λt)

≥ T (Gxn,xn+1,xn+1
(t− λt), Gxn+1,xn+k+1,xn+k+1

(λt))

≥ T (Gxn,xn+1,xn+1
(t− λt), Gxn,xn+k,xn+k

(t))

≥ T (Gxn,xn+1,xn+1(t− λt), T k(Gxn,xn+1,xn+1(t− λt)))
= T k+1(Gxn,xn+1,xn+1

(t− λt)).
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Thus, (3.3) is hold. Now, we show that {xn} is a Cauchy sequence in X, i.e.,
lim

m,n,l→∞
Gxn,xm,xl

(t) = 1 for all t > 0. To this end, we first prove

lim
n,m→∞

Gxn,xm,xm(t) = 1

for any t > 0. By hypothesis of the t-norm T is H-type we have {Tn : n ≥ 1} is
equicontinuous at 1; that is, there exists δ > 0 such that Tn(a) ≥ 1− ε for all a ∈
(1−δ, 1], ε > 0 and n ≥ 1. From (3.2), it follows that lim

n→∞
Gxn,xn+1,xn+1

(t−λt) = 1.

Hence, there exists n0 ∈ N such that Gxn,xn+1,xn+1(t−λt) ∈ (1−δ, 1] for any n ≥ n0.
Thus, by (3.2) and (3.3), we conclude that Gxn,xn+k,xn+k

(t) > 1− ε for any k ≥ 1.
This shows lim

n,m→∞
Gxn,xm,xm

(t) = 1 for any t > 0, similarly lim
n,l→∞

Gxn,xl,xl
(t) = 1

for any t > 0. By (PG4), we have

Gxn,xm,xl
(t) ≥ T (Gxn,xn,xm(

t

2
), Gxn,xn,xl

(
t

2
)),

Gxn,xn,xm
(
t

2
) ≥ T (Gxn,xm,xm

(
t

4
), Gxn,xm,xm

(
t

4
)),

Gxn,xn,xl
(
t

2
) ≥ T (Gxn,xl,xl

(
t

4
), Gxn,xl,xl

(
t

4
)).

Therefore, by the continuity of T , we conclude that lim
m,n,l→∞

Gxn,xm,xl
(t) = 1 for

any t > 0. Hence, {xn} is a Cauchy sequence in X. Similarly, {yn} is a Cauchy
sequence in X. Since X is complete, there exist x, y ∈ X such that lim

n→∞
xn = x and

lim
n→∞

yn = y. Now, we show that f has a coupled fixed point in X. From xn+1 =

f(xn, yn), take the limit as n → ∞. Since f is continuous, we have f(x, y) = x.
Similarly, we have f(y, x) = y.

Example 3.1. Consider X, “ � ” and T (a, b) as in Example 2.1. Define G : X3 → R+

by

Gx,y,z(t) =
t

t+G∗(x, y, z)
,

where G∗(x, y, z) = |x − y| + |x − z| + |y − z| for all x, y, z ∈ X. Clearly, G satisfies in
(PG1)-(PG4) (see [19]). Define the mapping f : X2 → X by f(x, y) = 1. Then, for all
t > 0 and k ∈ [0, 1), we have

Gf(x,y),f(u,v),f(w,z)(t) = G1,1,1(t) = 1 ≥ 1

2
(Gx,u,w(

t

k
) +Gy,v,z(

t

k
))

for all x, y, z, u, v, w ∈ X with x � u � w and y � v � z, where either u 6= w or v 6= z. Also,
there exist x0 = 0 and y0 = 1 such that 0 = x0 � f(x0, y0) = 1 and 1 = y0 � f(y0, x0) = 1.
Therefore, all the hypothesis of Theorem 3.1 are satisfied. Thus, f has a coupled fixed
point.

Theorem 3.2. Assume that the assumptions of Theorem 3.1 are hold and replace
the assumption the continuity of f by the following conditions:
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1. if a non-decreasing sequence {xn} converges to x ∈ X, then xn � x for all n;

2. if a non-increasing sequence {yn} converges to y ∈ X, then yn � y for all n.

Then f has a coupled fixed point.

Proof. As in the proof of Theorem 2.1, we construct {xn} and {yn}. Then, by
conditions 1 and 2, we have xn � x and yn � y for all n ≥ 0. Let xn = x and
yn = y for some n. Then, due to the structure of both sequences, we have xn+1 = x
and yn+1 = y. Hence, (x, y) is a coupled fixed point. Now, we assume that either
xn 6= x or yn 6= y. Then we have

Gf(x,y),x,x(2t) ≥ T (Gf(x,y),f(xn,yn)f(xn,yn)(t), Gf(xn,yn),x,x(t))

≥ T (
1

2
(Gx,xn,xn

(
t

k
) +Gy,yn,yn

(
t

k
)), Gxn+1,x,x(t)).

Now, taking n → ∞, we obtain Gf(x,y),x,x(2t) = 1; that is, f(x, y) = x. Similarly,
we have f(y, x) = y. This completes the proof of the theorem.

Theorem 3.3. Let (X,G, T,�) be a partially ordered complete Menger PGM-
space with T of Hadzić-type and f : X2 → X be a continuous mapping having
the mixed monotone property on X, and f(x, y) � f(y, x) whenever x � y. Assume
that there exists k ∈ [0, 1) such that

Gf(x,y),f(u,v),f(w,z)(t) ≥
1

2
(Gx,u,w(

t

k
) +Gy,v,z(

t

k
))

for all x, y, z, u, v, w ∈ X with x � u � w and y � v � z, where either u 6= w or
v 6= z. If there exist x0, y0 ∈ X such that x0 � y0, x0 � f(x0, y0) and y0 � f(y0, x0),
then f has a coupled fixed point in X.

Proof. By the last assumption of the theorem, there exist x0, y0 ∈ X such that
x0 � f(x0, y0) and y0 � f(y0, x0). We define x1, y1 ∈ X as x1 = f(x0, y0) � x0
and y1 = f(y0, x0) � y0. Since x0 � y0 and by another assumption of the theorem,
we have f(x0, y0) � f(y0, x0). Hence, x0 � x1 = f(x0, y0) � f(y0, x0) = y1 � y0.
Continuing the above procedure, we have two sequences {xn} and {yn} such that

xn � f(xn, yn) = xn+1 � yn+1 = f(yn, xn) � yn

for all n ≥ 0. Now, if xn = yn = c for some n, then c � f(c, c) � f(c, c) � c. Thus,
c = f(c, c) and (c, c) is a coupled fixed point. Hence, we assume that xn � yn for
all n ≥ 0. Further, for the same reason as stated in Theorem 3.1, we assume that
(xn, yn) 6= (xn+1, yn+1). Then, for all n ≥ 0, (3.1) will hold with x = xn+2, u =
xn+1, w = xn, y = yn, v = yn+1 and z = yn+2. The rest of the proof is obtained by
repeating the same steps as in Theorem 3.1.

Theorem 3.4. Suppose that the assumptions of Theorem 3.3 are true and replace
the assumption the continuity of f by the following conditions:
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1. if a non-decreasing sequence {xn} converges to x ∈ X, then xn � x for all n;

2. if a non-increasing sequence {yn} converges to y ∈ X, then yn � y for all n.

Then f has a coupled fixed point.

Proof. The proof is similar to the proof of Theorem 3.2.

Remark 3.1. (i) All the previous results can be considered if instead “mixed mono-
tone property” we suppose so-called only “monotone property” as in 1 and 2. It is
well known that this property has an advantage under the mixed monotone property.

(ii) Some authors think that the notion of coupled fixed point is not still such actual
for research. But Soleimani Rad et al. [18] only showed that some of the results in
coupled fixed point theory can be obtained from fixed point theory and conversely
(also, see [1, 13]).

4. Application to a System of Integral Equations

Consider the following system of integral equations:
x(t) =

∫ b

a
M(t, s)K(s, x(s), y(s))ds

y(t) =
∫ b

a
M(t, s)K(s, y(s), x(s))ds

(4.1)

for all t ∈ I = [a, b], where b > a, M ∈ C(I × I, [0,∞)) and K ∈ C(I × R× R,R).

Let C(I,R) be the Banach space of all real continuous functions defined on
I with the sup norm ||x||∞ = maxt∈I |x(t)| for all x ∈ C(I,R) and C(I × I ×
C(I,R),R) be the space of all continuous functions defined on I × I ×C(I,R) and
the induced G∗-metric be defined by G∗(x, y, z) = ||x− y||+ ||x− z||+ ||y − z|| for
all x, y, z ∈ C(I,R). Now, suppose that G : C(I,R)× C(I,R) → D+ is defined by
Gx,y,z(t) = χ( t

2 −G
∗(x, y, z)) for all x, y, z ∈ C(I,R) and t > 0, where

χ(t) =

{
0 if t ≤ 0,
1 if t > 0.

The space (C(I,R), G, T ) with T (a, b) = min{a, b} is a complete Menger PGM-
space. Also, we define the partial order relation “ � ” on C(I,R) by x � y iff
||x||∞ ≤ ||y||∞ for all x, y ∈ C(I,R). Thus, (C(I,R), F, T,�) is a partially ordered
complete probabilistic G-metric space.

Theorem 4.1. Let (C(I,R), G, T,�) be the partially ordered complete probabilistic
G-metric space and f : C(I,R) × C(I,R) → C(I,R) be an operator defined by

f(x, y)t =
∫ b

a
M(t, s)K(s, x(s), y(s))ds, where M ∈ C(I × I, [0,∞)) and K ∈ C(I ×

R× R,R) are two operators satisfying the following conditions:

(i) ||K||∞ = sup
s∈I, x,y∈C(I,R)

|K(s, x(s), y(s))| <∞,
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(ii) for all x, y ∈ C(I,R) and all t, s ∈ I we have

||K(s, x(s), y(s))−K(s, u(s), v(s))|| ≤ 1
4 (max |x(s)−u(s)|+max |y(s)−v(s)|),

(iii) sup
t∈I

∫ b

a
G(t, s)ds < 1.

Then, the system of integral equations (4.1) has a solution in C(I,R)× C(I,R).

Proof. For all x, y, z ∈ C(I,R), we consider

G∗(x, y, z) = max
t∈I

(|x(t)− y(t)|) + max
t∈I

(|x(t)− z(t)|) + max
t∈I

(|y(t)− z(t)|).

Therefore, for all x, y, z, u, v, w ∈ C(I,R) with x � u � w and y � v � z, where
either u 6= w or v 6= z, we get

G∗(f(x, y), f(u, v), f(w, z))

≤ max
t∈I

∫ b

a

M(t, s)|K(s, x(s), y(s))−K(s, u(s), v(s))|ds

+ max
t∈I

∫ b

a

M(t, s)|K(s, x(s), y(s))−K(s, w(s), z(s))|ds

+ max
t∈I

∫ b

a

M(t, s)|K(s, u(s), v(s))−K(s, w(s), z(s))|ds

≤ max(
1

4
(|x(s)− u(s)|+ |y(s)− v(s)|)) max

t∈I

∫ b

a

M(t, s)ds

+ max(
1

4
(|x(s)− w(s)|+ |y(s)− z(s)|)) max

t∈I

∫ b

a

M(t, s)ds

+ max(
1

4
(|u(s)− w(s)|+ |v(s)− z(s)|)) max

t∈I

∫ b

a

M(t, s)ds

≤ max(
1

4
(|x(s)− u(s)|+ |y(s)− v(s)|))

+ max(
1

4
(|x(s)− w(s)|+ |y(s)− z(s)|))

+ max(
1

4
(|u(s)− w(s)|+ |v(s)− z(s)|)),

which implies that

Gf(x,y),f(u,v),f(w,z)(t) = χ(
t

2
−G∗(f(x, y), f(u, v), f(w, z))

≥ χ(
t

2
− (max(

1

4
(|x(s)− u(s)|+ |y(s)− v(s)|))

+ max(
1

4
(|x(s)− w(s)|+ |y(s)− z(s)|))
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+ max(
1

4
(|u(s)− w(s)|+ |v(s)− z(s)|)))

= χ(
1

2
(t− 1

2
(max(|x(s)− u(s)|+ |x(s)− w(s)|

+|u(s)− w(s)|) + max(|y(s)− v(s)|+ |y(s)− z(s)|
+|v(s)− z(s)|))))

≥ 1

2
χ(t− (max(|x(s)− u(s)|+ |x(s)− w(s)|

+|u(s)− w(s)|))) +
1

2
χ(t− (max(|y(s)− v(s)|

+|y(s)− z(s)|+ |v(s)− z(s)|)))

=
1

2
(Gx,u,w(2t) +Gy,v,z(2t)).

Therefore, all the hypotheses of Theorem 3.1 are held with k = 1
2 and the operator

f has a coupled fixed point which is the solution of the system of the integral
equations.
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Abstract. In the present work, we study construction of offset surfaces with a given
non-null asymptotic curve. Let α (s) be a spacelike or timelike unit speed curve with
non-vanishing curvature and ϕ (s, t) be a surface pencil accepting α (s) as a common
asymptotic curve. We obtain conditions such that the offset surface possesses the image
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1. Introduction

Traditional research on curves and surfaces focuses on to find chracteristic
curves, such as geodesic curve, asymptotic curve, and principal curve etc. on a
present surface. However, the reverse problem, that is finding surfaces possessing
a prescribed curve, is much more interesting. The construction of surfaces with a
given characteristic curve is a new research area that attracts the interests of many
researchers. The first study of this type of construction conducted by Wang et
al. [18]. They presented a method for surfaces accepting a given curve as a com-
mon geodesic. Inspired by Wang et al. [18], researchers obtained constraints for a
prescribed curve to be a specific curve on constructed surfaces [1 - 3, 8, 10, 16, 17].

Offset surfaces have a great importance among surfaces. An offset surface is
a surface at a fixed distance along the unit normal vector field of a given surface.
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An idea of the value of offset surfaces can be realized from the great volume of
literature [7, 9, 11, 12, 14, 15]. Moon [12] presented equivolumetric offset surface.
Authors in [14] introduced a new algorithm for the efficient and reliable generation
of offset surfaces for polygonal meshes. Hermann [9] showed that a base surface and
its offset have the same geometric continuum. Güler et al. [8] obtained necessary
constraints such that the image curve is a common asymptotic curve on each offset.
The properties of offset surfaces have been examined in [7].

Motivated by the increasing importance of surfaces in mathematical physics, and
very restricted knowledge about offset surfaces in Minkowski 3-space, we develop
the theory of offset surfaces using non-null curves. We present constraints for a non-
null curve to be a common asymptotic on an offset surface pencil. In particular,
given a surface pencil with a common asymptotic curve, we give conditions such
that the image curve is also a common asymptotic on each offset. The method is
illustrated with several examples.

2. Preliminaries

In this section, we review some notions related with curves and surfaces in Minkowski
3-space.

The real vector space IR3 endowed with the scalar product

(2.1) 〈x, y〉 = −x1y1 + x2y2 + x3y3,

where X = (x1, x2, x3) , Y =(y1, y2, y3) ∈ IR3, is called Minkowski 3-space and

denoted by IR3
1.

A vector X ∈ IR3 is called spacelike, timelike or null if

(2.2)

 〈X,X〉 > 0 or X = 0,
〈X,X〉 < 0,

〈X,X〉 = 0 and X 6= 0,

respectively [5].

The vectoral product of X and Y is defined as [13]

(2.3) X × Y =

∣∣∣∣∣∣
e1 −e2 −e3
x1 x2 x3
y1 y2 y3

∣∣∣∣∣∣ = (x2y3 − x3y2, x1y3 − x3y1, x2y1−x1y2) .

We denote by {T (s) , N (s) , B (s)} the moving Frenet frame along the curve
α = α (s) in Minkowski 3-space, where the vector fields T, N and B are called the
tangent, the principal normal and the binormal vector field of α, respectively.



Offset syrfaces with a given non-null asymptotic curve 985

Theorem 2.1. Let α = α (s) be a spacelike or timelike arclength curve with non
vanishing curvature. The Frenet formula of α is given by

(2.4)

 T ′

N ′

B′

 =

 0 κ 0
−ε1δ1κ 0 τ

0 ε1τ 0

 T
N
B

 ,
where 〈T, T 〉 = ε1, 〈N,N〉 = δ1. Also, we have B = ε1δ1 (T ×N) , κ = δ1

〈
T

′
, N
〉

and τ = −ε1δ1
〈
N

′
, B
〉
. The functions κ and τ are called the curvature and torsion

of α, respectively.

If α (s) is a non-null curve on a surface, then we have another frame, the so
called Darboux frame {T, b, n} . Here, T is the unit tangent vector field of α, n is
the unit normal vector field of the surface and b is a unit vector field given by
b = ε1ε3 (n× T ) , where 〈n, n〉 = ε3. Because, T is the same in each frame, the
other vector fields of these frames lie on the same plane. Thus, we can give the
following relation about these frames as:

Let ϕ be a spacelike surface and α (s) a spacelike curve on ϕ. We have

(2.5)

 T
b
n

 =

 1 0 0
0 cosh θ sinh θ
0 sinh θ cosh θ

 T
N
B

 ,
where θ is the hyperbolic angle between the vectors b and N.

Let ϕ be a timelike surface and α (s) a spacelike or timelike curve on ϕ.

1) If α (s) is timelike curve, then

(2.6)

 T
b
n

 =

 1 0 0
0 cos θ sin θ
0 − sin θ cos θ

 T
N
B

 ,
where θ is the angle between the vectors b and N.

2) If α (s) is a spacelike curve, then

(2.7)

 T
b
n

 =

 1 0 0
0 cosh θ sinh θ
0 sinh θ cosh θ

 T
N
B

 ,
where θ is the hyperbolic angle between the vectors b and N.

Let ϕ (s, t) be a timelike or spacelike surface. We have the following formula for
the Darboux frame as
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(2.8)

 T ′

b′

n′

 =

 0 ε2kg ε3kn
−ε1kg 0 ε3τg
−ε1kn −ε2τg 0

 T
b
n

 ,
where ε1 = 〈T, T 〉 , ε2 = 〈b, b〉 , ε3 = 〈n, n〉 , b = −ε2 (n× T ) and kg, kn and τg
are the geodesic curvature, the normal curvature and the geodesic torsion of α (s) ,
respectively [6].

3. Construction of surfaces with a non-null asymptotic curve

Let α (s) be a spacelike or timelike arclength curve with nonvanishing curvature.
Surfaces passing through α (s) are given by

(3.1) ϕ (s, t) = α (s) + x (s, t)T (s) + y (s, t)N (s) + z (s, t)B (s) ,

A1 ≤ s ≤ A2, B1 ≤ t ≤ B2, where x (s, t) , y (s, t) and z (s, t) are C2 marching-
scale functions. Assume that ϕ (s, t0) = α (s) for some t0 ∈ [B1, B2] , so that α
becomes a parameter curve on ϕ (s, t) .

The normal vector field of ϕ (s, t) is

(3.2) n (s, t) =
∂ϕ

∂s
× ∂ϕ

∂t

and along the curve α (s) , one can write it as

(3.3) n (s, t0) = φ1 (s, t0)T (s) + φ2 (s, t)N (s) + φ3 (s, t)B (s) ,

where

(3.4)


φ1 (s, t0) =

[
∂z
∂s (s, t0) ∂y∂t (s, t0)− ∂y

∂s (s, t0) ∂z∂t (s, t0)
]
ε1,

φ2 (s, t0) =
[(

1 + ∂x
∂s (s, t0)

)
∂z
∂t (s, t0)− ∂z

∂s (s, t0) ∂x∂t (s, t0)
]
δ1,

φ3 (s, t0) =
[
∂y
∂s (s, t0) ∂x∂t (s, t0)−

(
1 + ∂x

∂s (s, t0)
)
∂y
∂t (s, t0)

]
δ2,

ε1 = 〈T, T 〉 , δ1 = 〈N,N〉 and δ2 = 〈B,B〉 .

Theorem 3.1. A non-null curve α (s) is a common asymptotic curve on the sur-
face pencil ϕ (s, t) [16] if
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(3.5) x (s, t0) = y (s, t0) = z (s, t0) =
∂z

∂t
(s, t0) ≡ 0.

To obtain regular surfaces one need ∂y
∂t (s, t0) 6= 0 as an extra condition.

Definition 3.1. Let ϕ (s, t) be a parametric surface with unit normal vector field
n̂ (s, t). A parametric offset surface is defined by

(3.6) ϕ (s, t) = ϕ (s, t) + rn̂ (s, t) ,

r being a non zero real constant [19].

Using Eqn. (3.1) offset surface pencil has the form

(3.7) ϕ (s, t) = α (s) + rn̂ (s, t) + x (s, t)T (s) + y (s, t)N (s) + z (s, t)B (s) ,

β (s) = α (s) + rn̂ (s, t) being the image of α (s) on ϕ (s, t) .

Theorem 3.2. Let α (s) be a non-null regular curve on the surface pencil ϕ (s, t).
Then

(3.8)
kg
r

= − 1
v3

[
−kgv2 − rε3

(
rτgk

′
n + τ ′g (1 + rε1kn)

)]
kn

r
= 1

v2

[
kn (1 + rε1kn) + rε2τ

2
g

]
τg
r = − 1

v2 [rε1ε2knτg − ε2τg (1 + rε1kn)] ,

for the image curve β (s) on the offset surface pencil ϕ (s, t) , respectively, where

(3.9) v = ‖β′ (s)‖ =
∣∣∣(1 + rε1kn)

2
ε1 + ε2r

2τ2g

∣∣∣1/2 ,
and kg, kn, τg are the geodesic, the normal curvature and the geodesic torsion of
α (s) , respectively.

This result also exists in [4] for spacelike surfaces.

Theorem 3.3. Let
{
T
r
, N

r
, B

r
}

be the Frenet frame of the image curve β (s) on

ϕ (s, t) and {T, b, n} the Darboux frame of α (s) on ϕ (s, t) .Then we have
(3.10)

T
r

= 1
v [(1 + rε1kn)T + rε2τgb]

N
r

= 1

v4
√

(kg
r)

2−(kn
r)

2

[
−rv3τgkg

r
T + ε1v

3kg
r

(1 + rε1kn) b− ε3kn
r
v4n
]

B
r

= 1

v3
√

(kg
r)

2−(kn
r)

2

[
rv2τgkn

r
T − ε1v2kn

r
(1 + rε1kn) b+ v3ε3kg

r
n
]
,

where v = ‖β′ (s)‖ =
∣∣∣(1 + rε1kn)

2
ε1 + ε2r

2τ2g

∣∣∣1/2 , kgr, knr are the geodesic cur-

vature and the normal curvature of the image curve β (s) and kg, kn, τg are the
geodesic, the normal curvature and the geodesic torsion of α (s) , respectively.
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Now, suppose that α (s) is a common spacelike asymptotic and parameter curve
with timelike binormal on the spacelike surface pencil. Our objective is to find suf-
ficient constraints for the curve β (s) to be both an asymptotic curve and parameter
curve on the offset surface pencil ϕ (s, t) .

Observe that, by Eqn. (3.7), β (s) is a parameter curve on each offset.

The necessary and sufficient condition forthe image curve β (s) to be an asymp-
totic curve on the offset surface ϕ (s, t) is

(3.11)

〈
∂nr

∂s
(s, t0) , T

r
(s)

〉
= 0,

where T
r

(s) is the tangent vector field of the image curve β (s) and nr (s, t0) is
the unit normal vector field of ϕ (s, t) through the image curve. According to [19],
we have nr (s, t0) = ±n (s, t0) . Now, we have the following equivalent asymptotic
requirement

(3.12)

〈
∂n

∂s
(s, t0) , T

r
(s)

〉
= 0,

where n (s, t0) is the normal vector field of ϕ (s, t) . By the asymptotic requirement
of α (s), we have

(3.13) n (s, t0) =
∂y

∂s
(s, t0)B (s) .

With the help of Eqns. (2.4), (2.7), (3.10) and (3.12) we obtain

(3.14) τ (s) τg (s)
∂y

∂t
(s, t0) chθ (s) = τg (s)

∂2y

∂s∂t
(s, t0) shθ (s) ,

for β (s) to be an asymptotic curve on every spacelike offset surface pencil ϕ (s, t) .

Note that, if α (s) is a line of curvature, i.e τg (s) ≡ 0, then Eqn. (3.14) is
satisfied and β (s) be an asymptotic curve on the spacelike offset surface pencil
ϕ (s, t) .

Theorem 3.4. Let ϕ (s, t) be a spacelike surface pencil with a common spacelike
parametric and asymptotic curve α (s) with timelike binormal. The image curve
β (s) of α (s) is a common asymptotic curve on the spacelike offset surface pencil
ϕ (s, t) , if

(3.15)

{
x (s, t0) = y (s, t0) = z (s, t0) ≡ 0.

y (s, t) = e
∫
τ(s) coth θ(s)ds

∫
ψ (t) dt+ ξ (s) ,

where A1 ≤ s ≤ A2, B1 ≤ t ≤ B2, ψ ∈ C2, ξ ∈ C1.
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Proof. Since the α (s) curve is a parameter curve on the surface ϕ (s, t) , we have

x (s, t0) = y (s, t0) = z (s, t0) ≡ 0.

For the image curve β(s) of α (s) to be a common asymptotic curve on the spacelike
offset surface pencil ϕ (s, t) , we can use Eqn. (3.12). If Eqns. (3.4), (3.10) and (2.7)
are written in Eqn. (3.12), then we obtain a second- order linear partial differential
equation with variable coefficients as follows,

(3.16) τ cosh θ
∂y (s, t0)

∂t
= sinh θ

∂2y (s, t0)

∂s∂t
,

where since α (s) is an asymptotic on the surface pencil ϕ (s, t) , we have τg 6= 0.The
desired result is obtained from the solution of Eqn. (3.17).

Now, suppose that ϕ (s, t) is a timelike surface with a common timelike asymp-
totic curve α (s) . Hence, the offset surface ϕ (s, t) of ϕ (s, t) is also a timelike surface.

By a similar investigation we obtain the following theorem:

Theorem 3.5. Let ϕ (s, t) be a timelike surface pencil with a common timelike
parametric and asymptotic curve α (s) or spacelike parametric and asymptotic curve
α (s) with spacelike binormal. The image curve β (s) of α (s) is a common asymp-
totic curve on the timelike offset surface pencil ϕ (s, t) , if

(3.17)

{
x (s, t0) = y (s, t0) = z (s, t0) ≡ 0.

y (s, t) = e
∫
τ(s) cot θ(s)ds

∫
ψ (t) dt+ ξ (s) ,

where A1 ≤ s ≤ A2, B1 ≤ t ≤ B2, ψ ∈ C2, ξ ∈ C1.

4. Examples

4.1. Example 1

Unit speed timelike curve α (s) =
(
5
3s,

4
9 cos (3s) , 49 sin (3s)

)
has Frenet vector fields

as  T (s) =
(
5
3 ,−

4
3 sin (3s) , 43 cos (3s)

)
,

N (s) = (0,− cos (3s) ,− sin (3s)) ,
B (s) =

(
− 4

3 ,
5
3 sin (3s) ,− 5

3 cos (3s)
)
,

and torsion τ (s) ≡ 5. Choosing ξ (s) ≡ 0, ψ (t) ≡ 1, t0 = 0 and θ (s) = π
4 yields

y (s, t) = (t+ c1) e5s+c2 and for c1 = c2 = 0, y (s, t) = te5s. Letting x (s, t) =
z (s, t) ≡ 0 Theorems 3.1 and 3.5 are satisfied. Thus, we obtain the timelike surface

ϕ (s, t) =

(
5

3
s,

(
4

9
− te5s

)
cos (3s) ,

(
4

9
− te5s

)
sin (3s)

)
,
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Fig. 4.1: Timelike surface ϕ (s, t) and its asymptotic curve α (s) .

0 ≤ s ≤ 0.3, 0 ≤ t ≤ 0.2, accepting α (s) as an asymptotic curve (Figure 4.1).

To obtain the offset surface of ϕ (s, t) , first we calculate

n̂ (s, t) =
1

A

(
4− 9te5s, 5 sin (3s) ,−5 cos (3s)

)
,

where A =
∣∣∣25−

(
9te5s − 4

)2∣∣∣ 12 . Now for r = 3, the image curve of α (s) is

β (s) = α (s) + 3n̂ (s, 0)

=

(
5

3
s+ 4,

4

9
cos (3s) + 5 sin (3s) ,

4

9
sin (3s)− 5 cos (3s)

)
.

Using Eqn. (3.6), we get the offset timelike surface

ϕ (s, t) =

(
5

3
s−

3
(
9te5s − 4

)
A

,

(
4

9
− te5s

)
cos (3s) +

15 sin (3s)

A
,(

4

9
− te5s

)
sin (3s)− 15 cos (3s)

A

)
,

0 ≤ s ≤ 0.3, 0 ≤ t ≤ 0.2, accepting β (s) as an asymptotic curve (Figure 4.2).

4.2. Example 2

The Frenet vector fields of the spacelike curve α (s) =
(

1
3 sinh

(√
3s
)
, 2
√
3

3 s, 13 cosh
(√

3s
))

with timelike binormal are
T (s) =

(√
3
3 cosh

(√
3s
)
, 2
√
3

3 ,
√
3
3 sinh

(√
3s
))
,

N (s) =
(
sinh

(√
3s
)
, 0, cosh

(√
3s
))
,

B (s) =
(

2
√
3

3 cosh
(√

3s
)
,
√
3
3 ,

2
√
3

3 sinh
(√

3s
))
,
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Fig. 4.2: Timelike offset surface ϕ (s, t) and its asymptotic curve β (s) .

and its torsion is τ (s) ≡ −2. Choosing ξ (s) ≡ 0, ψ (t) ≡ 1, t0 = 0 and θ (s) =
coth−1

(
− 1

2

)
yields y (s, t) = (t+ c1) es+c2 and for c1 = c2 = 0, y (s, t) = tes.

Letting x (s, t) = z (s, t) ≡ 0, Theorems 3.1 and 3.4 are satisfied. Thus, we obtain
the spacelike surface

ϕ (s, t) =

(
(3 + tes) sinh

s

4
,

5

4
s, (3 + tes) cosh

s

4

)
,

0 ≤ s ≤ 1, −1 ≤ t ≤ 1, accepting α (s) as an asymptotic curve (Figure 4.3).

Fig. 4.3: Spacelike surface ϕ (s, t) and its asymptotic curve α (s) .

Using Eqn. (3.6), we get the offset spacelike surface

ϕ (s, t) =

(
(3 + tes) sinh

s

4
+

20

A
cosh

s

4
,

5

4
s+

4 (tes + 3)

A
, (3 + tes) cosh

s

4
+

20

A
sinh

s

4

)
,

0 ≤ s ≤ 5, 0 ≤ t ≤ 5, accepting β (s) as an asymptotic curve (Figure 4.4).
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Fig. 4.4: Spacelike offset surface ϕ (s, t) and its asymptotic curve β (s) .
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16. G. Şaffak Atalay, E. Bayram and E. Kasap: Surface family with a common
asymptotic curve in Minkowski 3- space. J Sci. Art. 2 (2018), 357-68.
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1. Brief Historical Development

Many authors studied Lie type derivations on several rings and algebras [6,7,10,
12, 14–17, 19, 25]. In most of the cases, authors found that any Lie type derivation
has the standard from on that particular ring or algebra under consideration. The
first characterization of Lie derivations was obtained by Martindale [17] in 1964
who proved that every Lie derivation on a primitive ring can be written as a sum of
derivations and an additive mapping of a ring to its center that maps commutators
into zero, i.e, Lie derivation has the standard form.

Moreover, during last few decades, the multiplicative mappings on rings and
algebras have been studied by many authors. Martindale [18] established a condition
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on a ring such that multiplicative bijective mappings on this ring are all additive.
In particular, he proved that every multiplicative bijective mapping from a prime
ring containing a nontrivial idempotent onto an arbitrary ring is additive. Daif [8]
studied the additivity of derivable map on a 2-torsion free prime ring containing a
nontrivial idempotent. In the year 1978, Miers [19] studied Lie triple derivations
of von Neumann algebras and proved that if M is a von Neumann algebra with no
central abelian summands then there exists an operator A ∈ M such that L(X) =
[A,X] + λ(X) where λ : M → Z(M) is a linear map which annihilates brackets of
operators in M. In [7] Cheung initiated the study of Lie derivations of triangular
algebras T and gave a sufficient condition under which every Lie derivation on T
is a sum of derivations on T and a mapping from T to its center Z(T). Further,
Lie derivations on triangular algebras were studied in [15, 25], whereas the study
of Lie triple derivations on triangular algebras can be found in [14, 16]. Yu and
Zhang [25] proved that every nonlinear Lie derivation of triangular algebras is the
sum of an additive derivation and a map from triangular algebra into its center
sending commutators to zero. Ji et al. [14] proved the similar result for nonlinear
Lie triple derivation of triangular algebras.

Benkovič and Eremita [6] discussed multiplicative Lie n-derivations of triangular
rings, which in fact, generalized some results on nonlinear Lie (triple) derivations
of triangular algebras (see [14,25]).

Several authors have made important contributions to the related topics see for
reference [5, 11, 13, 14, 16, 20, 23–25] where further references can be found. Xiao
and Wei [24] considered the case of nonlinear Lie higher derivation on a triangular
algebra and they proved that if L = {Lr}r∈N is a nonlinear Lie higher derivation on
a triangular algebra, then L = {Lr}r∈N is of the standard form, i.e., Lr = dr + γr,
where {dr}r∈N is an additive higher derivation and {γr}r∈N is a functional vanishing
on all commutators of triangular algebra. However, much less attention to the study
of Lie n-higher derivations on operator algebras has been paid. To the best of our
knowledge, there are very few articles dealing with Lie n-higher derivations on
rings and algebras except for [9, 11]. The objective of this article is to describe the
structure of multiplicative Lie n-higher derivations on triangular algebras.

2. Basic Definitions & Preliminaries

Let R be a commutative ring with unity and Z(A) be the center of an R-algebra
A. A map L : A → A (not necessarily linear) is called a multiplicative derivation
(resp. multiplicative Lie derivation) on A if L(ab) = L(a)b+aL(b) (resp. L([a, b]) =
[L(a), b] + [a,L(b)]) holds for all a, b ∈ A. In addition, if L is linear on A, then L is
said to be a derivation (resp. Lie derivation) on A.
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To explore a more approximate kind of maps. Define a sequence of polynomials:

p1(x1) = x1,

p2(x1, x2) = [p1(x1), x2] = [x1, x2],

...
...

pn(x1, x2, · · · , xn) = [pn−1(x1, x2, · · · , xn−1), xn].

The polynomial pn(x1, x2, · · · , xn) is called (n− 1)-th commutator where n ≥ 2. A
map (not necessarily linear) L : A → A is said to be a multiplicative Lie n-derivation
on A if

L(pn(x1, x2, · · · , xn)) =

n∑
i=1

pn(x1, x2, · · · , xi−1,L(xi), xi+1, · · · , xn)

for all x1, x2, · · · , xn ∈ A. The concept of Lie n-derivation was first introduced
by Abdullaev [1] on certain von Neumann algebras. Note that any multiplicative
Lie 2-derivation is known as multiplicative Lie derivation and multiplicative Lie 3-
derivation is said to be multiplicative Lie triple derivation. Thus multiplicative Lie
derivation, multiplicative Lie triple derivation and multiplicative Lie n-derivation
collectively known as multiplicative Lie type derivations on A.

Apart from these, the concept of derivation were extended to higher derivation.
Let us recall the basic facts about higher derivations. Let N be the set of nonnegative
integers and L = {Lr}r∈N be a family of maps Lr : A → A (not necessarily linear)
such that L0 = IA. Then L is called

1. a multiplicative higher derivation if Lr(x1x2) =
∑

i1+i2=r

Li1(x1)Li2(x2),

2. a multiplicative Lie n-higher derivation if

Lr(pn(x1, x2, · · · , xn)) =
∑

i1+i2+···+in=r

pn(Li1(x1),Li2(x2), · · · ,Lin(xn))

for all x1, x2, · · · , xn ∈ A and for each r ∈ N. Note that any multiplicative Lie
2-higher derivation is multiplicative Lie higher derivation and multiplicative Lie 3-
higher derivation is multiplicative Lie triple higher derivation. Thus multiplicative
Lie higher derivation, multiplicative Lie triple higher derivation and multiplicative
Lie n-higher derivation collectively known as multiplicative Lie type higher deriva-
tions onA. It is easy to observe that every higher derivation is a Lie higher derivation
and every Lie higher derivation is a Lie triple higher derivation and so on but the
converse need not be true in general.

Note that if D = {dr}r∈N is a higher derivation on A and for each r ∈ N,
Lr = dr + fr where fr : A → Z(A) is a linear (resp. nonlinear) mapping, then it is
easy to see that {Lr}r∈N is a Lie n-higher derivation (resp. nonlinear Lie n-higher
derivation) if and only if fr(pn(x1, x2, · · · , xn)) = 0 for all x1, x2, · · · , xn ∈ A. Lie
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n-higher derivation (resp. nonlinear Lie n-higher derivation) of the above kind are
called standard. The natural problem that one considers in this context is whether
or not every Lie n-higher derivation (resp. nonlinear Lie n-higher derivation) is
standard.

Throughout this paper, R will always denote a commutative ring with unity
element. Let A and B be unital algebras over R and let M be a unital (A,B)-
bimodule ( i.e., 1A ·m = m and m · 1B = m for all m ∈ M.) which is faithful as a
left A-module and also as a right B-module. The R-algebra

T = Tri(A,M,B) =

{[
a m
0 b

]
a ∈ A,m ∈ M, b ∈ B

}
under the usual matrix operations is called triangular algebra. The center of T is

Z(T) =

{[
a 0
0 b

]
am = mb ∀ m ∈ M

}
.

Define two natural projections πA : T→ A and πB : T→ B by

πA

([
a m
0 b

])
= a and πB

([
a m
0 b

])
= b.

Moreover, πA(Z(T)) ⊆ Z(A) and πB(Z(T)) ⊆ Z(B) and there exists a unique al-
gebraic isomorphism τ : πA(Z(T)) → πB(Z(T)) such that am = mτ(a) for all
a ∈ πA(Z(T)),m ∈ M.

Let 1A (resp.1B) be the identity of the algebra A (resp. B) and let I be the unity
of triangular algebra T. Throughout, this paper we shall use the following notions:

p =

[
1A 0
0 0

]
, q = I − p =

[
0 0
0 1B

]
and A ∼= pTp, M ∼= pTq, B ∼= qTq. Thus,

T = pTp + pTq + qTq ∼= A + M + B. Also, πA(Z(T)) and πB(Z(T)) are isomorphic
to pZ(T)p and qZ(T)q respectively. Then there is an algebra isomorphisms τ :
pZ(T)p→ qZ(T)q such that am = mτ(a) for all m ∈ pTq.

Let us describe the result which is used subsequently in this article as :

Lemma 2.1. [6, Theorem 5.9] Let T = Tri(A,M,B) be a (n − 1)-torsion free
triangular ring. Suppose that T satisfies the following conditions:

1. πA(Z(T)) = Z(A) and πB(Z(T)) = Z(B),

2. Z(A) = {a ∈ A [[a, x], y] = 0 ∀ x, y ∈ A}
or Z(B) = {b ∈ B [[b, x], y] = 0 ∀ x, y ∈ B}.

Then any multiplicative Lie n-derivation L : T→ T has the standard form.

3. Multiplicative Lie n-higher derivation

In this section, we will prove the main result by a series of lemmas. It is clear
that every Lie higher derivation is a Lie n-higher derivation for n ≥ 3. Therefore,
without loss of generality we assume n ≥ 3 for convenience and for n = 2 we can
look into [24].
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Theorem 3.1. Let T = Tri(A,M,B) be a (n − 1)-torsion free triangular algebra
consisting of unital algebras A,B and a faithful unital (A,B)-bimodule M. Suppose
that T satisfies the following conditions:

(?) πA(Z(T)) = Z(A) and πB(Z(T)) = Z(B),

(]) Z(A) = {a ∈ A [[a, x], y] = 0 ∀ x, y ∈ A}
or Z(B) = {b ∈ B [[b, x], y] = 0 ∀ x, y ∈ B}.

Then every multiplicative Lie n-higher derivation L = {Lr}r∈N on T has the stan-
dard form. More precisely, there exists an additive higher derivation D = {dr}r∈N
on T and a sequence of functionals {hr}r∈N which annihilates all Lie n-product
pn(x1, x2, · · · , xn) for all x1, x2, · · · , xn ∈ T such that Lr(x) = dr(x) +hr(x) for all
x ∈ T and r ∈ N.

In order to prove our main theorem, we apply an induction method for the com-
ponent index r. For r = 1, L1 is multiplicative Lie n-derivation on T. Hence
by Lemma 2.1 it follows that there exists an additive derivation d1 and a func-
tional h1 satisfying h1(pn(x1, x2, · · · , xn)) = 0 for all x1, x2, · · · , xn ∈ T such that
L1(x) = d1(x) + h1(x) for all x ∈ T. Moreover, L1 and d1 satisfy the following
properties:

C1 :


L1(0) = 0, L1(A) ⊆ A + M + Z(T),
L1(M) ⊆ M, L1(B) ⊆ B + M + Z(T),
L1(p) ∈ M + Z(T), L1(q) ∈ M + Z(T),
d1(A) ⊆ A + M, d1(B) ⊆ M + B,
d1(M) ⊆ M, d1(p), d1(q) ∈ M.

We assume that the result holds for all 1 < s < r, r ∈ N. Then there exists an
additive mapping ds and a functional hs satisfying hs(pn(x1, x2, · · · , xn)) = 0 for
all x1, x2, · · · , xn ∈ T such that Ls(x) = ds(x) + hs(x) for all x ∈ T. Thus the
mapping Ls and ds satisfy the following properties:

Cs :


Ls(0) = 0, Ls(A) ⊆ A + M + Z(T),
Ls(M) ⊆ M, Ls(B) ⊆ B + M + Z(T),
Ls(p) ∈ M + Z(T), Ls(q) ∈ M + Z(T),
ds(A) ⊆ A + M, ds(B) ⊆ M + B,
ds(M) ⊆ M, ds(p), ds(q) ∈ M.

Our aim is to show that above conditions also hold for r, it follows from the
series of Lemmas:

Lemma 3.1. Let L = {Lr}r∈N be a multiplicative Lie n-higher derivation on (n−
1)-torsion free triangular algebra T. Then Lr(0) = 0, and Lr(M) ⊆ M for each
r ∈ N.



1000 M. Ashraf, A. Jabeen, M. A. Ansari and M. S. Akhtar

Proof. For each r ∈ N, Lr(0) = 0 is trivially true. For any m ∈ M using conditions
Cs, we have

Lr(m) = Lr(pn(m, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(Li1(m),Li2(q), · · · ,Lin(q))

= pn(Lr(m), q, · · · , q) + pn(m,Lr(q), · · · , q) + · · ·+ pn(m, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(r),Li2(q), · · · ,Lin(q))

= pn(Lr(m), q, · · · , q) + pn(m,Lr(q), · · · , q) + · · ·+ pn(m, q, · · · ,Lr(q))

= pLr(m)q + (n− 1)[m,Lr(q)].

On multiplying the above equality from left by p and right by q, we get (n −
1)[M,Lr(q)] = 0 and hence Lr(m) = pLr(m)q. This implies that Lr(M) ⊆ M.

Lemma 3.2. Let L = {Lr}r∈N be a multiplicative Lie n-higher derivation on (n−
1)-torsion free triangular algebra T. Then Lr(p),Lr(q) ∈ Z(T) + M for each r ∈ N.

Proof. From the proof of Lemma 3.1, we have seen that (n−1)[M,Lr(q)] = 0. Since
T is (n−1)-torsion free, we have [M,Lr(q)] = 0 and hence pLr(q)p+qLr(q)q ∈ Z(T).
Therefore, we have Lr(q) ∈ Z(T) + M. Also, for any arbitrary m ∈ M, we obtain
that

Lr(m) = Lr(pn(p,m, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(Li1(p),Li2(m),Li3(q), · · · ,Lin(q))

= pn(Lr(p),m, q, · · · , q) + pn(p,Lr(m), q, · · · , q)
+ · · ·+ pn(p,m, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(p),Li2(m),Li3(q), · · · ,Lin(q))

= pn−1([Lr(p),m], q, · · · , q) + pn−1([p,Lr(m)], q, · · · , q)
= p[Lr(p),m]q + p[p,Lr(m)]q.

Therefore, we get

Lr(m) = p[Lr(p),m]q + pLr(m)q for all m ∈ M. (3.1)

Hence, pLr(m)q = p[Lr(p),m]q+pLr(m)q, which implies that [Lr(p),M] = 0. Then
Lr(p) ∈ Z(T) + M.

Lemma 3.3. Let L = {Lr}r∈N be a multiplicative Lie n-higher derivation on (n−
1)-torsion free triangular algebra T. Then for any a ∈ A, b ∈ B and m ∈ M, the
following hold true:



On Multiplicative Lie n-higher derivations of triangular algebras 1001

1. pLr(b)p ∈ Z(A) and qLr(a)q ∈ Z(B),

2. Lr(A) ⊆ A + M + Z(T) and Lr(B) ⊆ B + M + Z(T)

for each r ∈ N.

Proof. Let a ∈ A, b ∈ B,m ∈ M. Using the condition Cs and the fact that [a, b] = 0,
we have

0 = Lr(pn(a, b,m, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(Li1(a),Li2(b),Li3(m),Li4(q), · · · ,Lin(q))

= pn(Lr(a), b,m, q, · · · , q) + pn(a,Lr(b),m, q, · · · , q) + pn(a, b,Lr(m), · · · , q)
+pn(a, b,m,Lr(q), q, · · · , q) + · · ·+ pn(a, b,m, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(a),Li2(b),Li3(m),Li4(q), · · · ,Lin(q))

= pn−2([[Lr(a), b],m], q, · · · , q) + pn−2([[a,Lr(b)],m], q, · · · , q)
= [[Lr(a), b],m] + [[a,Lr(b)],m].

Hence, [qLr(a)q, b] + [a, pLr(b)p] ∈ Z(T). Now multiplying from right as well as left
side by p and q respectively and on applying the assumptions (?) and (]), we get

pLr(b)p ∈ Z(A) and qLr(a)q ∈ Z(B).

Then we obtain

Lr(a) = (pLr(a)p− τ−1(qLr(a)q)) + pLr(a)q + (τ−1(qLr(a)q) + qLr(a)q)

and

Lr(b) = (pLr(b)p+ τ(pLr(b)p)) + pLr(b)q + (qLr(b)q − τ(pLr(b)p)

which gives Lr(A) ⊆ A + M + Z(T) and Lr(B) ⊆ B + M + Z(T).

Remark 3.1. We define fr1(a) = qLr(a)q and fr2(b) = pLr(b)p for any a ∈ A, b ∈ B. By
Lemma 3.3 follows that fr1 : A→ qZ(T)q is a mapping such that fr1(pn(A,A, · · · ,A)) = 0
and fr2 : B → pZ(T)p is a mapping such that fr2(pn(B,B, · · · ,B)) = 0. Define the maps
δr : T→ T and fr : T→ Z(T) by δr = Lr − fr and

fr(x) = fr1(pxp) + τ−1(fr1(pxp)) + fr2(qxq) + τ(fr2(qxq)) for all x ∈ T.

Obviously, fr(M) = 0. Hence δr(M) = Lr(M). We claim that fr(pn(T,T, · · · ,T)) = 0.
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Assume x1, x2, · · · , xn ∈ T. Since fr(x) = fr(pxp+ qxq) for each x ∈ T, we find that

fr(pn(x1, x2, · · · , xn)) = fr(p(pn(x1, x2, · · · , xn))p+ q(pn(x1, x2, · · · , xn))q)

= qLr(p(pn(x1, x2, · · · , xn)p)q

+τ−1(qLr(p(pn(x1, x2, · · · , xn)p)q)

+pLr(q(pn(x1, x2, · · · , xn)q)p

+τ(pLr(q(pn(x1, x2, · · · , xn)q)p)

= qLr(pn(px1p, px2p, · · · , pxnp))q
+τ−1(qLr(pn(px1p, px2p, · · · , pxnp)q)
+pLr(pn(qx1q, qx2q, · · · , qxnq)p
+τ(pLr(pn(qx1q, qx2q, · · · , qxnq)p).

Since

pLr(pn(qx1q, qx2q, · · · , qxnq)p
= p(pn(Lr(qx1q), qx2q, · · · , qxnq))p

+p(pn(qx1q,Lr(qx2q), · · · , qxnq))p
+p(pn(qx1q, qx2q, · · · ,Lr(qxnq)))p

+p

 ∑
i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(qx1q),Li2(qx2q), · · · ,Lin(qxnq))

 p

= 0.

Similarly, qLr(pn(px1p, px2p, · · · , pxnp))q = 0, and hence fr(pn(x1, x2, · · · , xn)) = 0 for
all x1, x2, · · · , xn ∈ T. Consequently,

δr(pn(x1, x2, · · · , xn))

= Lr(pn(x1, x2, · · · , xn))

= pn(Lr(x1), x2, · · · , xn) + pn(x1,Lr(x2), · · · , xn) + · · ·+ pn(x1, x2, · · · ,Lr(xn))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(x1),Li2(x2), · · · ,Lin(xn))

= pn(Lr(x1)− fr(x1), x2, · · · , xn) + pn(x1,Lr(x2)− fr(x2), · · · , xn)

+ · · ·+ pn(x1, x2, · · · ,Lr(xn)− fr(xn))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(x1)− di1(x1),Li2(x2)− di2(x2), · · · ,Lin(xn)− din(xn))

= pn(δr(x1), x2, · · · , xn) + pn(x1, δr(x2), · · · , xn) + pn(x1, x2, · · · , δr(xn))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(di1(x1), di2(x2), · · · , din(xn))

for all x1, x2, · · · , xn ∈ T. Thus {δr}r∈N is a multiplicative Lie n-higher derivation on T.
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Since pn(p, x, q, · · · , q) = pn(x, q, q, · · · , q) for all x ∈ T, we find that

pn(Lr(p), x, q, · · · , q) + pn(p,Lr(x), q, · · · , q) + pn(p, x, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(p),Li2(x), q, · · · ,Lin(q))

= pn(Lr(x), q, · · · , q) + pn(x,Lr(q), · · · , q) + pn(x, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(Li1(x),Li2(q), · · · ,Lin(q)).

Considering the induction hypothesis, the above equation becomes

[δr(p), x] +
∑

i1+i2=r
0<i1,i2<r

[di1(p), di2(x)] = [x, δr(q)] +
∑

i1+i2=r
0<i1,i2<r

[di1(x), di2(q)].

Note that di is additive and di(I) = 0 for all 0 < i < r. Thus we arrive [δr(p), x] = [x, δr(q)].
That is δr(p) + δr(q) ∈ Z(T). On the other hand, δr(p) = Lr(p) − fr(p) ∈ M by Lemma
3.2 and δr(q) ∈ M. By the characterization of the centre of T, we can calculate that
δr(p) + δr(q) = 0.

Now from Lemma 3.1 and Lemma 3.2, it is clear that

Lemma 3.4. For r ∈ N, we have the following:

1. δr(0) = 0,

2. δr(M) ⊆ M,

3. δr(p), δr(q) ∈ M and δr(p) + δr(q) = 0,

4. δr(A) ⊆ A + M and δr(B) ⊆ B + M.

Lemma 3.5. For any a ∈ A,m ∈ M and b ∈ B, we have

1. δr(am) = δr(a)m+ aδr(m) +
∑

i1+i2=r
0<i1,i2<r

di1(a)di2(m),

2. δr(mb) = δr(m)b+mδr(b) +
∑

i1+i2=r
0<i1,i2<r

di1(m)di2(b)

for r ∈ N.
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Proof. Using the fact that δs(q) ∈ M for all 0 < s ≤ r, we get

δr(am) = Lr([a,m])

= Lr(pn(a,m, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(δi1(a), δi2(m), δi3(q), · · · , δin(q))

= pn(δr(a),m, q, · · · , q) + pn(a, δr(m), q, · · · , q)
+pn(a,m, δr(q), q, · · · , q) + · · ·+ pn(a,m, q, · · · , δr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(di1(a), di2(m), di3(q), · · · , din(q))

= pn−1([δr(a),m], q, · · · , q) + pn−1([a, δr(m)], q, · · · , q)
+

∑
i1+i2=r
0<i1,i2<r

pn−1([di1(a), di2(m)], q, · · · , q)

= δr(a)m+ aδr(m) +
∑

i1+i2=r
0<i1,i2<r

di1(a)di2(m).

for a ∈ A,m ∈ M. Likewise, δr(mb) = δr(m)b+mδr(b) +
∑

i1+i2=r
0<i1,i2<r

di1(m)di2(b) for

all b ∈ B,m ∈ M.

Lemma 3.6. For any a1, a2 ∈ A and b1, b2 ∈ B, we have

1. δr(a1a2) = δr(a1)a2 + a1δr(a2) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2);

2. δr(b1b2) = δr(b1)b2 + b1δr(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(b2)

for r ∈ N.

Proof. For any a1, a2 ∈ A and m ∈ M.

δr(a1a2m) = δr((a1a2)m)

= δr(a1a2)m+ a1a2δr(m) +
∑

i1+i2=r
0<i1,i2<r

di1(a1a2)di2(m)

= δr(a1a2)m+ a1a2δr(m) +
∑

i1+i2+i3=r
0≤i1,i2<r
0<i3<r

di1(a1)di2(a2)di3(m).



On Multiplicative Lie n-higher derivations of triangular algebras 1005

On the other way,

δr(a1a2m) = δr(a1(a2m))

= δr(a1)a2m+ a1δr(a2m) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2m)

= δr(a1)a2m+ a1δr(a2)m+ a1a2δr(m)

+
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2)m+
∑

i1+i2+i3=r
0≤i1,i2<r
0<i3<r

di1(a1)di2(a2)di3(m).

By the condition Cs, the above expression becomes

δr(a1a2)m =
{
δr(a1)a2 + a1δr(a2) +

∑
i1+i2=r
0<i1,i2<r

di1(a1)di2(a2)
}
m.

Since δr(A) ⊆ A + M and M is faithful as left A-module, the above relation implies
that

δr(a1a2)p =
{
δr(a1)a2 + a1δr(a2) +

∑
i1+i2=r
0<i1,i2<r

di1(a1)di2(a2)
}
p. (3.2)

Also, [a1, q] = 0 for all a1 ∈ A

0 = Lr(pn(a1, q, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(δi1(a1), δi2(q), δi3(q), · · · , δin(q))

= pn(δr(a1), q, q, · · · , q) + pn(a1, δr(q), q, · · · , q)
+pn(a1, q, δr(q), q, · · · , q) + · · ·+ pn(a1, q, q, · · · , δr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(di1(a1), di2(q), di3(q), · · · , din(q))

= pn−1([δr(a1), q], q, · · · , q) + pn−1([a1, δr(q)], q, · · · , q)
+

∑
i1+i2=r
0<i1,i2<r

pn−1([di1(a1), di2(q)], q, · · · , q).

Since δr(A) ⊆ A + M, δr(q) ∈ M. The above equation implies that

0 = δr(a1)q + a1δr(q) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(q) for all a1 ∈ A. (3.3)

On substituting a1 by a2 and a1a2 in (3.3) respectively, we get

0 = δr(a2)q + a2δr(q) +
∑

i1+i2=r
0<i1,i2<r

di1(a2)di2(q) (3.4)
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and
0 = δr(a1a2)q + a1a2δr(q) +

∑
i1+i2=r
0<i1,i2<r

di1(a1a2)di2(q). (3.5)

Now left multiplying a1 in (3.4) and combining it with (3.5) gives

δr(a1a2)q +
∑

i1+i2+i3=r
0<i1,i2,i3<r

di1(a1)di2(a2)di3(q) = a1δr(a2)q

which implies that

δr(a1a2)q +

r−1∑
i1=1

di1(a1)
∑

i2+i3=r
0<i2,i3<r

di2(a2)di3(q) = a1δr(a2)q.

Now using the condition Cs, we find that

δr(a1a2)q −
r−1∑
i1=1

di1(a1)dr−i1(a2)q = a1δr(a2)q

gives us

δr(a1a2)q = a1δr(a2)q +

r−1∑
i1=1

di1(a1)dr−i1(a2)q.

Hence,

δr(a1a2)q =
{
δr(a1)a2 + a1δr(a2) +

∑
i1+i2=r
0<i1,i2<r

di1(a1)di2(a2)
}
q. (3.6)

Now adding the (3.2) and (3.6), we have

δr(a1a2) = δr(a1)a2 + a1δr(a2) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2).

Similarly, we can obtain that

δr(b1b2) = δr(b1)b2 + b1δr(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(b2)

for all b1, b2 ∈ B.

Lemma 3.7. For any a ∈ A,m ∈ M and b ∈ B, we have

1. δr(a+m)− δr(a)− δr(m) ∈ Z(T);
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2. δr(b+m)− δr(b)− δr(m) ∈ Z(T)

for r ∈ N.

Proof. Let a ∈ A and m,m1 ∈ M. Since [a,m1] = [a+m,m1], we find

Lr(pn(a,m1, q, · · · , q)) = Lr(pn(a+m,m1, q, · · · , q)). (3.7)

Using induction hypothesis, Lemma 3.3 and (3.7) reduces to

pn(δr(a),m1, q, · · · , q) = pn(δr(a+m),m1, q, · · · , q).

Therefore, [δr(a),m1] = [δr(a+m),m1] and hence [δr(a+m)−δr(a),M] = 0. Hence,
we get that

δr(a+m)− δr(a)− p(δr(a+m)− δr(a))q

= p(δr(a+m)− δr(a))p+ q(δr(a+m)− δr(a))q ∈ Z(T) (3.8)

for all a ∈ A,m ∈ M. Applying Lemma 3.2, 3.4 and Remark 3.1, we have

p(δr(a+m)− δr(a))q

= [p, δr(a+m)− δr(a)]

= [p,Lr(a+m)]− [p,Lr(a)]

= Lr(pn(p, a+m, q, · · · , q))− pn(Lr(p), a+m, q, · · · , q)
−pn(p, a+m,Lr(q), · · · , q)− · · · − pn(p, a+m, q, · · · ,Lr(q))

−
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(p), δi2(a+m), δi3(q), · · · , δin(q))

−Lr(pn(p, a, q, · · · , q)) + pn(Lr(p), a, q, · · · , q)
+pn(p, a,Lr(q), · · · , q) + · · ·+ pn(p, a, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(p), δi2(a), δi3(q), · · · , δin(q))

= Lr(pn(p,m, q, · · · , q))
= Lr(m) = δr(m).

From (3.8), it follows that δr(a+m)− δr(a)− δr(m) ∈ Z(T) for all a ∈ A,m ∈ M.
Similarly, we can prove δr(b+m)− δr(b)− δr(m) ∈ Z(T) for all b ∈ B,m ∈ M.

Lemma 3.8. δr is additive on A,M and B.
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Proof. Using m1 +m2 = pn(p+m1,m2 + q, q, · · · , q) and Lemma 3.4, we find that

δr(m1 +m2) = Lr(pn(p+m1,m2 + q, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(δi1(p+m1), δi2(m2 + q), δi3(q), · · · , δin(q))

= pn(δr(p+m1),m2 + q, q, · · · , q)
+pn(p+m1, δr(m2 + q), q, · · · , q)
+pn(p+m1,m2 + q, δr(q), q, · · · , q)
+ · · ·+ pn(p+m1,m2 + q, q, · · · , δr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(p+m1), δi2(m2 + q), δi3(q), · · · , δin(q))

= pn−1([δr(p+m1),m2 + q], q, · · · , q)
+pn−1([p+m1, δr(m2 + q)], q, · · · , q)

= pn−1([δr(p) + δr(m1),m2 + q], · · · , q)
+pn−1([p+m1, δr(m2) + δr(q)], · · · , q)

= δr(p) + δr(m1) + δr(m2) + δr(q)

= δr(m1) + δr(m2)

for all m1,m2 ∈ M. Now,

δr((a1 + a2)m) = δr(a1m) + δr(a2m)

= δr(a1)m+ a1δr(m) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(m)

+δr(a2)m+ a2δr(m) +
∑

i1+i2=r
0<i1,i2<r

di1(a2)di2(m) (3.9)

for all a1, a2 ∈ A and m ∈ M. On the other hand,

δr((a1 + a2)m) = δr(a1 + a2)m+ (a1 + a2)δr(m)

+
∑

i1+i2=r
0<i1,i2<r

di1(a1 + a2)di2(m). (3.10)

Combining (3.9), (3.10) and applying condition Cs, we have

δr(a1 + a2)m = δr(a1)m+ δr(a2)m. (3.11)

Since δr(A) ⊆ A + M and M is faithful as left A. Then (3.11) implies that

δr(a1 + a2)p = δr(a1)p+ δr(a2)p. (3.12)

Replace a1 for a1 + a2 in (3.3), we get

0 = δr(a1 + a2)q + (a1 + a2)δr(q) +
∑

i1+i2=r
0<i1,i2<r

di1(a1 + a2)di2(q) (3.13)
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for all a1 ∈ A. Combining (3.13) with (3.3) and (3.4), we obtain

δr(a1 + a2)q = δr(a1)q + δr(a2)q. (3.14)

Addition of (3.12) and (3.14) implies that δr(a1+a2) = δr(a1)+δr(a2) for all a1, a2 ∈
A.

Similarly, we can deduce that δr(b1 + b2) = δr(b1)+δr(b2) for all b1, b2 ∈ B.

Lemma 3.9. δr(a + m + b) − δr(a) − δr(m) − δr(b) ∈ Z(T) for all a ∈ A,m ∈
M, b ∈ B.

Proof. Using induction hypothesis and fact δr(q) ∈ M. On one hand, we have

Lr(pn(a+m+ b),m1, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(δi1(a+m+ b), δi2(m1), δi3(q), · · · , δin(q))

= pn(δr(a+m+ b),m1, q, · · · , q) + pn(a+m+ b, δr(m1), q, · · · , q)
+pn(a+m+ b,m1, δr(q), q, · · · , q) + · · ·+ pn(a+m+ b,m1, q, · · · , δr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(a+m+ b), δi2(m1), δi3(q), · · · , δin(q))

= pn−1([δr(a+m+ b),m1], q, · · · , q) + pn−1([a+m+ b, δr(m1)], q, · · · , q)
= [δr(a+m+ b),m1] + [a+m+ b, δr(m1)]

= [δr(a+m+ b),m1] + [a, δr(m1)] + [b, δr(m1)] (3.15)

for all a ∈ A,m,m1 ∈ M, b ∈ B. On the other hand, using Lemma 3.8, we obtain

Lr(pn(a+m+ b,m1, q, · · · , q))
= Lr([a,m1] + [b,m1])

= Lr(pn(a,m1, q, · · · , q)) + Lr(pn(b,m1, q, · · · , q))
=

∑
i1+i2+···+in=r

pn(δi1(a), δi2(m1), δi3(q), · · · , δin(q))

+
∑

i1+i2+···+in=r

pn(δi1(b), δi2(m1), δi3(q), · · · , δin(q))

= pn(δr(a),m1, q, · · · , q) + pn(a, δr(m1), q, · · · , q)
+

∑
i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(a), δi2(m1), δi3(q), · · · , δin(q))

+pn(δr(b),m1, q, · · · , q) + pn(b, δr(m1), q, · · · , q)
+

∑
i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(b), δi2(m1), δi3(q), · · · , δin(q))

= pn−1([δr(a),m1], q, · · · , q) + pn−1([a, δr(m1)], q, · · · , q)
+pn−1([δr(b),m1], q, · · · , q) + pn−1([b, δr(m1)], q, · · · , q)

= [δr(a),m1] + [a, δr(m1)] + [δr(b),m1] + [b, δr(m1)] (3.16)
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for all a ∈ A,m,m1 ∈ M, b ∈ B. Combining (3.15) and (3.16), we get

[δr(a+m+ b)− δr(a)− δr(b),M] = 0,

which in turn implies that

δr(a+m+ b)− δr(a)− δr(b)− p(δr(a+m+ b)− δr(a)− δr(b))q ∈ Z(T)

for all a ∈ A,m ∈ M, b ∈ B.

p(δr(a+m+ b)− δr(a)− δr(b))q

= [p, δr(a+m+ b)− δr(a)− δr(b)]

= [p,Lr(a+m+ b)]− [p,Lr(a)]− [p,Lr(b)]

= Lr(pn(p, a+m+ b, q, · · · , q))− pn(Lr(p), a+m+ b, q, · · · , q)
−pn(p, a+m+ b,Lr(q), · · · , q)− · · · − pn(p, a+m+ b, q, · · · ,Lr(q))

−
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(p), δi2(a+m+ b), δi3(q), · · · , δin(q))

−Lr(pn(p, a, q, · · · , q)) + pn(Lr(p), a, q, · · · , q)
+pn(p, a,Lr(q), · · · , q) + · · ·+ pn(p, a, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(p), δi2(a), δi3(q), · · · , δin(q))

−Lr(pn(p, b, q, · · · , q)) + pn(Lr(p), b, q, · · · , q)
+pn(p, b,Lr(q), · · · , q) + · · ·+ pn(p, b, q, · · · ,Lr(q))

+
∑

i1+i2+···+in=r
0≤i1,i2,··· ,in<r

pn(δi1(p), δi2(b), δi3(q), · · · , δin(q))

= Lr(pn(p,m, q, · · · , q))
= Lr(m) = δr(m).

This leads to δr(a+m+ b)− δr(a)− δr(m)− δr(b) ∈ Z(T) for all a ∈ A,m ∈ M, b ∈
B.

Remark 3.2. Now we establish a mapping gr : T→ Z(T) by

gr(x) = δr(x)− δr(pxp)− δr(pxq)− δr(qxq) for all x ∈ T.

Obviously, gr(A) = gr(M) = gr(B) = 0. Observe that gr(pn(T,T, · · · ,T)) = 0. Define a
mapping dr(x) = δr(x)− gr(x) for all x ∈ T. It is easy to verify for each r ∈ N, dr satisfies
dr(a+m+ b) = dr(a) + dr(m) + dr(b). From the definition of dr and gr, it follows that

Lr = δr + fr = dr + gr + fr = dr + hr, where hr = gr + fr.
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Proof. [Proof of Theorem 3.1] Suppose x, y ∈ T such that x = a1 + m1 + b1 and
y = a2 +m2 + b2. Then

dr(x+ y) = dr
(
(a1 +m1 + b1) + (a2 +m2 + b2)

)
= dr

(
(a1 + a2) + (m1 +m2) + (b1 + b2)

)
= δr(a1 + a2) + δr(m1 +m2) + δr(b1 + b2)

= δr(a1) + δr(a2) + δr(m1) + δr(m2) + δr(b1) + δr(b2)

= dr(a1 +m1 + b1) + dr(a2 +m2 + b2)

= dr(x) + dr(y).

By Lemma 3.6 and Lemma 3.7, we have

dr(xy) = dr
(
(a1 +m1 + b1)(a2 +m2 + b2)

)
= δr(a1a2 + a1m2 +m1b2 + b1b2)

= δr(a1)a2 + a1δr(a2) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2)

+δr(a1)m2 + a1δr(m2) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(m2)

+δr(m1)b2 +m1δr(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(m1)di2(b2)

+δr(b1)b2 + b1δr(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(b2). (3.17)
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On the other hand, we have

dr(x)y + xdr(y) +
∑

i1+i2=r
0<i1,i2<r

di1(x)di2(y)

= (δr(a1) + δr(m1) + δr(b1))y + x(δr(a2) + δr(m2) + δr(b2))

+
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(m2)

+
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(m1)di2(a2)

+
∑

i1+i2=r
0<i1,i2<r

di1(m1)di2(m2) +
∑

i1+i2=r
0<i1,i2<r

di1(m1)di2(b2)

+
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(a2) +
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(m2)

+
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(b2). (3.18)

By using condition Cs, and from Lemma 3.6, we have

dr(x)y + xdr(y) +
∑

i1+i2=r
0<i1,i2<r

di1(x)di2(y)

= δr(a1)a2 + a1δr(a2) +
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(a2) + δr(a1)m2 + a1δr(m2)

+
∑

i1+i2=r
0<i1,i2<r

di1(a1)di2(m2) + δr(m1)b2 +m1δr(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(m1)di2(b2)

+δr(b1)b2 + b1δr(b2) +
∑

i1+i2=r
0<i1,i2<r

di1(b1)di2(b2). (3.19)

Combining (3.17) and (3.19) ,we get dr(xy) = dr(x)y+xdr(y)+
∑

i1+i2=r
0<i1,i2<r

di1(x)di2(y).

This implies that, {dr}r∈N is an additive higher derivation on T. Finally, there ex-
ists a map hr : T → Z(T) such that hr(pn(T,T, · · · ,T)) = Lr(pn(T,T, · · · ,T)) −
dr(pn(T,T, · · · ,T)) = 0. This completes the proof.

As a direct consequence of Theorem 3.1, we have the following result:

Corollary 3.1. [3, Theorem 3.1] Let T = Tri(A,M,B) be a 2-torsion free trian-
gular algebra consisting of unital algebras A,B and a faithful unital (A,B)-bimodule
M. Suppose that T satisfies the following conditions:
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1. πA(Z(T)) = Z(A) and πB(Z(T)) = Z(B),

2. Z(A) = {a ∈ A [[a, x], y] = 0 ∀ x, y ∈ A}
or Z(B) = {b ∈ B [[b, x], y] = 0 ∀ x, y ∈ B}.

Then every multiplicative Lie triple higher derivation L = {Lr}r∈N on T has the
standard form. More precisely, there exists an additive higher derivation D =
{dr}r∈N on T and a sequence of functionals {hr}r∈N which annihilates all Lie triple
product [[x1, x2], x3] for all x1, x2, x3 ∈ T such that Lr(x) = dr(x) + hr(x) for all
x ∈ T and r ∈ N.

4. Applications

In this section, we apply Theorem 3.1 to some triangular and related algebras,
such as upper triangular matrix algebras, block upper triangular matrix algebras,
nest algebras, incidence algebras.

Since an arbitrary derivation on T (N ) is inner and in view of [23, Proposition
2.6], we know that an arbitrary higher derivation on T (N ) is inner.

Corollary 4.1. Let X be an infinite dimensional Banach space over the real or
complex field F , N be a nest on X which contains a nontrivial element comple-
mented in X and T (N ) be a nest algebra. Then for every multiplicative Lie n-higher
derivation L = {Lr}r∈N, there exists an inner higher derivation {dr}r∈N on T (N )
and a sequence of functionals {hr}r∈N which annihilates all (n−1)-th commutators
pn(T (N ), T (N ), · · · , T (N )) such that Lr = dr +hr, where dr : T (N )→ T (N ) and
hr : T (N )→ FI for r ∈ N.

Corollary 4.2. Let N be a nest of a Hilbert space H dimension greater than 2
and T (N ) be a nontrivial nest algebra. Then for every multiplicative Lie n-higher
derivation L = {Lr}r∈N, there exists an inner higher derivation {dr}r∈N on T (N )
and a sequence of functionals {hr}r∈N which annihilates all (n−1)-th commutators
pn(T (N ), T (N ), · · · , T (N )) such that Lr = dr +hr, where dr : T (N )→ T (N ) and
hr : T (N )→ FI for each r ∈ N.

If Hilbert spaceH is finite dimensional, then nest algebras are upper block triangular
matrices algebras [7].

Corollary 4.3. Let R be a (n − 1)-torsion free commutative ring with unity and

Bk
m(R)(m ≥ 3) i.e. block upper triangular matrix algebra defined over R with

Bk
m(R) 6= Mm(R). Then for every multiplicative Lie n-higher derivation L = {Lr}r∈N,

there exist an inner higher derivation {dr}r∈N on Bk
m(R) and a sequence of function-

als {hr}r∈N which annihilates all (n − 1)-th commutators

pn(Bk
m(R), Bk

m(R), · · · , Bk
m(R)) such that Lr = dr+hr, where dr : Bk

m(R)→ Bk
m(R)

and hr : Bk
m(R)→ RI for each r ∈ N.
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Proof. It can be easily seen that conditions of Theorem 3.1 hold for block upper

triangular matrix algebra and since all derivations of Bk
m(R) are inner. By [23,

Proposition 2.6] we arrive at that any higher derivation of Bk
m(R) is inner. Hence

the result follows.

Note that Tm(R) ⊆ Bk
m(R) ⊆ Mm(R)(m ≥ 3) is a proper block upper triangular

matrix algebra over a commutative ring R.

Corollary 4.4. Every multiplicative Lie n-higher derivation has standard form on
upper triangular matrix algebra Tm(R).

Incidence algebra. Let R be a commutative ring with unity. Let X be a finite
partially ordered set (poset) with the partial order ≤. We define the incidence
algebra of X over R as I(X,R) = {f : X × X → R f(x, y) = 0 if x � y} with
algebraic operation given by

1. (f + g)(x, y) = f(x, y) + g(x, y),

2. (f ? g)(x, y) =
∑

x≤z≤y
f(x, z)g(z, y),

3. (r.f)(x, y) = r.f(x, y)

for all f, g ∈ I(X,R), r ∈ R and x, y, z ∈ X. Obviously, f is an R-valued function on
{(x, y) ∈ X ×X | x ≤ y}. The product ? is usually called convolution in function
theory. If X is a partially ordered set (poset) with n elements, then I(X,R) is
isomorphic to a subalgebra of the algebra Mn(R) of square matrices over R with
elements [aij ] ∈Mn(R) satisfying aij = 0 if i � j, for some partial order ≤ defined
in the partial order set (poset) {1, . . . , n}. This shows that I(X,R) is a triangular
algebra.

The incidence algebra of a partially ordered set (poset) X is the algebra of func-
tions from the segments of X into R, which extends the various convolutions in
algebras of arithmetic functions. Incidence algebras, in fact, were first considered
by Ward [22] as generalized algebras of arithmetic functions. Rota and Stanley [21]
developed incidence algebras as the fundamental structures of enumerative com-
binatorial theory and allied areas of arithmetic function theory. The theory of
Möbius functions, including the classical Möbius function of number theory and the
combinatorial inclusion-exclusion formula, is established in the context of incidence
algebras. For the later, we refer the reader to [21, Sections 2.1 and 3.7].

In the theory of operator algebras, incidence algebras of a finite poset X are
referred as bigraph algebras or finite dimensional CSL algebras. If X is connected,
then Z(I(X,R)) = RI. Clearly, any incidence algebra I(X,R) is a triangular algebra
and hence it satisfies the condition (]). Then we have

Corollary 4.5. Let R be a (n− 1)-torsion free commutative ring with unity, X be
a connected finite partially ordered set (poset) with the partial order ≤ and I(X,R)
an incidence algebra of X over R. Then every multiplicative Lie n-higher derivation
has the standard form.
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5. For Future Discussions

In this section, we make an attempt to pull out attention of readers towards the
obtainable research problem. Let us observe a more general class of maps. Note
down the sequence of polynomials:

q1(x1) = x1,

q2(x1, x2) = q1(x1) ◦ x2 = x1 ◦ x2,
...

...

qn(x1, x2, · · · , xn) = qn−1(x1, x2, · · · , xn−1) ◦ xn.

The polynomial qn(x1, x2, · · · , xn) is called (n−1)-th anti-commutator where n ≥ 2.
Let R be a commutative ring with unity and A be an R-algebra. A map (not
necessarily linear) J : A → A is said to be a multiplicative Jordan n-derivation on
A if

J(qn(x1, x2, · · · , xn)) =

n∑
i=1

qn(x1, x2, · · · , xi−1, J(xi), xi+1, · · · , xn)

for all x1, x2, · · · , xn ∈ A.
Let N be the set of nonnegative integers and J = {Jr}r∈N be a family of maps Jr :

A → A (not necessarily linear) such that J0 = IA. Then J is called a multiplicative
Jordan n-higher derivation if

Jr(qn(x1, x2, · · · , xn)) =
∑

i1+i2+···+in=r

qn(Ji1(x1), Ji2(x2), · · · , Jin(xn))

for all x1, x2, · · · , xn ∈ A and for each r ∈ N. It is easy to see that any multiplicative
Jordan 2-higher derivation is a multiplicative Jordan higher derivation and multi-
plicative Jordan 3-higher derivation is multiplicative Jordan triple higher derivation.
Thus multiplicative Jordan higher/Jordan triple higher/· · · /Jordan n-higher deriva-
tion collectively known as multiplicative Jordan type higher derivations on A. At
this point, in view of [2, 4], it is reasonable to raise the following open problem as:

Problem 5.1. What is the most general form of multiplicative Jordan type higher
derivations on triangular algebras and which constraints are needed to apply on
triangular algebras?
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Ser. Math. Inform. Vol. 36, No 5 (2021), 1019- 1032

https://doi.org/10.22190/FUMI210406074P

Original Scientific Paper

A NEW UNBIASED ESTIMATOR OF A MULITPLE LINEAR
REGRESSION MODEL OF THE CAPM IN CASE OF

MULTICOLLINEARITY

Dimitrios Pappas1 and Konstantinos Bisiotis2

1Department of Economics, National and Kapodistrian University of Athens,

1 Sofokleous Str, 10559 Athens, Greece
2Department of Statistics, Athens University of Economics and Business,

76 Patission Str, 10434 Athens, Greece

Abstract. In this work we propose an unbiased estimator for a multiple linear re-
gression model of the CAPM in the presence of multicollinearity in the explanatory
variables. Multicollinearity is a common problem in empirical Econometrics. The ex-
isting methods so far have not dealt with cases of perfect multicollinearity. This new
optimization method that belongs to the class of unbiased estimators is suitable for
cases with strong or perfect multicollinearity, imposes restrictions of the minimizing
matrix and produces small standard errors for the estimated parameters. First, we
presented the theoretical background of our approach and next we derive an expression
for the covariance matrix of estimated coefficients. As an example, we have estimated
the basic linear regression model on Apple Inc expected stock returns and we have
examined multivariate extensions of this model in the special case of multicollinearity
using the proposed method.
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Multicollinearity is a problem that occurs when we estimate linear or general-
ized linear models and the independent variables in the regression model are highly
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correlated to each other. This situation has as a result unstable estimates of the
regression coefficients. The coefficients of the model become very sensitive to small
changes in the model. Also, multicollinearity reduces the precision of the estimate
coefficients ([1]). In our work we concentrate in cases where we have strong or per-
fect collinearity between explanatory variables, this means for values of correlation
greater than 0.9.

The Capital Asset Pricing Model (CAPM) was introduced by [24] and [15] based
on the the work of Markowitz on modern portfolio theory ([17], [16]). The CAPM
describes the relationship between expected return and systematic risk for stocks.
It is also widely used for pricing risky securities and generating expected returns
for assets given the risk of those assets and the cost of the capital. The formula for
calculating the CAPM is

(1.1) E(Ri) = Rf + βi(E(Rm)−Rf )

or else

(1.2) Ri = αi + βiRm + εi

where E(Ri) is the expected return of the investment, Rf is the risk-free rate, βi is
the systematic risk given by

(1.3) βi =
cov(Ri, Rm)

σ2(Rm)
,

and E(Rm) is the expected return of market. The quantity E(Rm) − Rf is the
market risk premium. In equation (2), Ri is the return of asset i, αi is a constant
term, Rm refers to the return of the market and εi is an error term. The most
commonly used estimation method for the CAPM is the ordinary least squares
(OLS)([7]).

In [22] the authors derive a multiple linear regression model of the CAPM by
examining various explanatory variables that can be added to the basic CAPM
for the expected returns on Apple Inc.. Their model, in addition to the market
return (S&P500 returns), includes as explanatory variables the average spread and
its interaction term with the market return. The average spread is the difference
between the daily highest ask price and the lowest bid price divided by the price of
the stock at the end of the day.

Various methods have been proposed for dealing with multicollinearity, such as
deleting parameters, principal components regression, ridge regression estimation,
maximum entropy estimators and shrinkage estimators (e.g. see [23], [13], [20]).
The work of [25] introduces the generalized maximum entropy (GME) approach in
order to estimate the quantile regression model for CAPM. The OLS method is
very sensitive to extreme observations and [7] propose a fuzzy regression method
which takes into account possible extreme observations and needs less assumptions
from the OLS method. The method that we apply in our work belongs to the class
of unbiased estimators, such as the minimum dispersion method (see for example
[23]) in contrast to the ridge regression which is a biased estimation method ([26]).
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The aim of the current work is to find a purpose for a new unbiased estimator for
a multiple regression model of CAPM in case of strong multicollinearity using Linear
Algebra techniques. [12] compares through a simulation study various biased and
unbiased alternative estimators to the OLS estimator in the case of collinearity. In
regression analysis, least squares estimations assume that explanatory variables are
not correlated with each other. In the presence of multicollinearity, inference about
the coefficients of regression can be difficult due to instability in the coefficients.

In this work we will apply a solution to a minimization problem for a matrix-
valued function under linear constraints, in the case of a singular matrix. The
theoretical framework of this method is not new and it is based on the paper [19].
Here we adapt and extend this framework by deriving an expression for the co-
variance matrix of estimated coefficients. Our method differs from others on the
restriction of the minimizing matrix to the range of the corresponding quadratic
function. In the case of singular positive matrices, many matrix valued functions
are investigated using a partial ordering. Using matrix analysis results, we propose
this additional relation as a constraint, by taking advantage of the canonical form
related to this class of matrices. Moreover, the singularity of the matrix implies the
use of the Moore-Penrose inverse matrix, giving us a unique minimal norm solution
to the problem.

This paper is organized as follows: In section 2 we present the data and the
multiple regression model and define the special case of multicollinearity. Section
3 introduces the proposed estimation technique in case of multicollinearity and we
estimate the covariance matrix of estimated coefficients. Section 4 presents the
estimation results for the simple CAPM and the multiple regression models of the
CAPM. In addition, the proposed method is tested and compared against another
known methods in terms of the standard errors of the estimated coefficients. Finally,
concluding remarks appear in section 5.

2. Data and the Multiple Regression Model

The multiple linear regression model of the CAPM that we use has the following
form:

(2.1) E(RA) = α+ β1R1 + β2R2 + β3R3 + β4E(Rm) + εt

where E(RA) are the expected daily returns of the asset and E(Rm) are the expected
daily market returns. We remind that the OLS estimator for coefficients of the
multiple regression Y = α+ βX + ε is given by

(2.2) β̂ = (X
′
X)−1X

′
Y

In the presence of collinearity the quantity (X
′
X) is not invertible and the estima-

tion of the variance of the coefficient estimates

(2.3) V ar(β̂) = σ2(X
′
X)−1
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is problematic. If the quantity (X ′X) is not exactly singular but very close to be
non-invertible, then the variance will be large. Moreover, if there is not an exact
linear relationship among the predictor variables but they are close to each other,
then the matrix (X ′X) will be invertible but the inverse matrix will have very large
entries, due to the very small value of the determinant. If some of the variables
are highly correlated then the matrix (X ′X) becomes non-orthogonal and as a
result the inversion is unstable. As for the OLS solution of the model, the analysis
and interpretation of each of the explanatory variables is difficult (see e.g. [13]).
Multicollinearity has several effects in a regression model. For example the high
variance of coefficients may reduce the precision of the estimation or the estimated
coefficients to have the wrong sign. Also, the estimates of the coefficients may
be sensitive to a particular set of the data. In our paper we try to overcome the
problem of multicollinearity and find an unbiased solution. Since the problem with
multicollinearity in multiple regression has infinite solutions, we will choose among
them the minimal norm least squares solution, making use of the Moore-Penrose
inverse.

For the basic CAPM model we use daily data of Apple Inc. stock returns
(APPLE) and the market returns are the S&P500 daily returns (SP500). In the
multiple linear regression model, the observed values are the daily expected stock
returns of Apple Inc. (APPLE). The explanatory variables are the S&P500 daily
returns (SP500), the opening stock price (OPENP), the semi-sum of opening and
lower stock price (OPENLOW) of each day and the closing price (CLOSEP). The
data are from January 1, 2007 until June 6, 2014.

Table 1 presents some descriptive statistics for our data. The skewness of the
data show that they are approximately symmetric. The distributions of the time
series Apple Inc. returns and market S&P500 returns have positive excess kyrtosis
and are leptokurtic. Also the distributions of the opening stock price, the semi-sum
of opening and lower stock price of each day and the closing price are having thinner
tails than those of the normal distribution. Table 2 presents the correlation coef-

APPLE SP500 OPENP OPENLOW CLOSEP
Maximum 0.130 0.11 134.46 132.555 133
Minimum -0.197 -0.095 11.341 11.438 11.171
Mean 0.0001 0.0002 56.77 56.753 56.770
Median 0.001 0.0007 51.031 51.009 56.736
St. Deviation 0.021 0.014 123.119 35.019 35.007
Skewness -0.448 -0.315 0.482 0.481 0.481
Kurtosis 9.725 12.511 2.059 2.057 2.057
Range 0.328 0.204 123.119 121.117 121.829

Table 2.1: Descriptive Statistics for Data. The data are the Apple Inc. stock returns
(APPLE), the S&P 500 daily returns (SP500), the opening stock price (OPENP),
the semi-sum of opening and lower stock price (OPEN LOW) of each day and the
closing price (CLOSEP). The data are from January 1, 2007 until June 6, 2014.
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ficients of the explanatory variables in the multiple regression model. The results
indicate that there is a strong positive relationship between the explanatory vari-
ables except for the market S&P500 returns. For the detection of multicollinearity

SP500 OPENP OPENLOW CLOSEP
SP500 1 0.014 0.018 0.022
OPEN 0.014 1 0.999 0.999
OPENLOW 0.018 0.999 1 0.999
CLOSEP 0.022 0.999 0.999 1

Table 2.2: Correlation coefficients for the explanatory variables: S&P 500 daily
returns (SP500), opening stock price (OPENP), semi-sum of opening and lower
stock price (OPENLOW) of each day, closing stock price (CLOSEP). The data are
from January 1, 2007 until June 6, 2014.

in regression models there are various diagnostic techniques.

In the following part, we will briefly present two of the basic diagnostic tools
for collinearity. The first is the Variance Inflation Factor (VIF) which measures
the inflation of the parameter estimates being computed for all the explanatory
variables in the regression model ([2]). The VIF is given by

(2.4) V IF =
1

1−R2
i

, i = 1, . . . , p

where p is the number of explanatory variables andR2 is the squared multiple corre-
lation coefficient. The VIF has a lower bound value equal to 1 but no upper bound.
Higher values signify that it is difficult to define accurately the contribution of the
predictor variable to a regression model. Usually values higher than 10 indicate
collinearity. Table 2.3 presents the variance inflation factor (VIF) and condition
index results of the explanatory variables for the multiple regression model. From
the results it is obvious that there exists high collinearity between the opening stock
price, the semi-sum of opening and lower stock price of each day and the closing
price. Another measure of collinearity is the condition index. The condition index
(CI) is the square root of the ratio of each eigenvalue λ to the smallest eigenvalue of
X ([6]) and indicates how close the underlying matrix is to a singular matrix. The
condition index is defined as

(2.5) Ck =

√
λ

λmin

where λmin is the smallest eigenvalue value of X
′
X . Values between 10 and 30 are a

sign of multicollinearity and multicollinearity occurs when the value of the condition
indices are greater than 30 ([8]). The results from table 2.3 confirm the existence
of collinearity between the explanatory variables except the S&P500 variable.
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Table 2.3: Results for the Vari-
ance Inflation Factor (VIF) and
condition index for the explana-
tory variables: S&P 500 daily
returns (SP500), opening stock
price (OPENP), semi-sum of
opening and lower stock price
(OPENLOW) of each day, closing
price (CLOSEP). The data are
from January 1, 2007 until June
6, 2014.

Variable VIF Cond. Index
S&P 500 0 1.7323 1
OPEN 5.6830e+14 17.330

OPENLOW 2.2710e+15 182.4603
CLOSEP 5.6740e+14 7.8015e+15

3. Constrained matrix optimization

In this section, we will briefly present the basic concepts of the theoretical back-
ground of our matrix constrained optimization (MCO) method, for more informa-
tion see [19]. As discussed previously, the collinearity of the data makes the quantity
(X

′
X) not invertible (or very close to singular) and the estimation of the variance

of the coefficient estimates

V ar(β̂) = σ2(X
′
X)−1

is problematic. So, a way to tackle the problem is to use a constrained matrix
optimization method, making use of the Moore-Penrose inverse matrix.

Suppose that A ∈ Rn×n is a square matrix with N (A) and R(A) its kernel and
its range respectively. Also we denote as A′ the transpose of the square matrix A.
The generalized inverse, also known as the Moore-Penrose inverse of a matrix A is
the unique matrix A† satisfying the following four Penrose conditions:

(3.1) AA† = (AA†)′, A†A = (A†A)′, AA†A = A, A†AA† = A†.

It is easy to see that AA† is the orthogonal projection of Rn onto R(A) , denoted
by PA, and that A†A is the orthogonal projection of Rn onto R(A

′
) noted by PA′ .

It is also well known that R(A†) = R(A
′
). For more on the Moore-Penrose inverse,

see e.g. [4], [5].
The Moore-Penrose inverse also satisfies the following inequality ([21])

(3.2) ‖ AA†B −B ‖2≤‖ AX −B ‖2

for all X.

We remind that given a matrix R ∈ RM×M , minimizing W ′RW with

W ∈ RM×m

means finding a matrix Ŵ ∈ RM×m such that the m×m matrix (W ′RW−Ŵ ′RŴ )
is positive semidefinite for all W ∈ RM×m. (The Löwner partial ordering for
hermitian nonnegative definite matrices, defined as: A ≥ B, if A − B is positive
semidefinite). See e.g. [3], [10].
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3.1. Matrix Optimization and Linear Regression

Next we assume that t R ∈ RM×M is a positive semidefinite symmetric matrix.
The main problem is the minimization of W ′RW, W ∈ RM×m under the Löwner
ordering, when W satisfies a set of linear constraints :

S = {W ∈ RM×m : C ′W = F}

with C ∈ RM×n, F ∈ Rn×m. As a result, we will find a matrix Ŵ such that
W ′RW ≥ Ŵ ′RŴ for all W ∈ S.
In [9] and [14] where a similar problem is treated the matrix R is assumed to
be positive definite. In our work the matrix R is positive semidefinite (therefore
singular). The difference in our method is that the matrix W will also satisfy the
relation R(W ) ⊆ R(R) in order to overcome the singularity of R.
In our case the positive semidefinite matrix R is singular, N (R) 6= {0} and therefore
we have that W ′RW = 0 for all matrices W of appropriate dimensions belonging
to the set Z = {W : RW = 0} and so, the problem

(3.3) minimize W ′RW,W ∈ S

has many solutions when S ∩ Z 6= Ø.
In other words, since the matrix R is symmetric, we have that R(R) = R(R†)
and therefore we are looking for the minimum of W ′RW under the constraints
C ′W = F and R(W ) ⊆ R(R).
From Theorem 1 in [19] we have that the minimizing problem in eq. 10 has the
unique solution Ŵ = R†C[C ′R†C]†F . In the case now that S is empty then the con-
straint must be replaced by the equation C ′W = F1 = PR(C′R†C)F . The following
Corollary is a consequence of the previous result:

Corollary 3.1. Let R ∈ RM×M a positive semidefinite symmetric matrix, the
matrices W ∈ RM×m, C ∈ RM×n, F ∈ Rn×m with m < M,n < M , and the
equation C ′W = F . The problem:

minimize W ′RW, W ∈ Ŝ

where Ŝ = {W : C ′W = PR(C′R†C)F, such that R(W ) ⊆ R(R)} has a unique
solution among the generalized constrained solutions which is

Ŵ = R†C[C ′R†C]†F

In many statistical applications as in our case, the matrix R is equal to CC ′. In
this case, we have the following proposition:

Proposition 3.1. Let R ∈ RM×M to be a positive semidefinite symmetric matrix
and the matrices W ∈ RM×m, C ∈ RM×n, F ∈ Rn×m with m < M,n < M .
Also, suppose that C ′W = F and the set S = {W : C ′W = F, such that R(W ) ⊆
R(R)} is not empty. Taking as R = CC ′ then the problem:

minimize W ′RW, W ∈ S
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has the unique solution
Ŵ = (C ′)†F

Consider a simple linear model

(3.4) y = Cβ + ε

where y ∈ Rm×1 is a vector of observed data, C ∈ Rm×p the matrix of p observed
covariates, β ∈ Rp×1 vector of parameters to be estimated and ε ∈ Rm×1 the noise
vector. When Rank(C) = p, and C ′C is nonsingular the inverse (C ′C)−1 can be
computed. Then the Best Linear Unbiased Estimator (BLUE) for β is defined as

(3.5) β̂ = (C ′C)−1C ′y = W ′y

In the case when the matrix R is singular, then Theorem 1 in [19] can be applied
to the problem of computing the Best Linear Unbiased Estimator in linear models.
In this specific case, the size of the matrices are:

R ∈ RM×M , W ∈ RM×m, C ∈ Rm×p, I ∈ Rm×m,m < M

In the case when the matrix C is of full rank, then W ′ is the unique left inverse of
C, and therefore, Theorem 1 can be applied to find the optimum matrix Ŵ .

There might be cases, however, where there is a deficiency in rank of the design
matrix C. That means that Rank(C) = r < p < m and thus C ′C is singular. When
m < p ordinary least squares method (OLS) cannot be used to estimate β in linear
model (7). Some methods to overcome this problem have been suggested based on
maximum entropy estimation ([11]) or penalized regression ([18]). We will denote
any generalized inverse of C ′C as (C ′C)−. In such a case there might be several
values of β that lead to same values of Cβ. In addition, the estimator is not unbiased
anymore, since the condition W ′C = I does not necessarily hold. However, let L′β
be linear functions of β such that R( L) ⊂ R(C ′) implying L = C ′A for some A.
Then if (C ′C)− is any generalized inverse of C ′C and

(3.6) β̂ = (C ′C)−C ′y

it can be shown ([23] p. 30) that L′β̂ is the minimum dispersion unbiased esti-
mator (MDLUE) of L′β with dispersion matrix σ2L′(C ′C)−L. In the case when
Rank(C) < p, then C does not have a left inverse, and therefore the constraint
must be slightly modified, as said in Theorem 1 ([19]), since C ′W = I does not
hold.
Following all the above and using Theorem 1 we will minimize W ′RW under the
constraint

C ′W = PR(C′R†C), with R(W ) ⊆ R(R)

where PR(C′R†C) is the orthogonal projection on the range of C ′R†C.
So, from the above discussion and Theorem 1 we have the following Proposition:
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Proposition 3.2. Consider a simple linear model

(3.7) y = Cβ + ε

and let C ∈ RM×m the matrix of m observed covariates with m < M , β ∈ Rm×1 the
vector of parameters to be estimated , R ∈ RM×M a positive semidefinite symmetric
matrix such that R = E(y − Cβ)(y − Cβ)′ . Then,

(3.8) β̂MCO = [R†C[C ′R†C]†]′y

gives a solution which is restricted on a particular set defined by the orthogonal
projection, thus giving the minimum dispersion unbiased estimator of any linear
combination of βMCO.

Moreover, in [23] p. 25, a different way of estimating β̂ is also presented when C is
not of full rank:

(3.9) β̂RMDLUE = (C ′C)−C ′y + (I − (C ′C)−C ′C)w

where (C ′C)− defined as before and w is an arbitrary vector.

The rationale follows from the fact that the empirical predictor (given as ŷ = Cβ̂)

has the same value for all solutions of β that emerge from C ′Cβ̂ = C ′y.

In many practical applications estimation of β relies on either formulas (3.9) or
(3.6). In the next section we will use Proposition 3.2 and hence the result given by
eq.(3.8) in order to solve the multicollinearity problem, finding a unique MDLUE
solution among the infinite solutions that this problem admits. Our solution gives
a model similar to the one found using eq.(3.9) with differences in the coefficients
due to the different choice of the unique solution among the infinite ones.
The variance of all the estimated coefficients using the MCO approach is given by

V (β̂MCO) = V ([R†C[C ′R†C]†]′y)

= ([R†C[C ′R†C]†]′)V (y)([R†C[C ′R†C]†]′)′

= ([R†C[C ′R†C]†]′)σ2[R†C[C ′R†C]†]

Also we have that, since R is symmetric, so (R†)′ = R† :

(3.10)

([R†C[C ′R†C]†]′)([R†C[C ′R†C]†]′)′ = ([R†C[C ′R†C]†]′)(R†C[C ′R†C]†)

= ([C ′R†C]†)′(R†C)′R†C[C ′R†C]†

= ([C ′R†C]′)†C ′R†[R†C[C ′R†C]†

= [C ′R†C]†C ′R†R†C[C ′R†C]†

Denote with K = C ′R† then equation (3.10) becomes

(3.11)
[C ′R†C]†C ′R†R†C[C ′R†C]† = (KC)†KK ′(KC)†

= A†KK ′A†
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where A = KC. As a result the variance of the estimated coefficient β̂MCO is given
by

(3.12) V (β̂MCO) = σ2A†KK ′A†

The standard errors are estimated by taking the square root of the diagonal of
V (β̂MCO).

4. Estimation Results

In this study, we apply our matrix constrained optimization method to two mul-
tivariate regression models. The first (Multiple Regression Model I) contains all
ofl the explanatory variables we previous mentioned. The second model (Multiple
Regression Model II) excludes the variable with the lowest correlation coefficient,
the S&P 500 market returns and as a result we have a model with strong correlation
between the regressors, almost equal to one. As said above, in order to compare
our method, the regression coefficients have been also estimated using the MDLUE
method presented in [23]. Table 4.1 reports the results for the basic CAPM for the
Apple Inc. stock returns and the S&P500 expected returns as the market returns.
The resulting simple CAPM has the following form

E(RAPPLE) = 0.0008 + 0.9568(SP500)

Table 4.1: Capital Asset Pricing
Model (CAPM) coefficients. The
table presents the value of the
coefficients for the Capital Asset
Pricing Model with an intercept
and one explanatory variable, the
S&P 500.

Variable Estimation
Intercept 0.0008
S&P500 0.9568

Table 4.2 presents the coefficients of the multiple linear regression in case of
multicollinearity for the proposed constrained matrix optimization method (MCO,
eq. (16)) and the MDLUE proposed by [23] (RMDLUE, eq. (17)) along with their
standard errors. The multiple linear regression model under MCO is the following:

E(RAPPLE) = 0.0012 + 0.5671(SP500)− 0.0324(OPENP )

+ 0.0005(OPENLOW ) + 0.0334(CLOSEP )

We compare the performance of our approach with the RMDLUE method in
terms of the standard errors of the estimated regression coefficients. One of the
problems of multicollinearity is that affects the standard error of the parameter
estimators. For the Multiple Regression Model I the standard errors for the co-
efficients estimated with the MCO method are smaller in most of the cases than
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MCO Coefficients Std Error t value p-value

Intercept 0.0012 0.0015 0.3257 0.7447
S&P500 0.5671 0.0493 4.1584 < 0.00001
OPEN -0.0324 0.0015 -11.9939 < 0.00001
OPENLOW 0.0005 2.6597e-05 20.6638 < 0.00001
CLOSEP 0.0334 0.0016 12.3642 < 0.00001
RMDLUE Coefficients Std Error t value p-value

Intercept 0.0015 0.7277 2.2479 < 0.00001
S&P500 0.6885 4.7211e-06 28.34 < 0.00001
OPEN -0.1933 0.0082 18.09 < 0.00001
OPENLOW 0.3558 0.0088 -14.64 < 0.00001
CLOSEP -0.1625 0.0825 24.47 < 0.00001

Table 4.2: Multiple Regression Model I.Parameter estimates for the matrix con-
strained optimization method (MCO) and the minimum dispersion linear unbiased
method (RMDLUE) and their standard errors.

those from the RMDLUE approach. The t-value column represents whether the
estimated coefficients of the variables in the multiple regression model are statisti-
cally significant. Also, in the table we present the p-values, the probability that the
variable in the model is not significant. The reported p-values are low, which means
that the variables are statistically significant. The results in table 7 for the Mul-
tiple Regression Model I show that the relationship between the S&P 500 market
returns and the Apple Inc returns is positive and the value of regression coefficient is
0.5671. This means that an increase in the S&P 500 daily market returns lead to an
increase in the Apple Inc returns. The same behavior happens between the Apple
Inc returns the semi-sum of opening and lower stock price (OPENLOW) of each
day and the closing stock price (CLOSEP). In contrast the relationship between the
opening stock price (OPENP) and the Apple Inc returns is negative.

Table 4.3 now presents the coefficients of the multiple linear regression in case
of multicollinearity for the constrained matrix optimization method (MCO) and
the RMDLUE method if we exclude the variable of the stock market returns. The
standard errors for the OPEN, OPENLOW and CLOSEP coefficient are smaller
than those estimated with the RMDLUE approach. The results for both regression
models indicate that the MCO method could be a good alternative when someone
wants to obtain estimates with small standard errors and the variable that appear
to have strong collinearity are all of interest. As previously, the reported p-values
indicate that the variables are statistically significant.
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MCO Coefficients Std Error t value p-value

Intercept 0.0003 0.0015 0.0489 0.961004
OPEN -0.0433 0.0014 -12.2014 < 0.00001
OPENLOW 0.0007 3.0788e-05 20.9787 < 0.00001
CLOSEP 0.0488 0.0014 12.6021 < 0.00001
RMDLUE Coefficients Std Error t value p-value

Intercept 0.0011 6.7648e-04 1.3351 0.182006
OPEN -0.1624 0.009 -29.91 < 0.00001
OPENLOW 0.2850 0.619e-05 54.12 < 0.00001
CLOSEP -0.1226 0.0078 22.57 < 0.00001

Table 4.3: Multiple Regression Model II. Parameter estimates for the matrix con-
strained optimization method (MCO) and the minimum dispersion linear unbiased
method (RMDLUE) and their standard errors. The multiple linear regression model
excludes the S&P500 factor.

5. Concluding Remarks

In this research, we refer to the multicollinearity issue of a multiple regression prob-
lem. Various techniques have been proposed in order to overcome this problem such
as ridge regression or delete the factors that are collinear. The matrix constrained
optimization method that we proposed is an unbiased estimator that can be ap-
plied in situations where exists strong or perfect collinearity and we can not delete
any collinear factor because this may affect the interpretation of the model results
and the factor is important for the analysis. Also, we obtain an expression for the
variance-covariance matrix of the estimated coefficients.
The method is applied in a special case of a multiple linear regression model which is
an extension of the Capital Asset Pricing Model (CAPM). The matrix constrained
optimization method is implemented in two multiple regression models. The differ-
ence between these models is that the first includes an explanatory variable with
low correlation which in the second model,this factor is excluded. The results are
compared with another unbiased linear estimator, the MDLUE, in terms of stan-
dard errors of the estimated parameters. We have mentioned that this technique is
appropriate when high levels of correlations exist among the regressors, and there
is a need for an unbiased estimator. In this case, the solution of deleting the factors
with high collinearity may not be feasible because of the importance of the factors
in the regression model.
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1. Introduction and Preliminaries

The Banach fixed point theorem in metric space has generalized by many re-
searchers in various branches such as cone metric space, b−metric space, Generalized
metric space, Fuzzy metric space etc. Many researchers such as Tiwary et al.[12],
Sarkar et al.([10], [11]), S. Czerwik[3], H. Huang et al.[7], Ding et.al[5], Ozturk[9] and
others have worked on Cone Banach Space, b−metric space, rectangular b−metric
space. George et al.[6] have proved some results in rectangular b−metric space
and have left two open problems for further investigations. Z. D. Mitrović and S.
Radenović [8] has given a partial solutions of Reich and Kannan Type contraction
in rectangular b−metric space. In this paper we have given partial solution of Cirić
Type, Cirić almost contraction Type, Hardy Rogers Type contraction condition in
rectangular b−metric space with some corollaries.

The following definitions are required to prove the main results.
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Definition 1.1. [1] Let X be a non-empty set s ≥ 1 a real number. A function
d : X ×X → R is a said to be a b− metric if for a distinct point u ∈ X, different
from x and y, the following conditions holds:

(i) d(x, y) ≥ 0 and d(x, y) = 0 if and only if x = y;

(ii) d(x, y) = d(y, x);

(iii) d(x, y) ≤ s[d(x, u) + d(u, y)].

The pair (X, d) is called a b−metric space ( in short bMS) with coefficient s ≥ 1.

Definition 1.2. [6] Let X be a non-empty set s ≥ 1 a real number. A function
d : X × X → R is a said to be a rectangular b− metric if for all distinct points
u1, u2 ∈ X, all are different from x and y, the following conditions holds:

(i) d(x, y) ≥ 0 and d(x, y) = 0 if and only if x = y;

(ii) d(x, y) = d(y, x);

(iii) d(x, y) ≤ s[d(x, u1) + d(u1, u2) + d(u2, y)].

The pair (X, d) is called a rectangular b−metric space ( in short RbMS) with coef-
ficient s ≥ 1.

If s = 1 then (X, d) is called a rectangular metric space ( in short RMS).

Definition 1.3. [6] Let (X, d) be a rectangular b−metric space, {xn} be a se-
quence in X and x ∈ X.
Then

i) the sequence {xn} is said to be convergent in (X, d) and converges to x if for
every ε > 0 there exists n0 ∈ N such that d(xn, x) < ε for all n ≥ n0 and this fact
is represented by limn→∞ xn = x or xn → x as n→∞;

ii) The sequence {xn} is said to be Cauchy sequence in (X, d) if for every ε > 0
there exists n0 ∈ N such that d(xn, xn+p) < ε for all n ≥ n0; p > 0 or equivalently,
if limn→∞ d(xn, xn+p) = 0 for all p > 0;

iii) (X, d) is said to be a complete rectangular b−metric space if every Cauchy
sequence in X converges to some x ∈ X.

R. George et al. [6] has proved the result.

Theorem 1.1. ( [6], Theorem 2.1) Let (X, d) be a complete rectangular b−metric
space with coefficient s > 1 and T : X → X be a mapping satisfying

d(Tx, Ty) < λd(x, y)

for all x, y ∈ X with x 6= y, where λ ∈ [0, 1s ]. Then T has a unique fixed point.
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2. Main Results

Our main resuts are as follows:

Theorem 2.1. Let (X, d) be a complete rectangular b−metric space with coeffi-
cient s > 1 and {T i} be a sequence of self-maps satisfying the condition

d(T ix, T jy) ≤ αmax{d(x, y), d(x, T ix), d(y, T jy), d(x, T jy), d(y, T ix)}+Ld(y, T ix),
where the constants α,L ≥ 0 and α + L < 1. Then the sequence {T i} have unique
common fixed point in X.

Proof. Let x0 ∈ X be an arbitrary. We construct a sequence for a fixed i ∈ N such
that xn = T ixn−1 where n ∈ N.

Let, dn = d(xn, xn+1) and d∗n = d(xn, xn+2).
Then

d(xn, xn+1) = d(T ixn−1, T
jxn)

≤ αmax{d(xn−1, xn), d(xn−1, T
ixn1

), d(xn, T
jxn), d(xn−1, T

jxn), d(xn, T
ixn−1)}+

Ld(xn, T
ixn−1)

≤ αmax{d(xn−1, xn), d(xn−1, xn), d(xn, xn+1), d(xn−1, xn+1), d(xn, xn)}+Ld(xn, xn).

(2.1) ≤ αmax{dn−1, dn, d∗n−1}.

Suppose, {dn} is monotone increasing sequence. Then from equation (2.1) we get,

dn ≤ αmax{dn, d∗n−1}.

If dn > d∗n−1, then from (2.1) we get, dn ≤ αdn which implies, 1 ≤ α, a contradic-
tion.
Therefore,

dn ≤ d∗n−1.

Then from (2.1), we get

dn ≤ αd∗n−1 ≤ α2d∗n−2 ≤ . . . ≤ αnd∗0

implies, dn = 0 as n → ∞. Suppose, {dn} is monotone decreasing sequence. then
from (2.1), we get

(2.2) dn ≤ αmax{dn−1, d∗n−1}.

If dn−1 ≤ d∗n−1, then from (2.2), we get

dn = αd∗n−1 ≤ α2d∗n−2 ≤ . . . ≤ αnd∗0

implies,
lim
n→∞

dn = 0.

Again suppose d∗n−1 ≤ dn−1, then from (2.2) we have,
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dn = αdn−1 ≤ α2dn−2 ≤ . . . ≤ αnd0

implies, limn→∞ dn = 0.

Thus for all cases limn→∞ dn = 0.

Now we show

(2.3) lim
n→∞

d(xn, xn+p) = 0

holds good by Mathematical Induction on p ∈ N.
Clearly, (2.3) hold for p = 1.

Suppose it holds for p i.e., limn→∞ d(xn, xn+p) = 0. So limn→∞ d(xn+1, xn+p+1) =
0.
We have to show

limn→∞ d(xn, xn+p+1) = 0.
Since

d(xn, xn+p+1) ≤ s[d(xn, xn+1) + d(xn+1, xn+p) + d(xn+p, xn+p+1)].

Therefore,

(2.4) lim
n→∞

d(xn, xn+p+1) ≤ s lim
n→∞

d(xn+1, xn+p).

Case I: If p = 2m,m ∈ N. Then from (2.4) we get,

lim
n→∞

d(xn, xn+p+1) ≤ s lim
n→∞

d(xn+1, xn+2m)

≤ s2 lim
n→∞

d(xn+1+1, xn+2m−1)

≤ s3 lim
n→∞

d(xn+1+2, xn+2m−2)

...

≤ sm+1 lim
n→∞

d(xn+m, xn+m+1)

= 0.

Case II: If p = 2m+ 1,m ∈ N, then from (2.4) we get,

lim
n→∞

d(xn, xn+2m+1+1) ≤ s lim
n→∞

d(xn+1, xn+2m+1)

≤ s2 lim
n→∞

d(xn+1+1, xn+2m−1)

≤ s3 lim
n→∞

d(xn+1+2, xn+2m−2)
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...

≤ sm lim
n→∞

d(xn+m, xn+m+1)

= 0.

Thus
lim

n→∞
d(xn, xn+p+1) = 0.

Therefore, by Mathematical Induction limn→∞ d(xn, xn+p) = 0 for all p ∈ N.
So {xn} is a Cauchy sequence. Since X is complete, there exists an x ∈ X such that
limn→∞ xn = x. So limn→∞ T ixn = limn→∞ xn+1 = x i.e., limn→∞ d(T ixn, x) = 0.

Now

lim
n→∞

d(T ixn, x) ≤ lim
n→∞

s[d(T ixn, xn+1) + d(xn+1, xn) + d(xn, x)]

(2.5) = s lim
n→∞

d(T ixn, xn+1).

Again,
lim
n→∞

d(T ix, xn+1)

= lim
n→∞

d(T ix, T jxn)

≤ lim
n→∞

αmax{d(x, xn), d(x, T ix), d(xn, T
jxn), d(x, T jxn), d(xn, T

ix)}

+Ld(xn, T
ix),

(2.6) = αmax{0, lim
n→∞

d(x, T ix), 0, 0, lim
n→∞

d(xn, T
ix)}+ Ld(xn, T

ix).

If
lim
n→∞

d(x, T ix) ≤ lim
n→∞

d(xn, T
ix)},

then from above (2.6) we get,

lim
n→∞

d(T ix, xn+1) ≤ lim
n→∞

(α+ L)d(xn, T
ix)}

≤ lim
n→∞

(α+ L)2d(xn−1, T
ix)}

...

≤ lim
n→∞

(α+ L)n+1d(x0, T
ix)}

implies,
lim
n→∞

d(T ix, xn+1) = 0[ since α+ L < 1].
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Again form (2.5) we get,

lim
n→∞

d(T ix, x) ≤ lim
n→∞

sd(T ix, xn+1) = 0.

Therefore, d(T ix, x) = 0 implies, T ix = x.
If limn→∞ d(T ix, xn) ≤ limn→∞ d(T ix, x), then from (2.6) we get,

lim
n→∞

d(T ix, xn+1) ≤ lim
n→∞

(α+ L)d(T ix, x)}.

Therefore from (2.5) we get,

d(T ix, x) ≤ lim
n→∞

(α+ L)d(T ix, x)} < d(T ix, x),

a contradiction.
Thus x is a common fixed point of {T i}.

Let, y be another common fixed point.
Then

d(x, y) = d(T ix, T jy)
≤ αmax{d(x, y), d(x, T ix), d(y, T jy), d(x, T jy), d(y, T ix)}+ Ld(y, T ix)
= αmax{d(x, y), d(x, x), d(y, y), d(x, y), d(y, x)}+ Ld(y, x)
= (α+ L)d(x, y)
< d(x, y),
which is a contradiction.

Therefore, d(x, y) = 0 implies, x = y.
Hence {T i} have unique common fixed point in X.

Note: The theorem is a partial solution of Open Problem 2 of George et al.[6]
another Cirić type [c.f [2]].

Corollary 2.1. Let (X, d) be a complete rectangular b−metric space with coeffi-
cient s > 1 and T1 and T2 be two self-maps satisfying the condition

d(T1x, T2y) ≤ αmax{d(x, y), d(x, T1x), d(y, T2y), d(x, T2y), d(y, T1x)}+ Ld(y, T1x),

where the constants α,L ≥ 0 and α + L < 1. Then the sequence T1 and T2 have
unique common fixed point in X.

Proof. Putting T i = T1 and T j = T2 in the above Theorem 2.1 we get the re-
sult.

Corollary 2.2. Let (X, d) be a complete rectangular b−metric space with coeffi-
cient s > 1 and T be a self-map satisfying the condition

d(Tx, Ty) ≤ αmax{d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)}+ Ld(y, Tx),

where the constants α,L ≥ 0 and α + L < 1. Then the sequence T have a unique
fixed point in X.
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Proof. Putting T i = T j = T in the above Theorem 2.1 we get the desired re-
sult.

Theorem 2.2. Let (X, d) be a complete rectangular b-metric space with coefficient
s > 1. Let T : X → X satisfying

d(Tx, Ty) ≤ kmax{d(x, y), d(x, Tx), d(y, Ty),
1

2
[d(x, Tx) + d(y, Ty)]}

where k ∈ (0, 1). Then T has a unique fixed point.

Proof. Let us consider x0 in X as an initial point. Let {xn} be a sequence given by
xn = Txn−1 for all n ∈ N. If xn = Txn i.e., xn = xn+1, then for all n ∈ N, xn is a
fixed point of T. So we assume that xn 6= xn+1.
Now

d(xn, xn+1) = d(Txn−1, Txn)

≤ kmax{d(xn−1, xn), d(xn−1, Txn−1), d(xn, Txn),

1

2
[d(xn−1, Txn−1) + d(xn, Txn)]}

≤ kmax{d(xn−1, xn), d(xn−1, Txn−1), d(xn, Txn)}

≤ kmax{d(xn−1, xn), d(xn−1, xn), d(xn, xn+1).}

Suppose d(xn−1, xn) ≤ d(xn, xn+1). Then from above we get

d(xn, xn+1) ≤ kd(xn, xn+1),

which is a contradiction.
Therefore, d(xn, xn+1) ≤ d(xn−1, xn). Thus {d(xn, xn+1)} is a monotone decreasing
sequence of non-negative real numbers. So it converges to a (say).
Then

a = lim
n→∞

d(xn, xn+1) = lim
n→∞

d(Txn−1, Txn)

≤ k lim
n→∞

max{d(xn−1, xn), d(xn−1, Txn−1), d(xn, Txn),

1

2
[d(xn−1, Txn−1) + d(xn, Txn)]}

= k lim
n→∞

max{d(xn−1, xn), d(xn−1, xn), d(xn, xn+1)}

= k lim
n→∞

d(xn−1, xn) = k a

implies, a = 0 i.e., limn→∞ d(xn−1, xn) = 0.
Next, we show that {xn} is a Cauchy sequence i.e., limn→∞ d(xn, xn+p) = 0.
First we suppose that p = odd i.e., p = 2m+ 1,m ∈ N.
Then

d(xn, xn+2m+1) ≤ s[d(xn, xn+1) + d(xn+1, xn+2) + d(xn+2, xn+2m+1)]
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≤ 2sd(xn, xn+1) + s2[d(xn+2, xn+3) + d(xn+3, xn+4) + d(xn+4, xn+2m+1)]

≤ 2sd(xn, xn+1) + 2s2d(xn+2, xn+3) + . . .+ 2sm d(xn+2m, xn+2m+1)

≤ 2s[1 + s+ s2 + . . .+ sm−1]d(xn, xn+1)

= 2s(
sm−1 − 1

s− 1
)d(xn, xn+1).

Therefore,

limn→∞ d(xn, xn+p) = 0 as limn→∞ d(xn, xn+1) = 0.

Again suppose p = even = 2m,m ∈ N.
Then

d(xn, xn+2m) ≤ s[d(xn, xn+1) + d(xn+1, xn+2) + d(xn+2, xn+2m)]

≤ 2sd(xn, xn+1) + 2s2[d(xn+2, xn+3) + d(xn+3, xn+4) + d(xn+4, xn+2m)

≤ 2sd(xn, xn+1) + 2s2d(xn+2, xn+3) + . . .+ 2sm d(xn+2m−1, xn+2m)

≤ 2s[1 + s+ s2 + . . .+ sm−1]d(xn, xn+1)

= 2s(
sm−1 − 1

s− 1
)d(xn, xn+1).

Therefore again we get,
lim
n→∞

d(xn, xn+p) = 0.

Thus {xn} is a Cauchy sequence. Since X is a complete space, there exists an x ∈ X
such that

lim
n→∞

d(xn, x) = 0.

Now we show that x is a fixed point of T.
Since

lim
n→∞

d(xn+1, Tx) = lim
n→∞

d(Txn, Tx)

≤ k lim
n→∞

max{d(xn, x), d(xn, Txn), d(x, Tx),
1

2
[d(xn, Txn) + d(x, Tx)]}

≤ k lim
n→∞

max{d(xn, x), d(xn, xn+1), d(x, Tx)}

≤ k lim
n→∞

d(x, Tx)

which implies, d(x, Tx) = 0 i.e., x is a fixed point of T.
To show the uniqueness, let x′ be another fixed point of T.
Then

d(x, x′) = d(Tx, Tx′)
≤ kmax{d(x, x′), d(x, Tx), d(x′, Tx′), 12 [d(x, Tx) + d(x′, Tx′)]}
≤ kmax{d(x, x′), d(x, x), d(x′, x′), 12 [d(x, x) + d(x′, x′)]}
= kd(x, x′)
which implies, d(x, x′) = 0 i.e., x is unique.

Hence the result.
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Note: This theorem is a partial solution of the Open Problem 2 of George et
al.[6] of Cirić type.

The next theorem is also a partial solution of Open Problem 2 of George et
al.[6] of Hardy-Rogers Type contraction.

Theorem 2.3. Let (X, d) be a complete rectangular b−metric space with coeffi-
cient s > 1. Let T : X → X be a self-map satisfying the relation

(2.7) d(Tx, Ty) ≤ α1d(x, y) + α2d(x, Tx) + α3d(y, Ty) + α4d(x, Ty) + α5d(y, Tx)

where αi ≥ 0,∀i = 1, 2, 3, 4, 5 and α1 +α2 +α3 +α4 +α5 <
1
s . Then T has a unique

fixed point.

Proof. Let x0 ∈ X be an initial approximation. We construct a sequence {xn} in X
such that xn = Txn−1 for all n ∈ N. Suppose dn(xn, xn+1) and d∗n(xn, xn+2). Then
byn the given condition (2.7) we get

dn = d(xn, xn+1) = d(Txn−1, Txn)

≤ α1d(xn−1, xn) + α2d(xn−1, Txn−1) + α3d(xn, Txn) + α4d(xn−1, Txn)

+α5d(xn, Txn−1)

= α1d(xn−1, xn) + α2d(xn−1, xn) + α3d(xn, xn+1) + α4d(xn−1, xn+1)

+α5d(xn, xn)

= (α1 + α2)dn−1 + α3dn + α4d
∗
n−1

(2.8) implies, (1− α3)dn ≤ (α1 + α2)dn−1 + α4d
∗
n−1.

If dn−1 ≤ d∗n−1, then from (2.8) we get,

(1− α3)dn ≤ (α1 + α2 + α4)d∗n−1
implies,

dn ≤ (
α1 + α2 + α4

1− α3
)d∗n−1 = kd∗n−1 ≤ k2d∗n−2 ≤ . . . ≤ knd∗0 [k =

α1 + α2 + α4

1− α3
< 1 ]

implies, dn → 0 as n→∞.
If dn−1∗ ≤ dn−1, then from (2.8) ,we get

(1− α3)dn ≤ (α1 + α2 + α4)dn−1

implies,

dn ≤ (
α1 + α2 + α4

1− α3
)dn−1

from which we get as above dn → 0 as n→∞.
Now we show that {xn} isa a Cauchy sequence. We show this by Marthematical
Induction on p ∈ N to established

(2.9) lim
n→∞

d(xn, xn+p) = 0.
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Clearly (2.9) holds for p = 1. Suppose it holds for p i.e., limn→∞ d(xn, xn+p) = 0.
So limn→∞ d(xn+1, xn+p+1) = 0.
Thus

lim
n→∞

d(xn, xn+p+1) = lim
n→∞

d(Txn−1, Txn+p)

≤ lim
n→∞

[α1d(xn−1, xn+p) + α2d(xn−1, Txn−1) + α3d(xn+p, Txn+p)

+α4d(xn−1, Txn+p) + α5d(xn+p, Txn−1)]

≤ lim
n→∞

[α1d(xn−1, xn+p) + α2d(xn−1, xn) + α3d(xn+p, xn+p+1)

+α4d(xn−1, xn+p+1) + α5d(xn+p, xn)]

= lim
n→∞

α1d(xn−1, xn+p) + lim
n→∞

α4d(xn−1, xn+p+1)

≤ lim
n→∞

α1s[d(xn−1, xn+1) + d(xn+1, xn) + d(xn, xn+p)]

+ lim
n→∞

α4s[d(xn−1, xn)+d(xn, xn+1)+d(xn+1, xn+p+1)]

= lim
n→∞

α1sd
∗
n−1 + lim

n→∞
α4s.0

(2.10) = lim
n→∞

sα1d
∗
n−1.

Again,
lim

n→∞
d∗n−1 = lim

n→∞
d(xn−1, xn+1) = lim

n→∞
d(Txn−2, Txn)

≤ lim
n→∞

[α1d(xn−2, xn) + α2d(xn−2, Txn−2) + α3d(xn, Txn)

+α4d(xn−2, Txn) + α5d(xn, Txn−2)]

= lim
n→∞

[α1d(xn−2, xn)+α2d(xn−2, xn−1)+α3d(xn, xn+1)

+α4d(xn−2, xn+1) + α5d(xn, xn−1)]

= lim
n→∞

α1d(xn−2, xn)+ lim
n→∞

α4s[d(xn−2, xn−1)+d(xn−1, xn)+d(xn, xn+1)]

= lim
n→∞

α1d
∗
n−2

≤ lim
n→∞

α2
1d
∗
n−3

...

≤ lim
n→∞

αn−1
1 d∗0

= 0.

Thus from (2.10) we get, limn→∞ d(xn, xn+p+1) = 0.

Therefore, limn→∞ d(xn, xn+p) = 0 for all p ∈ N.
Thus {xn} is a Cauchy sequence in X. Since X is a complete RbMS, there exists
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an x ∈ x such that limn→∞ xn = x.
Now

d(Tx, x) ≤ s[d(Tx, xn+1) + d(xn+1, xn) + d(xn, x)]

= s[d(Tx, Txn) + d(xn+1, xn) + d(xn, x)]

≤ s[α1d(x, xn) + α2d(x, Tx) + α3d(xn, Txn)

+α4d(x, Txn) + α5d(xn, Tx) + d(xn+1, xn) + d(xn, x)]

(2.11) = s[α1d(x, xn) + α2d(x, Tx) + α3d(xn, xn+1) + α4d(x, xn+1)

+α5d(xn, Tx) + d(xn+1, xn) + d(xn, x)].

Again,

d(xn, Tx) = d(Txn−1, Tx)

≤ α1d(xn−1, x)+α2d(xn−1, Txn−1)+α3d(x, Tx)+α4d(xn−1, Tx)+α5d(x, Txn−1)

(2.12)
= α1d(xn−1, x) + α2d(xn−1, xn) + α3d(x, Tx) + α4d(xn−1, Tx) + α5d(x, xn).

Suppose, d(x, Tx) ≤ d(xn−1, Tx). Then from (2.12) we get,

d(xn, Tx) ≤ α1d(xn−1, x) + α2d(xn−1, xn) + (α3 + α4)d(xn−1, Tx) + α5d(x, xn)

implies,

lim
n→∞

d(xn, Tx) ≤ lim
n→∞

(α3 + α4)d(xn−1, Tx)

≤ lim
n→∞

(α3 + α4)2d(xn−2, Tx)

...

≤ lim
n→∞

(α3 + α4)nd(x0, Tx) = 0.

Thus from (2.11) we get,

lim
n→∞

d(Tx, x) ≤ sα2 lim
n→∞

d(Tx, x)

implies, d(Tx, x) = 0

implies, Tx = x.

Again suppose, d(xn−1, Tx) ≤ d(x, Tx). Then from (2.12) we get,

d(xn, Tx) ≤ α1d(xn−1, x) + α2d(xn−1, xn) + (α3 + α4)d(x, Tx) + α5d(x, xn).

Therefore,



1044 D. Barman, K. Sarkar and K. Tiwary

limn→∞ d(xn, Tx) ≤ limn→∞(α3 + α4)d(x, Tx).
From (2.11) we get,

d(Tx, x) ≤ s[α2d(x, Tx) + lim
n→∞

α5d(xn, Tx)]

≤ sα5(α3 + α5)(α3 + α4)d(x, Tx)

≤ sα5d(Tx, x)

implies, d(Tx, x) = 0.

Therefore, x a fixed point of T.

Suppose, y be another fixed point of T.
Then

d(x, y) = d(Tx, Ty) ≤ α1d(x, y)+α2d(x, Tx)+α3d(y, Ty)+α4d(x, Ty)+α5d(y, Tx)

= α1d(x, y) + α2d(x, x) + α3d(y, y) + α4d(x, y) + α5d(y, x)

= (α1 + α4 + α5)d(x, y),

implies, [1− (α1 + α4 + α5)]d(x, y) = 0 i.e., x = y.

Thus x is a unique fixed point of T.
Hence the theorem.
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8. Z. D. Mitrović and S. Radenović: The Banach and Reich contractions in bv(s)metric
spaces, Nonlinear Analysis Research Group, Ton Duc Thang University, Ho Chi Minh
City, Vietnam, doi 10.1007/s11784-017-0469-2.

9. V. Ozturk: Fixed point theorems in b-rectangular metric spaces, Universal Journal
Of Mathematics, 3 (1) (2020), 28-32.

10. K. Sarkar and K. S. Tiwary: Common Fixed Point Theorems for Weakly Compat-
ible Mappings on Cone Banach Space, International Journal of Scientific Research in
Mathematical and Statistical Sciences, 5 (2) (2018), 75-79.

11. K. Sarkar and K. S. Tiwary: Fixed point theorem in cone banachspaces, International
Journal of Statistics and Applied Mathematics, 3(4), (2018), 143-146.

12. K. S. Tiwary, K. Sarkar and T. Gain: Some Common Fixed Point Theorems in
B-Metric Spaces, International Journal of Computational Research and Development,
3 (1) (2018), 128-130.



 



FACTA UNIVERSITATIS (NIŠ)
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boundary value problem with integral boundary conditions is given to illustrate the
utility of our results.
Keywords: fixed point, θ contraction, α-admissible, fractional differential inclusions.

1. Introduction and preliminaries

Multivalued fixed point theory has been known some development, starting with
the results of Nadler [21], where he proved the existence of multivalued fixed point
using the Hausdorff metric, later, some generalizations were given in this way, for
example, see [4, 10, 13, 27] and references therein.
Berinde [7] introduced the concept of almost contractions as a generalization to
weak contractions notion in the context of single valued mappings, which was later
extended to the multivalued case in [8, 9], and some results were obtained using
this concept. .
Samet et al. [23] introduced a new concept called α-admissible and they obtained
some fixed point results for α − ψ-contractive mappings, later, some results were
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established in this direction, see for example [2, 14, 15, 20]. Recently, Jleli and
Samet [18] introduced θ-contractions type and demonstrated the existence of fixed
points for such contractions. It is worth noting here, that a Banach contraction
is a particular case of θ contraction, whereas there are some θ-contractions that
are not Banach contraction. Following that, several authors investigated various
variants of θ-contraction for single-valued and multivalued mappings, for example,
see [1, 11, 12, 28].
In this work, we combine the concept of α-admissible mappings with the concept
of θ-contractions type in the context of multivalued mappings to demonstrate the
existence of a fixed point for such new contractions type in complete metric spaces.
Using our main results, we also deduce the existence of a fixed point in partially
ordered metric spaces and in metric spaces endowed with a graph. Finally, to
demonstrate the significance of the obtained results, we provide an example and an
application of the existence of solutions for a fractional differential inclusion.
Denote by CL(X) the family of nonempty and closed subsets of X, the family of
nonempty, bounded and closed subsets of X is denoted by CB(X) and the family
of nonempty and compact subsets of X is denoted by K(X).
Let (X, d) be a metric space, and the Pompeiu-Hausdorff metric is defined as a
function H:CL(X)× CL(X)→ [0,∞] which is defined by:

H(A,B) =

 max

{
sup
x∈A

d(x,B), sup
y∈B

d(y,A)

}
if the maximum exists;

∞, otherwise,

where d(a,B) = inf{d(a, b): b ∈ B}. Note that, if A = {a} (singleton) and
B = {b}, then H(A,B) = d(a, b).

Lemma 1.1. [21] Let (X, d) be a metric space and A,B ∈ CL(X) with H(A,B) >
0. Then, for each h > 1 and for each a ∈ A, there exists b = b(a) ∈ B such that
d(a, b) < hH(A,B).

Now, we’ll look at some fundamental definitions of α-admissibility and α-continuity
concepts.

Definition 1.1. Let (X, d) be a metric space and α : X×X → [0,+∞) be a given
mapping. A mapping T : X → CL(X) is

� α-admissible [2], if for each x ∈ X and y ∈ Tx with α(x, y) ≥ 1 we have
α(y, z) ≥ 1, for all z ∈ Ty.

� α-lower semi-continuous [14], if for x ∈ X and a sequence {xn} in X with
limn→∞ d(xn, x) = 0 and α(xn, xn+1) ≥ 1, for all n ∈ N, implies

lim
n→∞

inf d(xn, Txn) ≥ d(x, Tx).

Definition 1.2. [18] Let Θ be the set of all functions θ : (0,+∞) → (1,+∞)
satisfying:
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(θ1) : θ is non decreasing,

(θ2) : for each sequence {tn} in (0,+∞), lim
n→∞

tn = 1 if and only if lim
n→∞

tn = 0,

(θ3) : there exists r ∈ (0, 1) and l ∈ (0,∞] such that lim
t→0+

θ(t)− 1

tr
= l.

Example 1.1. Let θi : (0,+∞)→ (1,+∞), i ∈ {1, 2, 3}, defined by:

1. θ1(t) = et.

2. θ2(t) = ete
t

.

3. θ3(t) = e
√
x.

4. θ4(t) = e
√
tet .

Then θi ∈ Θ, for each i ∈ {1, 2, 3}.

Throughout this paper, we will denote by Φ the set of all continuous functions
ψ : [0,+∞)→ [0,+∞) satisfying:

(1) : ψ is nondecreasing ,

(2) :

∞∑
i=1

ψn(t) <∞, for all t ∈ [0,+∞).

Clearly, if ψ ∈ Ψ, then ψ(t) < t, for all t ∈ [0,+∞).

2. Main results

Definition 2.1. Let (X, d) be a metric space and α : X × X → R. A mapping
T : X → CL(X) is called a generalized almost (α,ψ, θ, k) contraction, if there exists
a function θ ∈ Θ, ψ ∈ Ψ, L ≥ 0 and k : (0,∞) → [0, 1) satisfies lim

t→s+
sup k(t) < 1

for all s ∈ (0,∞) such that

θ(H(Tx, Ty)) ≤
[
θ(ψ(M(x, y))

]k(M(x,y))

+ LN(x, y),(2.1)

for all x, y ∈ X with α(x, y) ≥ 1 and H(Tx, Ty) > 0, where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty),
d(x, Ty) + d(y, Tx)

2

and N(x, y) = min{d(x, Ty), d(y, Tx)}.

Theorem 2.1. Let (X, d) be a complete metric space and T : X → K(X) be a
generalized almost (α,ψ, θ, k) contraction, with θ ∈ Θ. Assume that the following
conditions are satisfied:
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1. T is α-admissible.

2. There exists x0 ∈ X and x1 ∈ Tx0 such that α(x0, x1) ≥ 1.

3. T is α-lower semi-continuous, or X is α-regular, that is, for every sequence
{xn} in X such that xn → x ∈ X and α (xn, xn+1) ≥ 1 for all n ∈ N, then
α (xn, x) ≥ 1 for all n ∈ N.

Then T has a fixed point.

Proof. From (2) there exist x0 ∈ X and x1 ∈ Tx0 such that α(x0, x1) ≥ 1, then
H(Tx0, Tx1) ≥ d(x1, Tx1) > 0, otherwise x1 ∈ Tx1, or, x0 = x1, which implies x1

is a fixed point and the proof completes. For H(Tx0, Tx1) > 0 using (2.1) we get:

θ(d(x1, Tx1)) ≤ θ(H(Tx0, Tx1))

≤
[
θ(ψ(d(x0, x1)))

]k(d(x0,x1)

+ Ld(x1, Tx0) < [θ(M(x0, x1))]k(M(x0,x1).

If d(x0, x1) ≤ d(x1, Tx1), we get

θ(d(x1, Tx1)) ≤
[
θ(ψ(d(x1, Tx1)))

]k(d(x1,Tx1))

+ LN(x0, x1) < θ(d(x1, Tx1),

which is a contradiction. Then we have

θ(d(x1, Tx1)) ≤ θ(H(Tx0, Tx1)) ≤
[
θ(ψ(d(x0, x1)))

]k(d(x0,x1)

.

Since Tx1 is compact, then there exists x2 ∈ Tx1 such that

θ(d(x1, x2)) = θ(d(x1, Tx1)) ≤ θ(H(Tx0, Tx1))

≤
[
θ(d(x0, x1))

]k(d(x0,x1)

< θ(d(x0, x1)).

If x1 = x2, or x2 ∈ Tx2, then x2 is a fixed point. Suppose x1 6= x2 and x2 6∈ Tx2,
so H(Tx2, Tx1) > 0 and since T is α-admissible we have α(x1, x2) ≥ 1. Using (2.1)
we get:

θ(d(x2, Tx2)) ≤ θ(H(Tx1, Tx2)) ≤
[
θ(ψ(M(x1, x2)))

]k(M(x1,x2)

+ LN(x1, x2)

=
[
θ(d(x1, x2))

]k(M(x1,x2))

.

If d(x1, x2) ≤ d(x2, Tx2), we get

θ(d(x2, Tx2)) ≤
[
θ(ψ(d(x2, Tx2)))

]k(d(x2,Tx2))

+ LN(x1, x2) < θ(d(x2, Tx2),

which is a contradiction. Then we have

θ(d(x2, Tx2)) ≤ θ(H(Tx0, Tx1)) ≤
[
θ(ψ(d(x1, x2)))

]k(d(x1,x2)

.
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The compactness of Tx2 implies that there exists x3 ∈ Tx2 such that

θ(d(x2, x3)) = θ(d(x2, Tx2)) ≤ θ(H(Tx1, Tx2))

≤
[
θ(d(x1, x2))

]k(d(x1,x2))

< θ(d(x1, x2)).

Continuing in this manner we can construct a sequence (xn) in X, if xn = xn+1 or
xn+1 ∈ Txn+1, then xn+1 is a fixed point, otherwise we get

θ(d(xn, Txn+1)) ≤
[
θ(ψ(M(xn, xn−1)))

]k(M(xn,xn−1)

+ LN(xn, xn−1).

As the same arguments in previous steps, we get

d(xn+1, Txn+1) ≤ d(xn, xn+1),

so we obtain

θ(d(xn, xn+1)) ≤ θ(H(Txn, Txn−1)) ≤
[
θ(ψ(d(xn, xn−1)))

]k(d(xn,xn+1)

=
[
θ(ψ(d(xn, xn−1)))

]k(d(xn,xn−1))

< θ(d(xn, xn−1)).

Since θ is increasing, then the sequence (d(xn, xn+1))n is decreasing, further it is
bounded at below so it is convergent. On the other hand, lim

t→s+
sup k(t) < 1, then

there exists δ ∈ (0, 1) and n0 ∈ N such that k(d(xn, xn+1)) < δ, for all n ≥ n0.
Thus we have

1 < θ(d(xn, xn+1)) ≤
[
θ(d(xn0 , xn0+1))

]δn−n0

,(2.2)

for all n ≥ n0.
Letting n→∞ in (2.2), we get

lim
n→∞

θ(d(xn, xn+1)) = 1,

By (θ2), we infer that
lim
n→∞

d(xn, xn+1) = 0.

Now, we prove {xn} is a Cauchy sequence, from (θ3) there exist r ∈ [0, 1) and
l ∈ (0,∞] such that

lim
n→∞

θ(d(xn, xn+1))− 1

(d(xn, xn+1)r
= l.

If l <∞, let 2ε = l, so from the definition of limit there exists n1 ∈ N such that for
all n ≥ n1, we have

ε = l − ε < θ(d(xn, xn+1))− 1

(d(xn, xn+1)r

(d(xn, xn+1))r <
θ(d(xn, xn+1))− 1

ε
.
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Then (2.2) gives

n(d(xn, xn+1))r <
n(θ(d(x0, x1))δ

n−n0 − 1)

ε
.(2.3)

In the case where l = ∞, let A be an arbitrary positive real number, so from the
definition of the limit there exists n1 ∈ N such that for all n ≥ n0, we have

θ(d(xn, xn+1))− 1

(d(xn, xn+1))r
> A,

which implies that

n(d(xn, xn+1))r ≤ n(θ(d(x0, x1))δ
n−n0 − 1)

A
.(2.4)

Letting n→∞ in (2.4)(or in (2.3), we obtain

lim
n→∞

n(d(xn, xn+1))r = 0.

From the definition of the limit, there exists n2 ≥ max{n0, n1} such that for all
n ≥ n2, we have

d(xn, xn+1) ≤ 1

n
1
r

,

This implies
∞∑

n=n2

d(xn, xn+1) ≤
∞∑
1

1

n
1
r

<∞.

Then {xn} is a Cauchy sequence.
The completness of (X, d) implies that {xn} converges to a some x ∈ X.
Now, we show that x is a fixed point of T . In fact, if T is α-lower continuous, then
for all n ∈ N we have

0 ≤ d(xn, Txn) ≤ d(xn, xn+1).

Letting n→ +∞, we get
lim
n→∞

d(xn, Txn) = 0.

The α-lower semi continuity of T implies

0 ≤ d(x, Tx) < lim
n→∞

inf d(xn, Txn) = 0.

Hence d(x, Tx) = 0 and x is a fixed point of T .
If X is regular, so α(xn, x) ≥ 1 and H(Txn, Tx) > 0, by using (2.1) we get

1 < θ(d(xn+1, Tx)) ≤ θ(H(Txn, Tx)) <
[
θ(d(x0, x1))

]δn−n0

.

Letting n→ +∞, we get
lim
n→∞

θ(d(xn, Tx)) = 1,
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so (θ2) gives
lim
n→∞

d(xn, Tx) = 0,

which implies that x ∈ Tx.

Theorem 2.2. Let (X, d) be a complete metric space and let T : X → CB(X) be
a generalized almost (α,ψ, θ) contraction, with θ is right continuous. Assume that
the following conditions are satisfied:

(H1) : T is α-admissible,

(H2) : there exists x0 ∈ X and x1 ∈ Tx0 such that α(x0, x1) ≥ 1,

(H3) : for every sequence {xn} in X converging to x ∈ X with α(xn, xn+1) ≥ 1, for
all n ∈ N, then α(xn, x) ≥ 1, for all n ∈ N.

Then T has a fixed point.

Proof. From (H2) there are x0 ∈ X and x1 ∈ Tx0 such that α(x0, x1) ≥ 1, if x0 =
x1, or, x1 ∈ Tx1, so x1 is a fixed point. Suppose the contrary, then H(Tx0, Tx1) ≥
d(x1, Tx1) > 0 and by using (2.1) we get

θ(d(x1, Tx1)) ≤ θ(H(Tx0, Tx1)) ≤
[
θ(ψ(M(x0, x1)))

]k(M(x0,x1)

+ LN(x0, x1)

<
[
θ(M(x0, x1))

]k(M(x0,x1)

+ LN(x0, x1).

By right continuity of θ, there exists h > 1 such that

θ(hH(Tx0, Tx1)) ≤
[
θ(ψ(M(x0, x1)))

]k(M(x0,x1))

+ LN(x0, x1).

As in proof of Theorem 2.1 we get M(x0, x1) = d(x0, x1) and N(x0, x1) = 0, then
by using Lemma 1.1, there exist x2 ∈ Tx1 and h1 > 1 such that

θ(d(x1, x2)) ≤ θ(h1H(Tx0, Tx1)) ≤
[
θ(ψ(d(x0, x1)))

]k(d(x0,x1))

<
[
θ(ψ(d(x0, x1)))

]k(d(x0,x1))

< θ(d(x0, x1)).

Since T is α-admissible, then α(x1, x2) ≥ 1. Assume that x1 6= x2 and x2 ∈ Tx2,
so H(Tx1, Tx2) ≥ d(x2, Tx2) > 0 and using (2.1), we obtain

1 < θ(d(x2, Tx2)) ≤ θ(H(Tx1, Tx2)) ≤
[
θ(ψ(M(x1, x2)))

]k(M(x1,x2))

+ LN(x1, x2)

<
[
θ(d(x1, x2))

]k(d(x1,x2))

.
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As in previous step, we have M(x1, x2) = d(x1, x2), so we get

θ(d(x2, Tx2)) ≤ θ(H(Tx1, Tx2)) ≤
[
θ(ψ(d(x1, x2)))

]k(d(x1,x2))

<
[
θ(d(x1, x2))

]k(d(x1,x2))

.

Since θ is right continuous and from Lemma 1.1, there exists h2 > 1 and x3 ∈ Tx2

such that

θ(d(x2, x3)) ≤ θ(h2H(Tx1, Tx2)) ≤
[
θ(ψ(d(x1, x2)

]k(d(x1,x2))

.

<
[
θ(d(x1, x2))

]k(d(x1,x2))

< θ(d(x1, x2)).

Continuing in this manner, we can construct two sequences {xn} ⊂ X and (hn) ⊂
(1,∞) such that xn 6= xn+1, xn+1 ∈ Txn, α(xn, xn+1) ≥ 1 and

1 < θ(d(xn, xn+1)) ≤ θ(hnH(Txn−1, Txn))

≤
[
θ(d(xn, xn−1))

]k(d(xn,xn−1))

+ LN(xn, Txn−1)

< θ(d(xn, xn−1)),

which implies that (d(xn, xn+1))n is a decreasing sequence and bounded at below,
so there exist δ ∈ (0, 1) and n0 ∈ N such that k(d(xn, xn+1)) < δ, for all n ≥ n0.
Thus we have

1 < θ(d(xn, xn+1)) <
[
θ(d(x0, x1))

]δn−n0

,(2.5)

for all n ≥ n0.
On taking the limit as n→∞, we get lim

n→∞
θ(d(xn, xn+1)) = 1, (θ2) gives

lim
n→∞

d(xn, xn+1) = 0.

The rest of the proof is like in the proof of Theorem 2.1.

Corollary 2.1. Let (X, d) be a complete metric space, α:X × X → [0,+∞) be
a function and T :X → K(X) (resp CB(X) with θ is right continuous) be an α-
admissible multivalued mapping and the following assertions hold:

(i) T is α-admissible.

(ii) There exists x0 ∈ X and x1 ∈ Tx0 such that α(x0, x1) ≥ 1.

(iii) T is α-lower semi-continuous, or, for every sequence {xn} in X such that
xn → x ∈ X and α (xn, xn+1) ≥ 1, for all n ∈ N, we have α(xn, x) ≥ 1, for
all n ∈ N.
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(iv) There exist θ ∈ Θ, ψ ∈ Ψ and a function k : (0,∞) → [0, 1) satisfying
lim
t→s+

sup k(t) < 1 such for x, y ∈ X H(Tx, Ty) > 0 implies

α(x, y)θ
(
H(Tx, Ty)

)
≤ θ
[
(ψ(M(x, y)))

]k(M(x,y))

+ LN(x, y),(2.6)

where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty),
1

2
(d(x, Ty) + d(y, Tx))}

and N(x, y) = min{d(x, Ty), d(y, Tx)}.

Then T has a fixed point.

Proof. Let x, y ∈ X be such that α (x, y) ≥ 1 and H(Tx, Ty) > 0. So from (2.7) we
get

θ
(
H(Tx, Ty)

)
≤ α(x, y)θ

(
H(Tx, Ty)

)
≤ θ
[
(ψ(M(x, y)))

]k(M(x,y))

+ LN(x, y),

which implies that the inequality (2.1) holds. Thus, the rest of proof is like in the
proof of Theorem 2.2 (resp. Theorem 2.1).

If α(x, y) = 1, for all x, y ∈ X, we get the following corollary.

Corollary 2.2. Let (X, d) be a complete metric space and T :X → K(X) (resp.
CB(X) with θ is right continuous) be a multivalued mapping such that there exists
θ ∈ Θ, ψ ∈ Ψ and a function k : (0,∞)→ [0, 1) satisfying lim

t→s+
sup k(t) < 1 for all

s ∈ (0,∞) such that

θ
(
H(Tx, Ty)

)
≤ θ
[
(ψ(M(x, y)))

]k(M(x,y))

+ LN(x, y),(2.7)

for x, y ∈ X with H(Tx, Ty) > 0 where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty),
1

2
(d(x, Ty) + d(y, Tx))}

and N(x, y) = min{d(x, Ty), d(y, Tx)}. Then T has a fixed point in X.

Example 2.1. Let X = {1, 2, 3} and d(x, y) = |x − y|. Define T :X → CB(X) and
α : X ×X → [0,∞) by

Tx =

{
{1}, x ∈ {1, 2}
{2}, x = 3

and α(x, y) = e|x−y|. Taking θ(t) = et, ψ(t) = 4
5
t and k(t) = 1

2
.

Now, we show that the contractive condition holds.
For x, y ∈ X, we have |x− y| ≥ 0, which implies e|x−y| ≥ 1. Then T is α-admissible.
On other hand, H(Tx, Ty) > 0 and α(x, y) ≥ 1 for all (x, y) ∈ {(1, 3), (3, 1), (2, 3), (3, 2)}.
Then we have the following cases:
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1. for x = 1 and y = 3, we have

H(T1, T3) = 1, d(1, 3) = 2, ψ(d(1, 3)) =
8

5
and d(3, T1) = 2,

then
e = eH(T1,T3) < (eψ(d(1,3)))

1
2 + d(3, T1)

= e
4
5 + 2.

2. For x = 2 and y = 3, we have

H(T2, T3) = 1, d(2, 3) = 1, ψ(d(1, 3)) =
4

5
and d(3, T2) = 2,

then
e = eH(T2,T3) < (eψ(d(1,3)))

1
2 + d(3, T2)

= e
2
5 + 2.

There exists x0 = 2 and x1 = 1 ∈ Tx0 such that α (2, 1) ≥ 1.

It is clear that T is α- lower semi continuous. Consequently, all conditions of Theorem 2.1
are satisfied. Then T has a fixed point which is 1.

3. Fixed point on partially ordered metric spaces

Now, we give an existence theorem of fixed point in a partially order metric
space, by using the results provided in previous section.

Theorem 3.1. Let (X,�, d) be a complete ordered metric space and T :X →
CB(X) be a multivalued mapping. Assume that the following assertions hold:

1. For each x ∈ X and y ∈ Tx with x � y, we have y � z for all z ∈ Ty;

2. There exists x0 ∈ X and x1 ∈ Tx0 such that x0 � x1.

3. For every nondecreasing sequence {xn} in X such that xn → x ∈ X, we have
xn � x, for all n ∈ N.

4. There exists a right continuous function θ ∈ Θ, ψ ∈ Ψ and k : (0,∞)→ [0, 1)
satisfies lim

t→s+
sup k(t) < 1 for all s ∈ (0,∞) such that

θ(H(Tx, Ty)) ≤
[
θ(ψ(M(x, y)))

]k(M(x,y)

+ LN(x, y),(3.1)

for all x, y ∈ X with x � y and H(Tx, Ty) > 0, where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty),
1

2
(d(x, Ty) + d(y, Tx))

and N(x, y) = min{d(x, Ty), d(y, Tx)}.

Then T has a fixed point.
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Proof. Define α:X ×X → [0,+∞) as follows:

α(x, y) =

{
1, if x � y,
0, otherwise.

From (1), for each x ∈ X and y ∈ Tx with x � y, i.e., α(x, y) = 1 ≥ 1, we have
z � y, for all z ∈ Ty, i.e., α(x, y) = 1 ≥ 1. Thus T is α-admissible.
From (2), there exit x0 ∈ X and x1 ∈ Tx0 such that x0 � x1, i.e., α(x0, x1) = 1 ≥ 1.
Condition (3) implies α- lower semi continuity of T , or regularity of X.
From (4), for x � y, we have α(x, y) = 1 ≥ 1 then the inequality (2.1) holds, which
implies that T is a generalized almost (α,ψ, θ, k) contraction.

4. Fixed point on metric spaces endowed with a graph

In this section, as a consequence of our main results, we present an existence
theorem of fixed point for a multivalued mapping in a metric space X, endowed
with a graph, into the space of nonempty closed and bounded subsets of the metric
space. Consider a graph G such that the set V (G) of its vertices coincides with
X and the set E (G) of its edges contains all loops; that is, E (G) ⊇ ∆, where
∆ = {(x, x) : x ∈ X}. We assume G has no parallel edges, so we can identify G
with the pair (V (G) , E (G)).

Theorem 4.1. Let (X, d) be a complete metric space endowed with a graph G and
T :X → CB(X) be a multivalued mapping. Assume that the following conditions
are satisfied:

1. For each x ∈ X and y ∈ Tx with (x, y) ∈ E(G), we have (y, z) ∈ E(G) for all
z ∈ Ty;

2. There exists x0 ∈ X and x1 ∈ Tx0 such that (x0, x1) ∈ E(G);

3. T is G-lower semi-continuous, that is, for x ∈ X and a sequence {xn} in X
with
limn→∞ d(xn, x) = 0 and (xn, xn+1) ∈ E(G) for all n ∈ N, implies

lim inf
n→∞

d(xn, Txn) ≥ d(x, Tx)

or, for every sequence {xn} in X such that xn → x ∈ X and (xn, xn+1) ∈
E(G) for all n ∈ N, we have (xn, x) ∈ E(G) for all n ∈ N;

4. There exists a right continuous function θ ∈ Θ, ψ ∈ Ψ and k : (0,∞)→ [0, 1)
satisfing lim

t→s+
sup k(t) < 1 for all s ∈ (0,∞) such that

θ(H(Tx, Ty)) ≤
[
θ(ψ(M(x, y)))

]k(M(x,y)

+ LN(x, y),(4.1)

for all x, y ∈ X with (x, y) ∈ E(G) and H(Tx, Ty) > 0, where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty),
1

2
(d(x, Ty) + d(y, Tx))

and N(x, y) = min{d(x, Ty), d(y, Tx)}.
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Then T has a fixed point.

Proof. This result is a direct consequence of results of Theorem 2.1 by taking the
function α:X ×X → [0,+∞) defined by:

α (x, y) =

{
1, if (x, y) ∈ E (G) ,
0, otherwise,

5. Application to fractional differential inclusions

Consider the following boundary value problem of fractional order differential in-
clusion with boundary integral conditions:

cDqx(t) ∈ F (t, x(t)), 0 ≤ t ≤ 1, 1 < q ≤ 2
ax(0)− bx′(0) = 0

x(1) =
∫ 1

0
h(s)g(s, x(s))ds

(5.1)

where cDq , 1 < q ≤ 2 is the Caputo fractional derivative, F , g, and h are given
continuous functions, where
F : [0, 1]×R×R −→ K(R), g : [0, 1]×R→ R, h ∈ L1([0, 1]), a+ b > 0, a

a+b < q− 1
and h0 = ‖h‖L1 .
Denote by X = C([0, 1],R) the Banach space of continuous functions x : [0, 1] −→ R,
with the supermum norm

‖ x ‖∞= sup{‖ x(t) ‖, t ∈ I = [0, 1]}.

X can be endowed with the partial order relationship �, that is, for all x, y ∈ X
x � y if and only if x(t) ≤ y(t), so (X, d∞,�) is a complete order metric space.
x is a solution of problem (5.1) if there exists v(t) ∈ F (t, x(t))), for all t ∈ I such
that 

cDqx(t) = v(t), 0 ≤ t ≤ 1, 1 < q ≤ 2
ax(0)− bx′(0) = 0

x(1) =
∫ 1

0
h(s)g(s))ds

(5.2)

Lemma 5.1. Let 1 < q ≤ 2 and v ∈ AC(I,R) = {v : I → R, f is absolutely continuous}.
A function x is a solution of (5.2) if and only if it is a solution of the integral equa-
tion:

x(t) =

∫ 1

0

G(t, s)v(s)ds+
at+ b

a+ b

∫ 1

0

h(s)g(s)ds,

where G is the Green function given by

G(t, s) =

{
(at+b)(1−s)q−1

(a+b)Γ(q) − (t−s)q−1

Γ(q) , s ≤ t
(at+b)(1−s)q−1

(a+b)Γ(q) , t ≤ s.
(5.3)
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Proof. The problem (5.2) can be reduced to an equivalent integral equation:

x(t) =
1

Γ(q)

∫ t

0

(t− s)q−1v(s)ds+ c0 + c1t,

for some constants c0, c1 ∈ X.
Using the boundary conditions on (5.2), we get

ac0 − bc1 = 0,

1

Γ(q)

∫ 1

0

(1− s)q−1v(s)ds+ c0 + c1 =

∫ 1

0

h(s)g(s)ds.

Therefore

c0 =
b

a+ b

[
1

Γ(q)

∫ 1

0

(1− s)q−1g(s, x(s))ds+

∫ 1

0

h(s)g(s, x(s))ds

]
.

c1 =
a

a+ b

[
1

Γ(q)

∫ 1

0

(1− s)q−1v(s)ds+

∫ 1

0

h(s)g(s, x(s))ds

]
.

It means that

x(t) =
1

Γ(q)

∫ t

0

(t−s)q−1v(s)ds+
b

a+ b

[
1

Γ(q)

∫ 1

0

(1− s)q−1v(s)ds+

∫ 1

0

h(s)g(s, x(s))ds

]

+
at

a+ b

[
1

Γ(q)

∫ 1

0

(1− s)q−1v(s)ds+

∫ 1

0

h(s)g(s, x(s))ds

]
=

∫ t

0

[
(at+ b)(1− s)q−1

(a+ b)Γ(q)
− (t− s)q−1

Γ(q)

]
v(s)ds+

∫ 1

t

(at+ b)(1− s)q−1

(a+ b)Γ(q)
v(s)ds

+
at+ b

a+ b

∫ 1

0

h(s)g(s, x(s))ds =

∫ 1

0

G(t, s)v(s)ds+
at+ b

a+ b

∫ 1

0

h(s)g(s)ds.

Moreover, we have∫ 1

0

G(t, s)ds =
(1

Γ(q)

[ ∫ t

0

(t− s)q−1ds+
at+ b

a+ b

∫ 1

0

(1− s)q−1ds
]

≤ 1

Γ(q + 1)
tq +

1

Γ(q + 1)
≤ 2

Γ(q + 1)
.

Define a set valued mapping

Tx1(t) = {z ∈ X, z(t) =

∫ 1

0

G(t, s)v(s)ds+
at+ b

a+ b

∫ 1

0

h(s)g(s, x1(s)ds}.

The problem (5.1) has a solution if and only if T has a fixed point. Assume that
the following assumptions hold:
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� (A1) : For each x1 ∈ X and x2 ∈ Tx1 with x1 � x2 we have x2 � x3 for all
x3 ∈ Tx2.

� (A2) : There exists x0 ∈ X and x1 ∈ Tx0 such that x0 � x1.

� (A3) : There exists K > 0 and L > 0 such that for all x1, x2 ∈ R, we have

H(F (t, x1(t))− F (t, x2(t))) ≤ K|x1 − x2|)

and
|g(t, x1(t))− g(t, x2(t))| ≤ L|x1 − x2|,

with k0 = 2K
Γ(q+1) + h0L <

1
2 .

Theorem 5.1. Under the assumptions (A1)−(A3) the problem (5.1) has a solution
in X.

Proof. Since F is continuous, it has a selection, i,e., there exists a continuous func-
tion v1 ∈ F (t, x1(t)) such that Tx1 is nonempty and has compact values.
Let x1, x2 ∈ X and z1 ∈ Tx1, then there exists v1 ∈ F (t, x1(t)) such that

z1(t) =

∫ 1

0

G(t, s)v1(s)ds+
at+ b

a+ b

∫ 1

0

h(s)g(s, x1(s))ds.

Then by using (A2), we get

d(v1, Fx2) = inf
u∈Fx2

|v1 − u| ≤ H(F (t, x1(t))− F (t, x2(t)))

≤ K‖x1 − x2‖,

the compactness of F (t, x2(t)) implies that there exists u∗ ∈ F (t, x2(t)) such that

d(v1, Fx2) = |v1 − u∗| ≤ K|x1 − x2|.

Define an operator P (t) = {u∗ ∈ R, |u1(t) − u∗| ≤ K|x1(t) − x2(t)|}. Clearly
P ∩ F (t, x2(t)) is continuous, so it has a selection v2 such that

|u1 − u2| ≤ K|x1 − x2|.

Define

z2 =

∫ 1

0

G(t, s)u2(s)ds+
at+ b

a+ b

∫ 1

0

h(s)g(s, x2(s)ds.

For all t ∈ I, we have

|z1 − z2| ≤
∫ 1

0

|G(t, s)||u1 − u2|ds+
at+ b

a+ b

∫ 1

0

|h(s)||g(s, x1(s))− g(s, x2(s))|ds
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≤ K|x1 − x2|)
∫ 1

0

|G(t, s)|ds+
at+ b

a+ b
h0L|x1(s)− x2(s)|

≤ (
2K

Γ(q + 1)
+ h0L)|x1 − x2| = k0|x1 − x2|

Then, we have
sup

z1∈Tx1

[
inf

z2∈Tx2

|z1 − z2|
]
≤ k0‖x1 − x2‖.

Hence, by interchanging the role of x1 and x2 we obtain

H(Tx1, Tx2) ≤ k0|x1 − x2|).

On taking the exponential of two sides, we get

eH(Tx1,Tx2) ≤ (e2k0|x1−x2|)
1
2

≤ ek0|x1−x2| + d(x2, Tx1).

If {xn} is a nondecreasing sequence in X which converges to x ∈ X, so for all t ∈ I
and n ∈ N we have xn(t) ≤ x(t), which implies that x is an upper bound for all
terms xn (see [22]), then xn � x.
Consequently, all the conditions of Theorem 3.1 are satisfied, with θ(t) = et, ψ(t) =
2k0t and k(t) = k0.
Hence, T has a fixed point which is a solution of the problem (5.1).
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1. Introduction and Preliminaries

T.L. Gill and T. Myers [5] introduced a new theory of Lebesgue measure on R∞;
the construction of which is virtually the same as the development of Lebesgue
measure on Rn. This theory can be useful in formulating a new class of spaces
which will provide a Banach Space structure for Henstock-Kurzweil (HK) integrable
functions. This later integral is interesting because it generalizes the Lebesgue,
Bochner and Pettis integrals see for instance [6, 8, 9, 12, 16, 18]. However, fly in
the ointment of HK-integrable function space is not naturally Banach space (see
[1, 2, 6, 7, 9, 10, 12, 13, 15] references therein). In [20], Yeong broach a clue of wind
up about the drawback, pointing about canonical construction. Gill and Zachary
[3, 4], introduced a new class of Banach spaces KSp[Ω],∀ 1 ≤ p ≤ ∞ (Kuelbs-
Steadman spaces) and Ω ⊂ Rn which are canonical spaces (also see [11]). These
spaces are separable and contain the corresponding Lp spaces as dense, continuous,
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compact embedding. They wanted to find these spaces containing Denjoy integrable
function, also additive measures. They found that these spaces are perfect for dis-
tinctly vibrating functions that occur in quantum theory and non linear analysis.

Throughout the paper, we assume J = [− 1
2 ,

1
2 ]. We denote by L1, Lp the clas-

sical Lebesgue spaces. Our study focused on the main class of Banach spaces
Kp[B∞j ], 1 ≤ p ≤ ∞. These spaces contain the HK-integrable functions, the Lp[B∞j ]
spaces, 1 ≤ p ≤ ∞ as continuous dense and compact embedding.

Definition 1.1. [15] A function f : [a, b] → R is Henstock integrable (HK inte-
grable) if there exists a function F : [a, b]→ R and for every ε > 0 there is a function
δ(t) > 0 such that for any δ−fine partition D = {[u, v], t} of I0 = [a, b], we have∥∥∥∑[f(t)(v − u)− F (u, v)]

∥∥∥ < ε,

where the sum
∑

is run over D = {([u, v], t)} and F (u, v) = F (v)−F (u). We write
H
∫
I0
f = F (I0).

Definition 1.2. [5] If An = A × Jn and Bn = B × Jn (nth box of order sets in
R∞). We consider

1. An ∪ Bn = (A ∪ B)× Jn;

2. An ∩ Bn = (A ∩ B)× Jn;

3. Bc
n = Bc × Jn.

Definition 1.3. [4] Assume Rn
J = Rn × Jn. If T is a linear transformation on Rn

and An = A×Jn, then TJ on Rn
J is denoted by TJ [An] = T [A]. We denote B[Rn

J ] to
be the Borel σ−algebra for Rn

J , where the topology on Rn
J is define via the class of

open sets Dn = {U ×Jn : U is open in Rn
J}. For any A ∈ B[Rn], we define µB(An)

on Rn
J by product measure µ∞(An) = µAn(A)×Π∞i=n+1µJ(J) = µAn(A).

Clearly µR(.) is a measure on B[Rn
J ], which is equivalent to n-dimensional Lebesgue

measure on Rn
J . The measure µR(.) is both translationally and rotationally invariant

on (Rn
J , B[Rn

J ]) for each n ∈ N. Recollecting the theory on Rn
J that completely

paralleis that on Rn. Since Rn
J ⊂ Rn+1

J , we have an increasing sequence, so we

define R̂∞J = lim
n→∞

Rn
J =

∞⋃
k=1

Rk
J . Suppose X1 = R̂∞J and τ1 is the topology induced

by the class of open sets D ⊂ X1 such that D =
∞⋃

n=1
Dn =

∞⋃
n=1
{U×Jn : U is open in

Rn}. Suppose X2 = R∞ \ R̂∞J and τ2 is the discrete topology on X2 induced by the
discrete metric so that, for x, y ∈ X2, x 6= y, d2(x, y) = 1 and for x = y d2(x, y) = 0

Definition 1.4. [4] Let (R∞J , τ) be the co-product (X1, τ1) ⊗ (X2, τ2) of (X1, τ1)
and (X2, τ2). Every open set in (R∞J , τ) is the disjoint union of two open sets G1∪G2

with G1 in (X1, τ1) and G2 in (X2, τ2).
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As a result R∞J = R∞ as sets. However, since every point in X2 is open and closed
in B∞J and no point is open and closed in R∞. So, R∞J 6= R∞ as topological spaces.
It was shown in [5] that it can be extended the measure µR(.) to R∞.

Similarly, if B[Rn
J ] is the Borel σ-algebra for Rn

J , then B[Rn
J ] ⊂ B[Rn+1

J ] defined
by

B̂[R∞J ] = lim
n→∞

B[Rn
J ] =

∞⋃
k=1

B[Rk
J ].

Suppose B[R∞J ] is the smallest σ-algebra restraining R̂[R∞J ] ∪ P (R∞ \
∞⋃
k=1

[Rk
J ]),

where P (.) is the power set. It is obvious that the class B[R∞J ] coincides with the
Borel σ−algebra generated by the τ−topology on R∞J .

1.1. Measurable functions

We consider measurable function on R∞J as follows. Suppose x = (x1, x2, . . .) ∈ B∞j ,
Jn = Π∞k=n+1[− 1

2 ,
1
2 ] and hn(x̂) = χJn

(x̂), where x̂ = (xi)
∞
i=n+1.

Definition 1.5. [4] Suppose Mn represents the class of measurable functions on
Rn. On condition that x ∈ R∞j and fn ∈ Mn, suppose x = (xi)

n
i=1 and define an

essentially docile measurable function of order n( or en− docile ) on B∞j by

f(x) = fn(x)⊗ hn(x̂).

We suppose Mn
J = {f(x) : f(x) = fn(x)⊗ hn(x̂), x ∈ R∞J } is the class of all en−

docile function.

Definition 1.6. A function f : R∞J → R is said to be measurable, written f ∈MJ ,
if there is a sequence {fn ∈Mn

J } of en− docile functions, such that

lim
n→∞

fn(x)→ f(x) µ∞ − (a.e.).

This definition highlights our requirement that all functions on infinite dimensional
space must be constructively defined as (essentially) finite dimensional limits. The
existence of functions satisfying above definition is not obvious. So, we have the
following theorem.

Theorem 1.1. (Existence) Suppose that f : R∞J → (−∞,∞) and f−1(a) ∈ B[R∞j ]
for all a ∈ B[R] then there exists a family of functions {fn}, fn ∈ Mn

J such that
fn(x)→ f(x), µ∞ − (a.e.)

Remark 1.1. Recalling that any set A, of non zero measure is concentrated in X1 that
is µ∞(A) = µ∞(A ∩X1) also follows that the essential support of the limit function f(x)
in Definition 1.6, i.e., {x : f(x) 6= 0} is concentrated in Rn

J for some N.
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1.2. Integration theory on R∞J

We deal with integration on R∞J by using the known properties of integration on Rn
J .

This approach has the advantages that all the theorems for Lebesgue measure apply.
Let L1[Rn

J ] be the class of integrable functions on Rn
J . Since L1[Rn

J ] ⊂ L1[Rn+1
J ],

we define L1[R̂∞J ] =
∞⋃

n=1
L1[Rn

J ].

Definition 1.7. A measurable function f is said to be in L1[R∞J ] if there is a

Cauchy-sequence {fn} ⊂ L1[R̂∞J ] with fn ∈ L1[Rn
J ] such that

lim
n→∞

fn(x) = f(x), µ∞ − (a.e.).

Theorem 1.2. L1[R∞J ] = L1[R̂∞J ].

Proof. We know that L1[Rn
J ] ⊂ L1[R̂∞J ] for all n. It needs only to prove that L1[R̂∞J ]

is closed. Suppose f is the limit point of L1[R̂∞J ] (f ∈ L1[R∞J ]). On condition that
f = 0 then the result is proved. So we consider f 6= 0. On condition that af is the
support of f, then µR(Af ) = µ∞(Af ∩X1). Thus Af ∪X1 ⊂ Rn

J for some N. This
means that there is a function g ∈ L1[RN+1

J ] with µ∞({x : f(x) 6= g(x)}) = 0.
So, f(x) = g(x)−a.e. as L1[Rn

J ] is a set of equivalence classes. So, L1[R∞J ] =

L1[R̂∞J ].

Definition 1.8. On condition that f ∈ L1[R∞J ], we define the integral of f by∫
R∞

J

f(x)dµ∞(x) = lim
n→∞

∫
R∞

J

fn(x)dµ∞(x),

where {fn} ⊂ L1[R∞J ] is any Cauchy sequence converging to f(x)−a.e.

Theorem 1.3. On condition that f ∈ L1[R∞J ] then the above integral exists and
all theorems that are true for f ∈ L1[Rn

J ], also hold for f ∈ L1[R∞J ].

2. Class of B∞j , where B is a separable Banach space

As an application of R∞J , we can construct B∞J , where B is separable Banach space.
The important fact is we can construct the measure µB on separable Banach space
B in similar fashion of µ∞ of R∞. Recalling a sequence (en) ∈ B is called a Schauder
basis (S-basis) for B, On condition that ||en||B = 1 and for each x ∈ B, there is a
unique sequence (xn) of scalars such that

x = lim
k→∞

k∑
n=1

xnen =

∞∑
n=1

xnen.
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Any sequence (xn) of scalars associated with a x ∈ B, lim
n→∞

xn = 0. Suppose

jk =

[
−1

2 ln(k + 1)
,

1

2 ln(k + 1)

]
and

jn = Π∞k=n+1jk, j = Π∞k=1Jk.

Suppose {ek} is an S-basis for B, and suppose x =
∞∑

n=1
xnen, from Pn(x) =

n∑
k=1

xkek

and Qnx = (x1, x2, . . . , xn), we define Bn
j as follows

Bn
j = {Qnx : x ∈ B} × jn

with norm

||(xk)||Bn
j

= max
1≤k≤n

∥∥∥∥∥
k∑

i=1

xiei

∥∥∥∥∥
B

= max
1≤k≤n

||P(x)||B.

As Bn
j ⊂ Bn+1

j so we can set B∞j =
∞⋃

n=1
Bn
j and Bj is a subset of B∞j . We set Bj as

Bj =

{
(x1, x2, . . .) :

∞∑
k=1

xkek ∈ B
}

and norm on Bj by

||x||Bj = sup
n
‖Pn(x)‖B = ||x||B.

On condition that we consider B[B∞j ] as the smallest σ-algebra restraining B∞j and
define B[Bj ] = B[B∞j ] ∩ BJ then by a known result

||x||B = sup
n

∥∥∥∥∥
n∑

k=1

xkek

∥∥∥∥∥
B

(2.1)

is an equivalent norm on B.

Proposition 2.1. [4] When B carries the equivalent norm (2.1), the operator

T : (B, ||.||B)→ (Bj , ||.||Bj
)

denoted by T (x) = (xk) is an isometric isomorphism from B onto Bj .

This shows that every Banach space with an S-basis has a natural embedding in B∞j .
So, we call Bj the canonical representation of B in B∞j . With B[Bj ] = Bj ∩ B[B∞j ]
we define σ−algebra generated by B and associated with B[Bj ] by

Bj [B] = {T−1(A) |A ∈ B[Bj ]} = T−1{B[Bj ]}.

Since µB(An
j ) = 0 for An

j ∈ B[Bn
j ] with An

j compact, we see µB(Bn
j ) = 0, n ∈ N. So,

µB(Bj) = 0 for every Banach space with an S-basis. Thus the restriction of µB to
Bj will not induce a non trivial measure on B.
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Definition 2.1. [4, 19] We define vk, µk on A ∈ B[R] by

vk(A) =
µ(A)

µ(jk)
, µk(A) =

µ(A ∩ jk)

µ(jk)

and for an elementary set A = π∞k=1Ak ∈ B[Bn
j ], define V

n

j by

V
n

j = πn
k=1vk(A)× π∞k=n+1µk(A).

Let V n
j denote the Lebesgue extension of V

n

j to all Bn
j and Vj(A) = lim

n→∞
V n
j (A), ∀A ∈

B[Bj ]. We adopt a variation of method developed by Yamasaki [19], to define V n
j to

the Lebesgue extension of V
n

j for all Bn
j and define Vj(B) = lim

n→∞
V n
j (B),∀B ∈ B[Bj ].

Remark 2.1. Let Bj be the image of B in B∞j , which can be endued with a norm via
||u1, u2, . . . , un||Bj = ||u||B.

2.1. Integration theory on B∞j

In this section, we study the integration on a separable Banach space B∞j with
an S−basis. Recalling µB restricted to B[Bn

j ] is equivalent to µAn. Assume that
the integral restricted to B[Bn

j ] is the integral on Rn. Suppose f : B → [0,∞] is
a measurable function and suppose µB is constructed using the family {jk}. If
{jn} ⊂ M is an increasing family of non negative simple functions with jn ∈ Mn

j ,
for each n and lim

n→∞
jn(x) = f(x), µB−a.e. We consider the integral of f over B∞j

by ∫
B∞
j

f(x)dµB = lim
n→∞

∫
B∞
j

[
jn(x)

n∏
i=1

µ(ji)

]
dµB(x).

Suppose L1[Bn
j ] is the class of integrable functions on Bn

j . Since L1[Bn
j ] ⊂ L1[Bn+1

j ],

we define L1[B̂n
j ] =

⋃∞
n=1 L1[Bn

j ].

1. We say that a measurable function f ∈ L1[B∞j ] if there exists a Cauchy

sequence {fm} ⊂ L1[B̂∞j ], such that

lim
m→∞

∫
B∞
j

|fm(x)− f(x)|dµB(x) = 0.

That is a measurable function f ∈ L1[B∞j ] if there exists a Cauchy sequence

{fm} ⊂ L1[B̂∞j ], with fm ∈ L1[Bn
j ] and

lim
m→∞

fm(x) = f(x), µB − (a.e.).
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2. We say that a measurable function f ∈ C0[B∞j ], the space of continuous
functions that vanish at infinity, if there exists a Cauchy sequence {fm} ⊂
C0[B̂∞j ], such that

lim
m→∞

∫
B∞
j

sup
x∈B∞

j

|fm(x)− f(x)|dµB(x) = 0.

Theorem 2.1. L1[B̂∞j ] = L1[B∞j ].

Definition 2.2. If f ∈ L1[B∞j ], we define the integral of f by

lim
m→∞

∫
B∞
j

fm(x)dµB(x) =

∫
B∞
j

f(x)dµB(x), µB − (a.e.),

where {fm} ⊂ L1[B∞j ] is any Cauchy sequence converging to f(x)−a.e.

Theorem 2.2. If f ∈ L1[B∞j ], then the above integral exists and all theorems that

are true for f ∈ L1[Bn
j ], also hold for f ∈ L1[B∞j ].

Lemma 2.1. (Kuelbs Lemma) [11] Let B be a separable Banach space. Then there
exists a separable Hilbert space such that B ↪→ H is a continuous dense embedding.

3. The Kuelbs-Steadman space Kp[B]

In this section, we study the Kuelbs-Steadman space Kp[B], where B is a separable
Banach space. We proceed for the construction of the canonical space Kp[B∞J ].

Suppose Bn
j is a separable Banach space with S−basis, Kp[B̂n

j ] =
∞⋃
k=1

Kp[Bk
j ], and

C0[B̂n
j ] =

∞⋃
n=1

C0[Bn
j ].

Definition 3.1. A measurable function f is said to be in Kp[Bn
j ] if there exists a

Cauchy sequence {fm} ⊂ Kp[B̂n
j ], with fm ∈ Kp[B̂n

j ] such that

lim
m→∞

fm(x) = f(x), µB − (a.e.)

Theorem 3.1. Kp[B̂n
j ] = Kp[Bn

j ].

Definition 3.2. Let f ∈ Kp[Bn
j ]. The integral of f is defined by

lim
m→∞

∫
Bn
j

fm(x)dµB(x) =

∫
B
f(x)dµB(x), µB − (a.e.),

where {fm} ⊂ Kp[Bn
j ] is any Cauchy sequence converging to f(x)−a.e.

Theorem 3.2. If f ∈ Kp[Bn
j ], then the above integral exists.
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3.1. The construction of Kp[Bn
j ]

We start with L1[Bn
j ], picking a countable dense set of sequences {En(x)}∞n=1 on the

unit ball of L1[Bn
j ] and assume {E∗n}∞n=1 is any corresponding set of duality mapping

in L∞[B], also on condition that B is L1[Bn
j ], using Kuelbs Lemma, it is clear that

the Hilbert space K2[Bn
j ] will contain some non absolute integrable functions. From

[17], we confirm that the non absolute integral is Henstock-Kurzweil integral (HK).
Let Ek(x) be the characteristic function of Bk, so that Ek(x) ∈ Lp[Bnj ]∩L∞[Bn

j ] for

1 ≤ p <∞. Define Fk(f) on L1[Bn
j ] by

Fk(f) =

∫
Bn
j

Ek(x)f(x)dµB(x).

Since each Bk is a cube with sides parallel to the co-ordinate axes, Fk(.) is well
defined for all HK-integrable functions, and is a bounded linear functional on Lp[Bn

j ]

for 1 ≤ p ≤ ∞. Let bk > 0 be such that
∑∞

k=1 bk = 1 and denote the inner product
(.) on L1[Bn

j ] by

(f, g) =

∞∑
k=1

bk

[∫
Bn
j

Ek(x)f(x)dµB(x)

][∫
Bn
j

Ek(y)g(y)dµB(y)

]c
.

The completion of L1[Bn
j ] in the inner product is the space K2[Bn

j ]. We can see

directly that K2[Bn
j ] contains the HK-integrable functions. We call the completion

of L1[Bn
j ] with the above inner product, the Kuelbs-Steadman space K2[Bn

j ].

Theorem 3.3. The space K2[Bn
j ] contains Lp[Bn

j ] (for each p, 1 ≤ p < ∞) as a
dense subspace.

Proof. We know K2[Bn
j ] contains L1[Bn

j ] densely. Thus we need only to show

Lq[Bn
j ] ⊂ K2[Bn

j ] for q 6= 1. Suppose f ∈ Lq[Bn
j ] and q <∞. Since |E(x)| = E(x) ≤ 1

and |E(x)|q ≤ E(x), we have

||f ||K2 =

 ∞∑
n=1

bk

∣∣∣∣∣∣∣
∫
Bn
j

Ek(x)f(x)dµB(x)

∣∣∣∣∣∣∣
2q
q


1
2

≤

 ∞∑
n=1

bk

∫
Bn
j

Ek(x)|f(x)|qdµB(x)


2
q


1
2

≤ sup
k

∫
Bn
j

Ek(x)|f(x)|qdµB(x)


1
q

≤ ||f ||q.

Therefore f ∈ K2[Bn
j ].
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We can construct the norm of Kp[Bn
j ], which is defined by

||f ||Kp[Bn
j ]

=


( ∞∑

k=1

bk

∣∣∣∫Bn
j
Ek(x)f(x)dµB(x)

∣∣∣p) 1
p

, for 1 ≤ p <∞;

sup
k≥1

∣∣∣∫Bn
j
Ek(x)f(x)dµB(x)

∣∣∣ , for p =∞

It is easy to see that ||.||Kp[Bn
j ]

is a norm on Lp[Bn
j ]. If Kp[B] is the completion of

Lp[B] with respect to this norm, we have the following theorem.

Theorem 3.4. For each q, 1 ≤ q <∞, Lq[Bn
j ] ↪→ Kp[Bn

j ] is a densely continuous
embedding.

Proof. We know from Theorem 3.3, and by the construction of Kp[Bn
j ] contains

Lp[Bn
j ] densely. Thus we need only to show Lq[Bn

j ] ⊂ Kp[Bn
j ] for q 6= p. Suppose

f ∈ Lq[Bn
j ] and q <∞. Since |E(x)| = E(x) ≤ 1 and |E(x)|q ≤ E(x), we have

||f ||Kp =

 ∞∑
n=1

bk

∣∣∣∣∣∣∣
∫
Bn
j

Ek(x)f(x)dµB(x)

∣∣∣∣∣∣∣
qp
q


1
p

≤

 ∞∑
n=1

bk

∫
Bn
j

Ek(x)|f(x)|qdµB(x)


p
q


1
p

≤ sup
k

∫
B

Ek(x)|f(x)|qdµB(x)

 1
q

≤ ||f ||q.

Therefore f ∈ Kp[Bn
j ].

Corollary 3.1. L∞[Bn
j ] ⊂ Kp[Bn

j ].

Theorem 3.5. Cc[Bn
j ] is dense in K2[Bn

j ].

Proof. As Cc[Bn
j ] is dense in Lp[Bn

j ] and Lp[Bn
j ] is densely contained in K2[Bn

j ], the
conclusion follows.

Remark 3.1. As Hölder and generalized Hölder inequalities for Lp[Bn
j ] are valid for

1 ≤ p <∞ (see [4, P. 83]). As Kp[Bn
j ] is completion of Lp[Bn

j ], the Hölder and generalized
Hölder inequalities hold in Kp[Bn

j ] for 1 ≤ p <∞.

Theorem 3.6. (The Minkowski Inequality) Suppose 1 ≤ p <∞ and f, g ∈ Kp[Bn
j ].

Then f + g ∈ Kp[Bn
j ] and

||f + g||Kp[Bn
j ]
≤ ||f ||Kp[Bn

j ]
+ ||g||Kp[Bn

j ]
.
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Proof. The proof follows from the Lemma 2 of [14].

Theorem 3.7. For 1 ≤ p ≤ ∞, we have

1. If fn → f weakly in Lp[Bn
j ], then fn → f strongly in Kp[Bn

j ].

2. If 1 < p <∞, then Kp[Bn
j ] is uniformly convex.

3. If 1 < p <∞ and 1
p + 1

q = 1, then the dual space of Kp[Bn
j ] is Kq[Bn

j ].

4. K∞[Bn
j ] ⊂ Kp[Bn

j ], for 1 ≤ p <∞.

Proof. (1) If {fn} is weakly convergence sequence in Lp[Bn
j ] with limit f. Then∫

Bn
j
Ek(x)[fn(x)− f(x)]dµB(x)→ 0 for each k.

Now for {fn} ∈ Kp[Bn
j ] we find the following:

lim
n→∞

∫
Bn
j

Ek(x)[fn(x)− f(x)]dµB(x)→ 0.

So, {fn} is converges strongly in Kp[Bn
j ].

(2) We know Lp[Bn
j ] is uniformly convex and that is dense and compactly embedded

in Kq[Bn
j ] for all q, 1 ≤ q ≤ ∞. So,

∞⋃
n=1
Lp[Bn

j ] is uniformly convex for each n and

that is dense and compactly embedded in
∞⋃

n=1
Kq[Bn

j ] for all q, 1 ≤ q ≤ ∞. However

Lp[B̂n
j ] =

∞⋃
n=1
Lp[Bn

j ]. That is Lp[B̂n
j ] is uniformly convex, dense and compactly

embedded in Kq[B̂n
j ] for all q, 1 ≤ q ≤ ∞ as Kq[Bn

j ] is the closure of Kq[B̂n
j ].

Therefore Kq[Bn
j ] is uniformly convex.

(3) From (2), that Kp[Bn
j ] is reflexive for 1 < p <∞ as

{Kp[Bn
j ]}∗ = Kq[Bn

j ],
1

p
+

1

q
= 1, ∀n

and

Kp[Bn
j ] ⊂ Kp[Bn+1

J ], ∀n ⇒
∞⋃

n=1

{Kp[Bn
j ]}∗ =

∞⋃
n=1

Kq[Bn
j ],

1

p
+

1

q
= 1.

Since each f ∈ Kp[Bn
j ] is the limit of a sequence {fn} ⊂ Kp[B̂n

j ] =
∞⋃

n=1
Kp[Bn

j ], we

see that {Kp[Bn
j ]}∗ = Kq[Bn

j ], for 1
p + 1

q = 1.

(4) Suppose f ∈ K∞[Bn
j ]. This implies |

∫
Bn
j
Ek(x)f(x)dµB(x)| is uniformly bounded

for all k. It follows that |
∫
Bn
j
Ek(x)f(x)dµB(x)|p is uniformly bounded for all 1 ≤

p <∞. It is clear from the definition of Kp[Bn
j ] that[∑∣∣∣∣∣

∫
Bn
j

Ek(x)f(x)dµB(x)

∣∣∣∣∣
p] 1

p

≤ M ||f ||Kp[Bn
j ]
<∞.
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So, f ∈ Kp[Bn
j ]. This completes the proof.

Theorem 3.8. C∞c [Bn
j ] is a dense subset of BK2[Bn

j ].

Proof. As C∞c [Bn
j ] is dense in Lp[Bn

j ],∀p. Moreover Lp[Bn
j ] is a dense subset of

K2[Bn
j ]. So, C∞c [Bn

j ] is a dense subset of K2[Bn
j ].

Corollary 3.2. The embedding C∞0 [Bn
j ] ↪→ Kp[Bn

j ] is dense.

Remark 3.2. Since L1[Bn
j ] ⊂ Kp[Bn

j ] and Kp[Bn
j ] is reflexive for 1 < p <∞. We see the

second dual {L1[Bn
j ]}∗∗ = M[Bn

j ] ⊂ Kp[Bn
j ], where M[Bn

j ] is the space of bounded finitely
additive set functions define on the Borel sets B[Bn

j ].

3.2. The family of Kp[B∞j ]

We can now construct the spaces Kp[B∞j ], 1 ≤ p ≤ ∞, using the same approach

that led to L1[B∞j ]. Since Kp[Bn
j ] ⊂ Kp[Bn+1

j ]. We define Kp[B̂∞j ] =
⋃∞

n=1 Kp[Bn
j ].

Definition 3.3. A measurable function f is said to be in Kp[B∞j ], for 1 ≤ p ≤
∞, if there is a Cauchy sequence {fn} ⊂ Kp[B̂∞j ] with fn ∈ Kp[Bn

j ] such that
lim

n→∞
fn(x) = f(x) µB-a.e.

The functions in Kp[B̂∞j ] differ from functions in its closure Kp[B∞j ], by sets of
measure zero.

Theorem 3.9. Kp[B̂∞j ] = Kp[B∞j ].

Definition 3.4. If f ∈ Kp[B∞j ], we define the integral of f by∫
B∞
j

f(x)dµB(x) = lim
n→∞

∫
Bn
j

fn(x)dµB(x),

where fn ∈ Kp[Bn
j ] is any Cauchy sequence convergerging to f(x).

Theorem 3.10. If f ∈ Kp[B∞j ], then the integral of f define in Definition 3.4
exists and is unique for every f ∈ Kp[B∞j ].

Proof. If in the consideration of the family of functions {fn} is Cauchy, it follows:
On condition that the integral exists, it is unique. For existence considering f(x) > 0
with standard argument with the assumption of increasing sequence so that the
integral exists. The general case now follows by the standard decomposition.

Theorem 3.11. If f ∈ Kp[B∞j ], then all theorems that are true for f ∈ Kp[Bn
j ],

also hold for f ∈ Kp[B∞j .]
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Theorem 3.12. Kp[Bn
j ] and Kp[Bj ] are equivalent spaces.

Proof. Let Bn
j is a separable Banach space, T maps Bn

j onto Bj ⊂ B∞j , where T is
an isometric isomorphism so that Bj is an embedding of Bn

j into R∞J . This is how

we able to define a Lebesgue integral on Bn
j using Bj and T−1. Thus Kp[Bn

j ] and
Kp[Bj ] are not different spaces.

Theorem 3.13. Kp[B∞j ] can be embedded into Kp[R∞J ] as a closed subspace.

Proof. As every separable Banach space can be embedded in R∞J as a closed sub-
space containing B∞j . So, Kp[B∞j ] ⊂ Kp[R∞J ] embedding as a closed subspace. That

is Kp[
⋃∞

n=1 Bn
j ] ⊂ Kp[R∞J ] embedding as a closed subspace. So, Kp[Bn

j ] ⊂ Kp[R∞J ]
embedding as a closed subspace. Finally we can conclude that Kp[B∞J ] ⊂ Kp[R∞J ]
embedding as closed subspace.

3.3. Feynman path integral

The properties of K2[B∞J ] derived earlier suggests that it may be a better replace-
ment of L2[B∞J ] in the study of the Path Integral formulation of quantum the-
ory developed by Feynman. We see that position operator have closed densely
define extensions to K2[B∞J ]. Further Fourier and convolution insure that all of
the Schrödinger and Heisenberg theories have a faithful representation on K2[B∞J ].
Since K2[B∞J ] contains the space of measures, it follows that all the approximating
sequences for Dirac measure convergent strongly in K2[B∞J ].
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Abstract. In this paper, we consider Cartan null Bertrand curves in Minkowski 3-
space. Since the principal normal vector of a null curve is a spacelike vector, the
Bertrand mate curve of a null curve can be a timelike curve and a spacelike curve with
spacelike principal normal. We give the necessary and sufficient conditions for these
cases to be Bertrand curves and we also give the related examples.
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1. Introduction

In the theory of curves in Euclidean space, one of the important and interesting
problem is characterization of a regular curve. In the solution of the problem, the
curvature functions κ1 (or κ) and κ2 (or τ) of a regular curve have an effective role.
For example: if κ1 = 0 = κ2, then the curve is a geodesic or if κ1 = constant 6= 0
and κ2 = 0, then the curve is a circle with radius (1/κ1), etc. Another way in the
solution of the problem is the relationship between the Frenet vectors and Frenet
planes of the curves ([8],[13]). Mannheim curves is an interesting examples for such
classification. If there exists a corresponding relationship between the space curves
α and β such that, at the corresponding points of the curves, the principal normal
lines of α coincides with the binormal lines of β, then α is called a Mannheim curve,
β is called Mannheim partner curve of α. Mannheim partner curves was studied by
Liu and Wang (see [10]) in Euclidean 3-space and Minkowski 3-space.
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Another interesting example is Bertrand curves. A Bertrand curve is a curve
in the Euclidean space such that its principal normal is the principal normal of
the second curve ([3],[18]). The study of this kind of curves has been extended to
many other ambient spaces. In [12], Pears studied this problem for curves in the
n-dimensional Euclidean space En, n > 3, and showed that a Bertrand curve in En
must belong to a three-dimensional subspace E3 ⊂ En. This result is restated by
Matsuda and Yorozu [11]. They proved that there was not any special Bertrand
curves in En (n > 3) and defined a new kind, which is called (1, 3)-type Bertrand
curves in 4-dimensional Euclidean space. Bertrand curves and their characteri-
zations were studied by many researchers in Minkowski 3-space and Minkowski
space-time (see [1], [2], [6], [7], [14], [15]) as well as in Euclidean space. In addition,
(1, 3)-type Bertrand curves were studied in semi-Euclidean 4-space with index 2
([16],).

Following [17], in this paper, we consider Cartan null Bertrand curves in Minkowski
3-space. Since the principal normal vector of a null curve is a spacelike vector, the
Bertrand mate curve of a null curve can be a null curve, a timelike curve and a
spacelike curve with spacelike principal normal. The case where the Bertrand mate
curve is a null curve, were studied in [2]. Thus, we give the necessary and suffi-
cient conditions for other cases to be Bertrand curves and we also give the related
examples.

2. Preliminaries

The Minkowski space E3
1 is the Euclidean 3-space E3 equipped with indefinite flat

metric given by

g = −dx21 + dx22 + dx23,

where (x1, x2, x3) is a rectangular coordinate system of E3
1. Recall that a vector

v ∈ E3
1\{0} can be spacelike if g(v, v) > 0 , timelike if g(v, v) < 0 and null (lightlike)

if g(v, v) = 0 and v 6= 0. In particular, the vector v = 0 is a spacelike. The norm
of a vector v is given by ||v|| =

√
|g(v, v)|, and two vectors v and w are said

to be orthogonal, if g(v, w) = 0. An arbitrary curve α(s) in E3
1, can locally be

spacelike, timelike or null (lightlike), if all its velocity vectors α′(s) are respectively
spacelike, timelike or null ([9]). Spacelike curve in E3

1 is called pseudo null curve
if its principal normal vector N is null [4]. A null curve α is parameterized by
pseudo-arc s if g(α′′(s), α′′(s)) = 1. Also null curve is called null Cartan curve if it
is parameterized by pseudo-arc function. A spacelike or a timelike curve α(s) has
unit speed, if g(α′(s), α′(s)) = ±1 ([4]).

Let {T,N,B} be the moving Frenet frame along a curve α in E3
1, consisting

of the tangent, the principal normal and the binormal vector fields respectively.
Depending on the causal character of α, the Frenet equations have the following
forms.
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Case I. If α is a non-null curve, the Frenet equations are given by ([9]): T ′

N ′

B′

 =

 0 ε2k1 0
−ε1k1 0 ε3k2

0 −ε2k2 0

 T
N
B

(2.1)

where k1 and k2 are the first and the second curvature of the curve respectively.
Moreover, the following conditions hold:

g(T, T ) = ε1 = ±1, g(N,N) = ε2 = ±1, g(B,B) = ε3 = ±1

and
g(T,N) = g(T,B) = g(N,B) = 0.

Case II. If α is a null Cartan curve, the Cartan equations are given by ([4]) T ′

N ′

B′

 =

 0 k1 0
k2 0 −k1
0 −k2 0

 T
N
B

(2.2)

where the first curvature k1 = 0 if α is straight line, or k1 = 1 in all other cases.
In particular, the following conditions hold:

g(T, T ) = g(B,B) = g(T,N) = g(N,B) = 0, g(N,N) = g(T,B) = 1.

3. Cartan Null Bertrand curves in Minkowski 3-space

In this section, we consider the Cartan null Bertrand curves in E3
1. We get the

necessary and sufficient conditions for the Cartan null curves to be Bertrand curves
in E3

1 and we also give the related examples.

Definition 3.1. A Cartan null curve α : I → E3
1 with κ1(s) 6= 0 is a Bertrand

curve if there is a curve α∗ : I∗ → E3
1 such that the principal normal vectors of α(s)

and α∗(s∗) at s ∈ I, s∗ ∈ I∗ are equal. In this case, α∗(s∗) is the Bertrand mate of
α(s).

Let β : I → E3
1 be a Cartan null Bertrand curve in E3

1 with the Frenet frame
{T,N,B} and the curvatures κ1, κ2, and β∗ : I → E3

1 be a Bertrand mate curve of
β with the Frenet frame {T ∗, N∗, B∗} and the curvatures κ∗1, κ

∗
2.

Theorem 3.1. Let β : I ⊂ R→ E3
1 be a Cartan null curve parametrized by pseudo

arc parameter with curvatures κ1 6= 0, κ2. Then the curve β is a Bertrand curve
with Bertrand mate β∗ if and only if one of the following conditions holds:
(i) there exists constant real numbers λ and h satisfying

h < 0, 1 + λκ2 = −hλκ1, κ2 − hκ1 6= 0, κ2 + hκ1 6= 0.(3.1)
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In this case, β∗ is a timelike curve in E3
1.

(ii) there exists constant real numbers λ and h satisfying

h > 0, 1 + λκ2 = −hλκ1, κ2 − hκ1 6= 0, κ2 + hκ1 6= 0.(3.2)

In this case, β∗ is a spacelike curve with spacelike principal normal in E3
1.

Proof. Assume that β is a Cartan null Bertrand curve parametrized by pseudo arc
parameter s with κ1 6= 0, κ2 and the curve β∗ is the Bertrand mate curve of the
curve β parametrized by with arc-length or pseudo arc s∗.

(i) Let β∗ be a timelike curve. Then, we can write the curve β∗ as

β∗(s∗) = β∗(f(s)) = β(s) + λ(s)N(s)(3.3)

for all s ∈ I where λ(s) is C∞−function on I. Differentiating (3.3) with respect to
s and using (2.1),(2.2), we get

T ∗f ′ = (1 + λκ2)T + λ′N − λκ1B.(3.4)

By taking the scalar product of (3.4) with N , we have

λ′ = 0.(3.5)

Substituting (3.5) in (3.4), we find

T ∗f ′ = (1 + λκ2)T − λκ1B.(3.6)

By taking the scalar product of (3.6) with itself, we obtain

(f ′)
2

= 2λκ1(1 + λκ2).(3.7)

If we denote

δ =
1 + λκ2
f ′

and γ =
−λκ1
f ′

,(3.8)

we get
T ∗ = δT + γB.(3.9)

Differentiating (3.9) with respect to s and using (2.1),(2.2), we find

f ′κ∗1N
∗ = δ′T + (δκ1 − γκ2)N + γ′B.(3.10)

By taking the scalar product of (3.10) with itself, we get

δ′ = 0 and γ′ = 0.(3.11)

Since γ 6= 0, we have 1 + λκ2 = −hλκ1 where h = δ/γ. Substituting (3.11) in
(3.10) , we find

f ′κ∗1N
∗ = (δκ1 − γκ2)N(3.12)
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By taking the scalar product of (3.12) with itself, using (3.7) and (3.8), we have

(f ′)
2

(κ∗1)
2

= − (κ2 − hκ1)
2

2h
(3.13)

where κ2 − hκ1 6= 0 and h < 0. If we put v = δκ1−γκ2

f ′κ∗1
, we get

N∗ = vN.(3.14)

Differentiating (3.14) with respect to s and using (2.1),(2.2), we find

f ′κ∗2B
∗ = vκ2T − vκ1B − f ′κ∗1T ∗(3.15)

where v′ = 0. Rewriting (3.15) by using (3.6) , we get

f ′κ∗2B
∗ = P (s)T +Q (s)B

where

P (s) =
λκ1 (κ2 − hκ1) (κ2 + hκ1)

2(f ′)2κ∗1
,

Q (s) =
−λκ1 (κ2 − hκ1) (κ2 + hκ1)

2h(f ′)2κ∗1

which implies that κ2 + hκ1 6= 0.

Conversely, assume that β is a Cartan null curve parametrized by pseudo arc
parameter s with κ1 6= 0, κ2 and the conditions of (3.1) holds for constant real
numbers λ and h. Then, we can define a curve β∗ as

β∗(s∗) = β(s) + λN(s).(3.16)

Differentiating (3.16) with respect to s and using (2.2), we find

dβ∗

ds
= −λκ1{hT +B}(3.17)

which leads to that

f ′ =

√∣∣∣∣g(dβ∗ds , dβ∗ds
)∣∣∣∣ = m1λκ1

√
−2h

where m1 = ±1 such that m1λκ1 > 0. Rewriting (3.17), we obtain

T ∗ =
−m1√
−2h
{hT +B}, g (T ∗, T ∗) = −1.(3.18)

Differentiating (3.18) with respect to s and using (2.2), we get

dT ∗

ds∗
=
m1 (κ2 − hκ1)

f ′
√
−2h

N
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which causes that

κ∗1 =

∥∥∥∥dT ∗ds∗

∥∥∥∥ =
m2 (κ2 − hκ1)

f ′
√
−2h

(3.19)

where m2 = ±1 such that m2 (κ2 − hκ1) > 0. Now, we can find N∗ as

N∗ = m1m2N, g (N∗, N∗) = 1.(3.20)

Differentiating (3.20) with respect to s, using (3.18) and (3.19), we get

dN∗

ds∗
− κ∗1T ∗ =

m1m2 (κ2 + hκ1)

2hf ′
{hT −B}

which bring about that

κ∗2 =
m3 (κ2 + hκ1)

f ′
√
−2h

,

where m3 = ±1 such that m3 (κ2 + hκ1) > 0. Lastly, we define B∗ as

B∗ =
m1m2m3

√
−2h

2

{
T − 1

h
B

}
, g (B∗, B∗) = 1.

Then β∗ is a timelike curve and the Bertrand mate curve of β. Thus β is a Bertrand
curve.

(ii) Let β∗ be a spacelike curve with spacelike principal normal in E3
1. Then the

proof can be done similarly to (i) .

In the following results, the relationships between the Frenet vectors and cur-
vature functions of Cartan Null Bertrand Curve and its Bertrand Mate curve are
given

Corollary 3.1. Let β : I → E3
1 be a Cartan null Bertrand curve with the Frenet

frame {T,N,B} and the curvatures κ1, κ2, and β
∗ : I → E3

1 be a spacelike Bertrand
mate curve with spacelike principal normal of β with the Frenet frame {T ∗, N∗, B∗}
and the curvatures κ∗1, κ

∗
2. Then the curvatures of β and β∗satisfy the relations

κ∗1 =
λ(κ2 − h)

(f ′)
2 ,

κ∗2 =
1

(f ′)
3

√
−2
(
hλ(λκ2 − hλ)− κ2 (f ′)

2
)(

λ(λκ2 − hλ) + (f ′)
2
)

and the corresponding frames of β and β∗are related by

T ∗ =

(
hλ

f ′

)
T −

(
λ

f ′

)
B,

N∗ = N,
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B∗ =

 hλ(λκ2 − hλ)− κ2 (f ′)
2√

−2
(
hλ(λκ2 − hλ)− κ2 (f ′)

2
)(

λ(λκ2 − hλ) + (f ′)
2
)
T +

 λ(λκ2 − hλ) + (f ′)
2√

−2
(
hλ(λκ2 − hλ)− κ2 (f ′)

2
)(

λ(λκ2 − hλ) + (f ′)
2
)
B

where (f ′)
2

= 2λ2h and 1 + λκ2 = −hλ, h > 0, λ 6= 0.

Corollary 3.2. Let β : I → E3
1 be a Cartan null Bertrand curve with the Frenet

frame {T,N,B} and the curvatures κ1, κ2, and β
∗ : I → E3

1 be a timelike Bertrand
mate curve of β with the Frenet frame {T ∗, N∗, B∗} and the curvatures κ∗1, κ

∗
2. Then

the curvatures of β and β∗satisfy the relations

κ∗1 =
λ(κ2 − h)

(f ′)
2 ,

κ∗2 =
1

(f ′)
3

√
2
(
hλ(λκ2 − hλ) + κ2 (f ′)

2
)(

λ(λκ2 − hλ)− (f ′)
2
)

and the corresponding frames of β and β∗are related by

T ∗ =

(
−hλ
f ′

)
T −

(
λ

f ′

)
B,

N∗ = N,

B∗ =

 hλ(λκ2 − hλ) + κ2 (f ′)
2√

2
(
hλ(λκ2 − hλ) + κ2 (f ′)

2
)(

λ(λκ2 − hλ)− (f ′)
2
)
T +

 λ(λκ2 − hλ)− (f ′)
2√

2
(
hλ(λκ2 − hλ) + κ2 (f ′)

2
)(

λ(λκ2 − hλ)− (f ′)
2
)
B

where (f ′)
2

= −2λ2h and 1 + λκ2 = −hλ, h < 0, λ 6= 0.

Remark 3.1. It can easily be proved that a Cartan null curve has no pseudo null
Bertrand mate in E3

1.

Example 3.1. Let us consider a Cartan null curve in E3
1 parametrized by

β(s) = (sinh s, cosh s, s)
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with

T (s) = (cosh s, sinh s, 1) ,
N (s) = (sinh s, cosh s, 0) ,
B (s) =

(
− cosh s

2
,− sinh s

2
, 1
2

)
κ1 (s) = 1 and κ2 (s) = 1/2.

If we take h = −3/2 and λ = 1 in (i) of theorem 3.1, then we get the curve β∗ as follows:

β∗ (s) = β (s) +N (s) = (2 sinh s, 2 cosh s, s)

By straight calculations, we get

T ∗(s) =
(

2 cosh s√
3
, 2 sinh s√

3
, 1√

3

)
,

N∗ (s) = (sinh s, cosh s, 0) ,

B∗ (s) =
(
− cosh s√

3
,− sinh s√

3
,− 2√

3

)
,

κ∗1 (s) = 2/3, κ∗2 (s) = 1/3.

It can be easily seen that the curve β∗ is a timelike Bertrand mate curve of the
curve β.

Example 3.2. For the same Cartan null curve β in Example 1, if we take h = 3/2 and
λ = −1/2 in (ii) of theorem 3.1, then we get the curve β∗ as follows:

β∗ (s) = β (s) − 1

2
N (s) =

(
sinh s

2
,

cosh s

2
, s

)
By straight calculations, we get

T ∗(s) =
(

cosh s√
3
, sinh s√

3
, 2√

3

)
,

N∗ (s) = (sinh s, cosh s, 0) ,

B∗ (s) =
(
− 2 cosh s√

3
,− 2 sinh s√

3
,− 1√

3

)
,

κ∗1 (s) = 2/3, κ∗2 (s) = 4/3.

It can be easily seen that the curve β∗ is a spacelike Bertrand mate curve of the
curve β.

In the graphic below, the curves given in Example 3.1 and Example 3.2 are
illustrated together.
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Fig. 3.1: Cartan null Bertrand curve β (red) and its spacelike (blue) and timelike (green)

Bertrand mates curves in E3
1
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1. Introduction and Preliminaries

F -contractions were introduced initially by Wardowski [24]. Indeed, Wardowski
[24] extended the Banach Contraction Principle and proved some fixed-point results
for F -contraction mappings. Since then, several authors proved many fixed point
results for F -contraction mappings (refer to [1, 4, 5, 8, 11, 12, 13, 15, 19, 21, 22, 25]).

Let F be the family of all functions F : R+ → R satisfying the following condi-
tions:
(F1) F is strictly increasing, i.e., for all α, β ∈ (0,+∞) with α < β we have
F (α) < F (β),
(F2) for each sequence {αn} of positive numbers,

lim
n→+∞

αn = 0 if and only if lim
n→+∞

F (αn) = −∞;
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(F3) there exists k ∈ (0,+∞) such that limα→0+ α
kF (α) = 0.

Let F1(α) = ln(α), F2(α) = − 1√
α

and F3(α) = α+ln(α) for α > 0, then F1, F2, F3 ∈
F . A mapping T : X → X is called an F -contraction if there exists τ > 0 and
F ∈ F shch that

τ + F (d(Tx, Ty)) ≤ F (d(x, y)),(1.1)

holds for all x, y ∈ X with d(Tx, Ty) > 0. From (F1) and (1.1), we can easily see
that any F -contraction is a contractive mapping. Let F : R+ → R be givin by
F (α) = ln α. By (1.1), we obtain

d(Tx, Ty) ≤ e−τd(x, y),

for all x, y ∈ X and d(Tx, Ty) > 0. Let F (α) = α+ ln α for α > 0. From (1.1), we
get

d(Tx, Ty)

d(x, y)
ed(Tx,Ty)−d(x,y) ≤ e−τ ,

for any x, y ∈ X and d(Tx, Ty) > 0. Wardowski [24] proved the following fixed
point theorem.

Theorem 1.1. [24] Let (X, d) be a complete metric space and let T : X → X be
an F -contraction. Then T has a fixed point x∗ and for an arbitrary point x ∈ X,
the sequence {Tnx} is convergent to x∗.

Let X be an ordered normed space, i.e., a vector space over the real equipped
with a partial order 4 and a norm ||.||. For every α ≥ 0 and x, y, z ∈ X with
x 4 y one has that x + z 4 y + z and αx 4 αy. Two elements x, y ∈ X are called
comparable if x 4 y or y 4 x holds. A self-mapping T on X is called non-decreasing
if Tx 4 Ty whenever x 4 y for all x, y ∈ X.

Ran and Reurings [18] initiate the fixed point theory in the metric spaces
equipped with a partial order relation. Thereafter, several authors obtained many
fixed point results in ordered metric space (see [2, 3, 6, 7, 10, 16, 17, 23] and refer-
ences therein).

Definition 1.1. [9] Let E be a Banach space. A subset P of E is called cone if
the following conditions are satisfied:
1) P is nonempty closed set and P 6= {θ}, where θ denotes the zero element in E;
2) if x, y ∈ P and a, b ∈ R, a, b ≥ 0, then ax+ by ∈ P ;
3) if x ∈ P and −x ∈ P , then x = θ.

Let P ⊆ E be a cone. We define a partial ordering 4 with respect to P by x 4 y if
and only if y − x ∈ P . A cone P is called normal if there is a number L > 0 such
that

θ 4 x 4 y implies ||x|| ≤ L||y||,

for all x, y ∈ E. The least positive number L satisfying the above inequality is
called the normal constant of P .
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Definition 1.2. [14, 20] A set P ⊆ E is said to be a lattice under the partial
ordering 4, if sup{x, y} and inf{x, y} exist for all x, y ∈ P .

Lemma 1.1. [9] A cone P in a normed space (E, ||.||) is normal if and only if
there exists a norm ||.||1 on E, equivalent to the given norm ||.||, such that the cone
P is monotone w.r.t. ||.||1.

Lemma 1.2. [9] Let E be a real Banach space, P be a normal cone and {xnk} be
a subsequence converging to p of monotone sequence {xn}. Then {xn} converges to
p. Also if {xn}n∈N is an increasing(decreasing) sequence, then xn 4 p(p 4 xn) for
all n ∈ N.

2. Main results

In this section, we prove a fixed point result in partially ordered Banach spaces.
Let E be a partially ordered Banach space, P be a normal cone and the partial
order 4 on E be induced by the cone P . We denote by F , the set of all functions
F : P − {θ} → R that satisfying the following conditions:
(F ′1) F is strictly increasing, i.e., for all x, y ∈ P such that x ≺ y, F (x) < F (y) or
x 4 y and x 6= y yields F (x) ≤ F (y) and F (x) 6= F (y).
(F ′2) For each sequence {xn} in P ,

lim
n→+∞

xn = θ if and only if lim
n→+∞

F (xn) = −∞.

(F ′3) There exists k ∈ (0,+∞) such that limx→θ ||x||kF (x) = 0.
Our new result is the following:

Theorem 2.1. Let X ⊆ E be a closed set, P ⊆ X and let T : X → X be a
self-mapping on X. Suppose that the following hypotheses hold:
(i) X is a lattice;
(ii) T is a decreasing operator, i.e., x 4 y implies Tx < Ty;
(iii) there exsits τ > 0 and F ∈ F such that

τ + F (Tu− Tv) ≤ F (v − u),(2.1)

for all u, v ∈ X, where u 4 v and Tu 6= Tv. Then, T has a unique fixed point
p ∈ X.

Proof. Let x0 ∈ X be arbitrary. If Tx0 = x0 the proof is finished, that is T has a
fixed point x0. Let Tx0 6= x0 and we consider the following two case.
Case1. Let x0 is comparable with Tx0. Without loss of generality, we suppose that
x0 ≺ Tx0. Since T is decreasing, we get Tx0 < T 2x0. We can easily check that T 2

is increasing. From (2.1), we have

τ + F (Tx0 − T 2x0) ≤ F (Tx0 − x0).
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Then, we get

F (Tx0 − T 2x0) ≤ F (Tx0 − x0).

Since, F is strictly increasing, we get

Tx0 − T 2x0 4 Tx0 − x0.

Then, we have

x0 4 T 2x0.(2.2)

Using (2.1), we obtain

τ + F (T 2v − T 2u) ≤ F (Tu− Tv)

≤ F (v − u)− τ
< F (v − u),(2.3)

for all u, v ∈ X, where u ≺ v or u 4 v and u 6= v. Let Sx = T 2x for all x ∈ X.
Then, from (2.3), we have

τ + F (Sv − Su) ≤ F (v − u),(2.4)

for all u, v ∈ X, where u ≺ v or u 4 v, u 6= v and F ∈ F . Also, from (2.2) we have
x0 4 Sx0. Now, we show that S has a unique fixed point. Consider the iterated
sequence {xn}, where xn+1 = Sxn for n = 0, 1, 2, . . .. Since S is increasing, we have
xn+1 4 xn for all n = 0, 1, 2, . . . . Using (2.4), we have

F (xn+1 − xn) ≤ F (xn − xn−1)− τ ≤ . . . ≤ F (x1 − x0)− nτ.(2.5)

Letting n→ +∞ above inequality, we obtain

lim
n→+∞

F (xn+1 − xn) = −∞.

Using F ′2, we get αn = xn+1 − xn → θ as n→ +∞. This implies that

lim
n→+∞

||αn|| = 0.(2.6)

From (F ′3), there exsits k ∈ (0, 1) such that

lim
n→+∞

||αn||kF (αn) = 0.(2.7)

From, (2.5) we have

(||αn||kF (αn)− ||αn||kF (α0)) ≤ ||αn||k(F (α0)− nτ)− ||αn||kF (α0) = −||αn||knτ ≤ 0.

Using (2.6) and (2.7) and letting n→ +∞ in above inequality, we get

lim
n→+∞

n||αn||k = 0.(2.8)
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It follows from (2.8), there exists N ∈ N, such that

||αn|| ≤
1

n
1
k

,(2.9)

for all n > N . Now, we claim that {xn} is a Cauchy sequence. Suppose m,n ∈ N
and m > n > N .

||xm − xn|| ≤ ||αm−1||+ ||αm−2||+ . . .+ ||αn|| ≤
+∞∑
i=n

||αi|| ≤
+∞∑
i=n

1

i
1
k

.

Then ||xm − xn|| → 0 as m,n → +∞, which implies {xn} is a Cauchy sequence.
Since X is closed, then there exists point p in X such that limn→+∞ xn = p. Using
Lemma 1.2, we get xn 4 p for all n ∈ N. From (2.4), we have

F (Sxn − Sp) ≤ F (xn − p)− τ ≤ F (xn − p).

Since F is strictly increasing, we have

Sxn − Sp ≺ xn − p,(2.10)

for all n ∈ N. From Lemma (1.1) exists a norm ||.||1 such that is equivalent with
||.|| and

||Sxn − Sp||1 ≤ ||xn − p||1,(2.11)

for all n ∈ N. Using (2.11), we obtain

||p− Sp||1 ≤ ||p− xn+1||1 + ||xn+1 − Sp||1
≤ ||p− xn+1||1 + ||xn − p||1,

for all n ∈ N. Letting n → +∞ in above inequality, we get ||p − Sp||1 = 0, which
implies Sp = p. To see the uniqueness of the fixed point, let us consider p and q be
two distinct fixed points of S, that is, Sp = p 6= q = Sq. If q comparable with p,
without loss of generality, we suppose that q 4 p. Then, by (2.4), we obtain

τ ≤ F (p− q)− F (Sp− Sq) = 0,(2.12)

which is a contradiction. Now, suppose p is not comparable to q. Since X is a
lattice, there exists r ∈ X such that r = inf{p, q}, which implies r 4 p and r 4 q.
Since S is increasing, we have Snr 4 Snp and Snr 4 Snq. Using (2.4) we obtain,

F (p− Snr) = F (Snp− Snr) ≤ F (Sn−1p− Sn−1r)− τ ≤ . . . ≤ F (p− r)− nτ,

for all n ∈ N. Letting n→ +∞ in above inequality, we have limn→+∞ F (p−Snr) =
−∞ that together with (F ′2) gives limn→+∞(p − Snr) = θ. This implies that
limn→+∞ Snr = p. Similarly, limn→+∞ Snr = q. So, p = q that is S has a unique
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fixed point p. Now, we show that the unique fixed point of S is also the unique
fixed point of T . Since S has a fixed point p, we have

S(Tp) = T 2(Tp) = T (T 2p) = T (Sp) = Tp.(2.13)

From the uniqueness of the fixed point of S, we know Tp = p.
Case2. Suppose x0 is not comparable to Tx0. Since X is a lattice, there exists
y ∈ X such that y = inf{x0, Tx0}, which implies y 4 x0 and y 4 Tx0. Since T
is decreasing, we have Tx0 4 Ty, which implies y 4 Ty. Similarly to the proof of
case 1, we can show T has a unique fixed point.

Example 2.1. Let E = R × R endowed with the norm ||.||1 which is defined as follows
||(x1, x2)||1 = |x1|+ |x2|, x1, x2 ∈ R. Also, we define a partial order on R2 as follows

(a, b) 4 (c, d) if and only if a ≤ c, b ≤ d.

Then (X, ||.||,4) is a partially ordered Banach space. Suppose X = [0,+∞)×[0,+∞), P =
{(α, 0) : α ≥ 0} and F : P − {θ} → R by Fα = lnα. Define T = (T1, T2) where
Ti : [0,+∞)→ R, i = 1, 2 and T1(a) = e−τ −a

1+a
, T2(b) = e−τ 2

1+b
,

T (a, b) = (T1(a), T2(b)) = (e−τ
−a

1 + a
, e−τ

2

1 + b
),

for all a, b ∈ [0,+∞) where τ > 0. It is clear that both Ti, i = 1, 2 are strictly decreasing, so,
T is decreasing. We show that T is F -contraction. Indeed, let u = (x1, y1) 4 v = (x2, y2),
we have

Tu− Tv = e−τ (
−x1

2 + x1
,

2

1 + y1
)− e−τ (

−x2
2 + x2

,
2

1 + y2
)

= e−τ (
−2x1 − x1x2 + 2x2 + x1x2

4 + 2x1 + 2x2 + x1x2
,

2 + 2y2 − 2− 2y1
1 + y2 + y1 + y1y2

)

≤ e−τ (x2 − x1, y2 − y1)

= e−τ (v − u).

Which implies that

τ + ln(Tu− Tv) ≤ ln(v − u).

Then, all the conditions of Theorem 2.1 are satisfied and so T has a unique fixed point

(0,
−1+
√

1+8e−τ

2
), where τ is given.

Example 2.2. Let E = R, X = [0,+∞), P = [0,+∞) and F : P\ {0} → R with F (r) =
− 1
r
. Define the mapping T : X → X by Tx = 1

1+x
. . It is clear that the all conditions of

Theorem 2.1 are satisfied. The condition (2.1) is true i.e. exists τ > 0 such that

τ + F (Tu− Tv) ≤ F (v − u) .
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Indeed, for v > u, we obtain

F (v − u)− F (Tu− Tv) = − 1

v − u +
1

1
1+u
− 1

1+v

= − 1

v − u +
(1 + v) (1 + u)

v − u

= − 1

v − u +
1 + u+ v + vu

v − u

=
u+ v + vu

v − u

≥ u+ v

v − u

≥ v − u
v − u = 1.

Hence, for any τ ∈ (0, 1], we have

τ + F (Tu− Tv) ≤ F (v − u) .

Thus, T has a unique fixed point u0 =
√
5−1
2

.
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1. Introduction

Let X,Y, Z and W be normed spaces and f : X × Y × Z −→W be a bounded tri-
linear mapping. One of the natural extensions of f can be derived by the following
procedure:

1. f∗ : W ∗ ×X × Y −→ Z∗, given by 〈f∗(w∗, x, y), z〉 = 〈w∗, f(x, y, z)〉, where
x ∈ X, y ∈ Y, z ∈ Z,w∗ ∈W ∗.
The map f∗ is a bounded tri-linear mapping and is called the adjoint of f .
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2. f∗∗ = (f∗)∗ : Z∗∗×W ∗×X −→ Y ∗, given by 〈f∗∗(z∗∗, w∗, x), y〉 = 〈z∗∗, f∗(w∗,
x, y)〉, where x ∈ X, y ∈ Y, z∗∗ ∈ Z∗∗, w∗ ∈W ∗.

3. f∗∗∗ = (f∗∗)∗ : Y ∗∗ × Z∗∗ ×W ∗ −→ X∗, given by 〈f∗∗∗(y∗∗, z∗∗, w∗), x〉 =
〈y∗∗, f∗∗(z∗∗, w∗, x)〉, where x ∈ X, y∗∗ ∈ Y ∗∗, z∗∗ ∈ Z∗∗, w∗ ∈W ∗.

4. f∗∗∗∗ = (f∗∗∗)∗ : X∗∗ × Y ∗∗ × Z∗∗ −→ W ∗∗, given by 〈f∗∗∗∗(x∗∗, y∗∗, z∗∗),
w∗〉 = 〈x∗∗, f∗∗∗(y∗∗, z∗∗, w∗)〉, where x∗∗ ∈ X∗∗, y∗∗ ∈ Y ∗∗, z∗∗ ∈ Z∗∗, w∗ ∈
W ∗.

Now let fr : Z × Y ×X −→ W be the flip of f defined by fr(z, y, x) = f(x, y, z),
whenever x ∈ X, y ∈ Y and z ∈ Z. Then fr is a bounded tri-linear map and it may
be extended as above to fr∗∗∗∗ : Z∗∗×Y ∗∗×X∗∗ −→W ∗∗. When f∗∗∗∗ and fr∗∗∗∗r

are equal, then f is called regular. Regularity of f is equvalent to the following

w∗ − lim
α
w∗ − lim

β
w∗ − lim

γ
f(xα, yβ , zγ) = w∗ − lim

γ
w∗ − lim

β
w∗ − lim

α
f(xα, yβ , zγ),

where {xα} ⊂ X, {yβ} ⊂ Y and {zγ} ⊂ Z and convergence to x∗∗ ∈ X∗∗, y∗∗ ∈ Y ∗∗
and z∗∗ ∈ Z∗∗ in the w∗−topologies, respectively. A bounded tri-linear mapping
f : X×Y ×Z −→W is regular whenever at least two of X,Y or Z are reflexive, see
[19] and [20]. Also, we have naturally six different Aron-Berner extensions to the
bidual spaces based on six different elements in S3 and compeletly regularity should
be defined accordingly to the equalities of all these six Aron-Berner extensions, see
[13].

Example 1.1. Let G be an infinite, compact Hausdorff group and let 1 < p < ∞. By
[9, pp 54], we know that Lp(G) ∗ L1(G) ⊂ Lp(G), where

(k ∗ g)(x) =

∫
G

k(y)g(y−1x)dy, (x ∈ G, k ∈ Lp(G), g ∈ L1(G)).

On the other hand, since the Banach space Lp(G) is reflexive, the bounded tri-linear
mapping

f : Lp(G)× L1(G)× Lp(G) −→ Lp(G)

defined by f(k, g, h) = (k ∗g)∗h, is regular for every k, h ∈ Lp(G) and g ∈ L1(G), see [20].

A bounded bilinear(resp. tri-linear) mapping m : X × Y −→ Z(resp. f : X ×
Y × Z −→ W ) is said to be factor if is surjective, that is, m(X × Y ) = Z(resp.
f(X × Y × Z) = W ), see [5].

For a discussion of Arens regularity for Banach algebras and bounded bilinear
maps, see [1], [2], [11], [12] and [18]. For example, every C∗-algebra is Arens regular,
see [4]. Also L1(G) is Arens regular if and only if G is finite,[21].
The left topological center of m may be defined as follows:

Zl(m) = {x∗∗ ∈ X∗∗ : y∗∗ −→ m∗∗∗(x∗∗, y∗∗) is weak∗− to−weak∗− continuous}.

Also the right topological center of turns out to be

Zr(m) = {y∗∗ ∈ Y ∗∗ : x∗∗ −→ mr∗∗∗r(x∗∗, y∗∗) is weak∗−to−weak∗−continuous}.
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The subject of topological centers has been investigated in [6], [7] and [16]. In [14],
Lau and Ulger gave several significant results related to the topological centers of
certain dual algebras. In [11], authors extend some problems from Arens regularity
and Banach algebras to module actions. They also extend the definitions of the left
and right multiplier for module actions, see [10] and [12].

Let A be a Banach algebra, and let π : A × A −→ A denote the product of
A, so that π(a, b) = ab for every a, b ∈ A. The Banach algebra A is Arens regular
whenever the map π is Arens regular. The first and second Arens products, denoted
by � and ♦ respectively, are definded by

a∗∗�b∗∗ = π∗∗∗(a∗∗, b∗∗) , a∗∗♦b∗∗ = πr∗∗∗r(a∗∗, b∗∗) , (a∗∗, b∗∗ ∈ A∗∗).

2. Module actions for bounded tri-linear maps

Let (π1, X, π2) be a Banach A-module and let π1 : A×X −→ X and π2 : X×A −→
X be the left and right module actions of A on X, respectively. If (π1, X) (resp.
(X,π2)) is a left (resp. right) Banach A-module of A on X, then (X∗, π∗1)(resp.
(πr∗r2 , X∗)) is a right (resp. left) Banach A-module and (πr∗r2 , X∗, π∗1) is the dual
Banach A-module of (π1, X, π2). We note also that (π∗∗∗1 , X∗∗, π∗∗∗2 ) is a Banach
(A∗∗,�)-module with module actions π∗∗∗1 : A∗∗ ×X∗∗ −→ X∗∗ and π∗∗∗2 : X∗∗ ×
A∗∗ −→ X∗∗. Similary, (πr∗∗∗r1 , X∗∗, πr∗∗∗r2 ) is a Banach (A∗∗,♦)-module with
module actions πr∗∗∗r1 : A∗∗ ×X∗∗ −→ X∗∗ and πr∗∗∗r2 : X∗∗ ×A∗∗ −→ X∗∗. If we
continue dualizing we shall reach (π∗∗∗r∗r2 , X∗∗∗, π∗∗∗∗1 ) and (πr∗∗∗∗r2 , X∗∗∗, πr∗∗∗r∗1 )
are the dual Banach (A∗∗,�)-module and Banach (A∗∗,♦)-module of (π∗∗∗1 , X∗∗,
π∗∗∗2 ) and (πr∗∗∗r1 , X∗∗, πr∗∗∗r2 ), respectively (see [15]). In [8], Eshaghi Gordji and
Fillali show that if a Banach algebra A has a bounded left (or right) approximate
identity, then the left (or right) module action of A on A∗ is Arens regular if and
only if A is reflexive.

We commence with the following definition for bounded tri-linear mapping.

Definition 2.1. Let X be a Banach space, A be a Banach algebra and Ω1 :
A × A × X −→ X be a bounded tri-linear map. Then the pair (Ω1, X) is said
to be a left Banach A−module when

Ω1(π(a, b), π(c, d), x) = Ω1(a, b,Ω1(c, d, x)),

for each a, b, c, d ∈ A and x ∈ X. A right Banach A−module can be defined
similarly. Let Ω2 : X × A × A −→ X be a bounded tri-linear map. Then the pair
(X,Ω2) is said to be a right Banach A−module when

Ω2(x, π(a, b), π(c, d)) = Ω2(Ω2(x, a, b), c, d).

A triple (Ω1, X,Ω2) is said to be a Banach A−module when (Ω1, X) and (X,Ω2)
are left and right Banach A−modules respectively, also

Ω2(Ω1(a, b, x), c, d) = Ω1(a, b,Ω2(x, c, d)).
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Lemma 2.1. If (Ω1, X,Ω2) is a Banach A−module, then (Ωr∗r2 , X∗,Ω∗1) is a Ba-
nach A−module.

Proof. Since the pair (X,Ω2) is a right Banach A−module, thus for every a, b, c, d ∈
A, x ∈ X and x∗ ∈ X∗ we have

〈Ωr∗r2 (π(a, b), π(c, d), x∗), x〉 = 〈Ωr∗2 (x∗, π(c, d), π(a, b)), x〉
= 〈x∗,Ωr2(π(c, d), π(a, b), x)〉 = 〈x∗,Ω2(x, π(a, b), π(c, d))〉
= 〈x∗,Ω2(Ω2(x, a, b), c, d)〉 = 〈x∗,Ωr2(d, c,Ω2(x, a, b))〉
= 〈Ωr∗2 (x∗, d, c),Ω2(x, a, b)〉 = 〈Ωr∗r2 (c, d, x∗),Ωr2(b, a, x)〉
= 〈Ωr∗2 (Ωr∗r2 (c, d, x∗), b, a), x〉 = 〈Ωr∗r2 (a, b,Ωr∗r2 (c, d, x∗)), x〉.

Therefore Ωr∗r2 (π(a, b), π(c, d), x∗) = Ωr∗r2 (a, b,Ωr∗r2 (c, d, x∗)), so (Ωr∗r2 , X) is a left
Banach A−module. In the other hands, (Ω1, X) is a left Banach A−module, thus
we have

〈Ω∗1(x∗, π(a, b), π(c, d)), x〉 = 〈x∗,Ω1(π(a, b), π(c, d), x)〉
= 〈x∗,Ω1(a, b,Ω1(c, d, x))〉 = 〈Ω∗1(x∗, a, b),Ω1(c, d, x)〉
= 〈Ω∗1(Ω∗1(x∗, a, b), c, d), x〉.

It follows that (X,Ω∗1) is a right Banach A−module. Finally, we show that

Ω∗1(Ωr∗r2 (a, b, x∗), c, d) = Ωr∗r2 (a, b,Ω∗1(x∗, c, d)).

For every x ∈ X we have

〈Ω∗1(Ωr∗r2 (a, b, x∗), c, d), x〉 = 〈Ωr∗r2 (a, b, x∗),Ω1(c, d, x)〉
= 〈Ωr∗2 (x∗, b, a),Ω1(c, d, x)〉 = 〈x∗,Ωr2(b, a,Ω1(c, d, x))〉
= 〈x∗,Ω2(Ω1(c, d, x), a, b)〉 = 〈x∗,Ω1(c, d,Ω2(x, a, b))〉
= 〈Ω∗1(x∗, c, d),Ω2(x, a, b)〉 = 〈Ω∗1(x∗, c, d),Ωr2(b, a, x)〉
= 〈Ωr∗2 (Ω∗1(x∗, c, d), b, a), x〉 = 〈Ωr∗r2 (a, b,Ω∗1(x∗, c, d)), x〉.

Thus (Ωr∗r2 , X∗,Ω∗1) is a Banach A−module.

Theorem 2.1. Let (Ω1, X,Ω2) be a Banach A−module, then

1. The triple (Ω∗∗∗∗1 , X∗∗,Ω∗∗∗∗2 ) is a Banach (A∗∗,�,�)−module.

2. The triple (Ωr∗∗∗∗r1 , X∗∗,Ωr∗∗∗∗r2 ) is a Banach (A∗∗,♦,♦)−module.

Proof. We prove only (1), the other part has the same argument. Let {aα}, {bβ}, {cγ}
and {dθ} are nets in A which converge to a∗∗, b∗∗, c∗∗ and d∗∗ ∈ A∗∗ in the
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w∗−topologies, respectively. Then by lemma 2.1 for every x∗ ∈ X∗ we have

〈Ω∗∗∗∗1 (a∗∗, b∗∗,Ω∗∗∗∗1 (c∗∗, d∗∗, x∗∗)), x∗〉
= 〈a∗∗,Ω∗∗∗1 (b∗∗,Ω∗∗∗∗1 (c∗∗, d∗∗, x∗∗), x∗)〉
= lim

α
〈Ω∗∗∗1 (b∗∗,Ω∗∗∗∗1 (c∗∗, d∗∗, x∗∗), x∗), aα〉

= lim
α
〈b∗∗,Ω∗∗1 (Ω∗∗∗∗1 (c∗∗, d∗∗, x∗∗), x∗, aα)〉

= lim
α

lim
β
〈Ω∗∗1 (Ω∗∗∗∗1 (c∗∗, d∗∗, x∗∗), x∗, aα), bβ〉

= lim
α

lim
β
〈Ω∗∗∗∗1 (c∗∗, d∗∗, x∗∗),Ω∗1(x∗, aα, bβ)〉

= lim
α

lim
β
〈c∗∗,Ω∗∗∗1 (d∗∗, x∗∗,Ω∗1(x∗, aα, bβ))〉

= lim
α

lim
β

lim
γ
〈Ω∗∗∗1 (d∗∗, x∗∗,Ω∗1(x∗, aα, bβ)), cγ〉

= lim
α

lim
β

lim
γ
〈d∗∗,Ω∗∗1 (x∗∗,Ω∗1(x∗, aα, bβ), cγ)〉

= lim
α

lim
β

lim
γ

lim
τ
〈Ω∗∗1 (x∗∗,Ω∗1(x∗, aα, bβ), cγ), dτ 〉

= lim
α

lim
β

lim
γ

lim
τ
〈x∗∗,Ω∗1(Ω∗1(x∗, aα, bβ), cγ , dτ )〉

= lim
α

lim
β

lim
γ

lim
τ
〈x∗∗,Ω∗1(x∗, π(aα, bβ), π(cγ , dτ ))〉

= lim
α

lim
β

lim
γ

lim
τ
〈Ω∗∗1 (x∗∗, x∗, π(aα, bβ)), π(cγ , dτ )〉

= lim
α

lim
β

lim
γ

lim
τ
〈π∗(Ω∗∗1 (x∗∗, x∗, π(aα, bβ)), cγ), dτ 〉

= lim
α

lim
β

lim
γ
〈d∗∗, π∗(Ω∗∗1 (x∗∗, x∗, π(aα, bβ)), cγ)〉

= lim
α

lim
β

lim
γ
〈π∗∗(d∗∗,Ω∗∗1 (x∗∗, x∗, π(aα, bβ))), cγ〉

= lim
α

lim
β
〈c∗∗, π∗∗(d∗∗,Ω∗∗1 (x∗∗, x∗, π(aα, bβ)))〉

= lim
α

lim
β
〈π∗∗∗(c∗∗, d∗∗),Ω∗∗1 (x∗∗, x∗, π(aα, bβ))〉

= lim
α

lim
β
〈Ω∗∗∗1 (π∗∗∗(c∗∗, d∗∗), x∗∗, x∗), π(aα, bβ)〉

= lim
α

lim
β
〈π∗(Ω∗∗∗1 (π∗∗∗(c∗∗, d∗∗), x∗∗, x∗), aα), bβ〉

= lim
α
〈b∗∗, π∗(Ω∗∗∗1 (π∗∗∗(c∗∗, d∗∗), x∗∗, x∗), aα)〉

= lim
α
〈π∗∗(b∗∗,Ω∗∗∗1 (π∗∗∗(c∗∗, d∗∗), x∗∗, x∗)), aα〉

= 〈a∗∗, π∗∗(b∗∗,Ω∗∗∗1 (π∗∗∗(c∗∗, d∗∗), x∗∗, x∗))〉
= 〈π∗∗∗(a∗∗, b∗∗),Ω∗∗∗1 (π∗∗∗(c∗∗, d∗∗), x∗∗, x∗)〉
= 〈Ω∗∗∗∗1 (π∗∗∗(a∗∗, b∗∗), π∗∗∗(c∗∗, d∗∗), x∗∗), x∗〉.

Thus (Ω∗∗∗∗1 , X∗∗) is a left Banach (A∗∗,�,�)−module. Now we show that the pair
(X∗∗,Ω∗∗∗∗2 ) is a right Banach (A∗∗,�,�)−module. Let {xη} be a net in X which
converge to x∗∗ ∈ X∗∗ in the w∗−topologies. The pair (X,Ω2) is a right Banach
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A−module, so we have

〈Ω∗∗∗∗2 (Ω∗∗∗∗2 (x∗∗, a∗∗, b∗∗), c∗∗, d∗∗), x∗〉
= 〈Ω∗∗∗∗2 (x∗∗, a∗∗, b∗∗),Ω∗∗∗2 (c∗∗, d∗∗, x∗)〉
= 〈x∗∗,Ω∗∗∗2 (a∗∗, b∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗))〉
= lim

η
〈Ω∗∗∗2 (a∗∗, b∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗)), xη〉

= lim
η
〈a∗∗,Ω∗∗2 (b∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗), xη)〉

= lim
η

lim
α
〈Ω∗∗2 (b∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗), xη), aα〉

= lim
η

lim
α
〈b∗∗,Ω∗2(Ω∗∗∗2 (c∗∗, d∗∗, x∗), xη, aα)〉

= lim
η

lim
α

lim
β
〈Ω∗2(Ω∗∗∗2 (c∗∗, d∗∗, x∗), xη, aα), bβ〉

= lim
η

lim
α

lim
β
〈Ω∗∗∗2 (c∗∗, d∗∗, x∗),Ω2(xη, aα, bβ)〉

= lim
η

lim
α

lim
β
〈c∗∗,Ω∗∗2 (d∗∗, x∗,Ω2(xη, aα, bβ))〉

= lim
η

lim
α

lim
β

lim
γ
〈Ω∗∗2 (d∗∗, x∗,Ω2(xη, aα, bβ)), cγ〉

= lim
η

lim
α

lim
β

lim
γ
〈d∗∗,Ω∗2(x∗,Ω2(xη, aα, bβ), cγ)〉

= lim
η

lim
α

lim
β

lim
γ

lim
τ
〈Ω∗2(x∗,Ω2(xη, aα, bβ), cγ), dτ 〉

= lim
η

lim
α

lim
β

lim
γ

lim
τ
〈x∗,Ω2(Ω2(xη, aα, bβ), cγ , dτ )〉

= lim
η

lim
α

lim
β

lim
γ

lim
τ
〈x∗,Ω2(xη, π(aα, bβ), π(cγ , dτ ))〉

= lim
η

lim
α

lim
β

lim
γ

lim
τ
〈Ω∗2(x∗, xη, π(aα, bβ)), π(cγ , dτ )〉

= lim
η

lim
α

lim
β

lim
γ

lim
τ
〈π∗(Ω∗2(x∗, xη, π(aα, bβ)), cγ), dτ 〉

= lim
η

lim
α

lim
β

lim
γ
〈d∗∗, π∗(Ω∗2(x∗, xη, π(aα, bβ)), cγ)〉

= lim
η

lim
α

lim
β

lim
γ
〈π∗∗(d∗∗,Ω∗2(x∗, xη, π(aα, bβ)), cγ〉

= lim
η

lim
α

lim
β
〈c∗∗, π∗∗(d∗∗,Ω∗2(x∗, xη, π(aα, bβ))〉

= lim
η

lim
α

lim
β
〈π∗∗∗(c∗∗, d∗∗),Ω∗2(x∗, xη, π(aα, bβ))〉

= lim
η

lim
α

lim
β
〈Ω∗∗2 (π∗∗∗(c∗∗, d∗∗), x∗, xη), π(aα, bβ)〉

= lim
η

lim
α

lim
β
〈π∗(Ω∗∗2 (π∗∗∗(c∗∗, d∗∗), x∗, xη), aα), bβ〉

= lim
η

lim
α
〈b∗∗, π∗(Ω∗∗2 (π∗∗∗(c∗∗, d∗∗), x∗, xη), aα)〉

= lim
η

lim
α
〈π∗∗(b∗∗,Ω∗∗2 (π∗∗∗(c∗∗, d∗∗), x∗, xη)), aα〉
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= lim
η
〈a∗∗, π∗∗(b∗∗,Ω∗∗2 (π∗∗∗(c∗∗, d∗∗), x∗, xη))〉

= lim
η
〈π∗∗∗(a∗∗, b∗∗),Ω∗∗2 (π∗∗∗(c∗∗, d∗∗), x∗, xη)〉

= lim
η
〈Ω∗∗∗2 (π∗∗∗(a∗∗, b∗∗), π∗∗∗(c∗∗, d∗∗), x∗), xη〉

= 〈x∗∗,Ω∗∗∗2 (π∗∗∗(a∗∗, b∗∗), π∗∗∗(c∗∗, d∗∗), x∗)〉
= 〈Ω∗∗∗∗2 (x∗∗, π∗∗∗(a∗∗, b∗∗), π∗∗∗(c∗∗, d∗∗)), x∗〉.

Finally, we show that

Ω∗∗∗∗2 (Ω∗∗∗∗1 (a∗∗, b∗∗, x∗∗), c∗∗, d∗∗) = Ω∗∗∗∗1 (a∗∗, b∗∗,Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗)).

Next we have

〈Ω∗∗∗∗2 (Ω∗∗∗∗1 (a∗∗, b∗∗, x∗∗), c∗∗, d∗∗), x∗〉
= 〈Ω∗∗∗∗1 (a∗∗, b∗∗, x∗∗),Ω∗∗∗2 (c∗∗, d∗∗, x∗)〉
= 〈a∗∗,Ω∗∗∗1 (b∗∗, x∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗))〉
= lim

α
〈Ω∗∗∗1 (b∗∗, x∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗)), aα〉

= lim
α
〈b∗∗,Ω∗∗1 (x∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗), aα)〉

= lim
α

lim
β
〈Ω∗∗1 (x∗∗,Ω∗∗∗2 (c∗∗, d∗∗, x∗), aα), bβ〉

= lim
α

lim
β
〈x∗∗,Ω∗1(Ω∗∗∗2 (c∗∗, d∗∗, x∗), aα, bβ)〉

= lim
α

lim
β

lim
η
〈Ω∗1(Ω∗∗∗2 (c∗∗, d∗∗, x∗), aα, bβ), xη〉

= lim
α

lim
β

lim
η
〈Ω∗∗∗2 (c∗∗, d∗∗, x∗),Ω1(aα, bβ , xη)〉

= lim
α

lim
β

lim
η
〈c∗∗,Ω∗∗2 (d∗∗, x∗,Ω1(aα, bβ , xη))〉

= lim
α

lim
β

lim
η

lim
γ
〈Ω∗∗2 (d∗∗, x∗,Ω1(aα, bβ , xη)), cγ〉

= lim
α

lim
β

lim
η

lim
γ
〈d∗∗,Ω∗2(x∗,Ω1(aα, bβ , xη), cγ)〉

= lim
α

lim
β

lim
η

lim
γ

lim
τ
〈Ω∗2(x∗,Ω1(aα, bβ , xη), cγ), dτ 〉

= lim
α

lim
β

lim
η

lim
γ

lim
τ
〈x∗,Ω2(Ω1(aα, bβ , xη), cγ , dτ )〉

= lim
α

lim
β

lim
η

lim
γ

lim
τ
〈x∗,Ω1(aα, bβ ,Ω2(xη, cγ , dτ ))〉
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= lim
α

lim
β

lim
η

lim
γ

lim
τ
〈Ω∗1(x∗, aα, bβ),Ω2(xη, cγ , dτ )〉

= lim
α

lim
β

lim
η

lim
γ
〈d∗∗,Ω∗2(Ω∗1(x∗, aα, bβ), xη, cγ)〉

= lim
α

lim
β

lim
η

lim
γ
〈Ω∗∗2 (d∗∗,Ω∗1(x∗, aα, bβ), xη), cγ〉

= lim
α

lim
β

lim
η
〈c∗∗,Ω∗∗2 (d∗∗,Ω∗1(x∗, aα, bβ), xη)〉

= lim
α

lim
β

lim
η
〈Ω∗∗∗2 (c∗∗, d∗∗,Ω∗1(x∗, aα, bβ)), xη〉

= lim
α

lim
β
〈x∗∗,Ω∗∗∗2 (c∗∗, d∗∗,Ω∗1(x∗, aα, bβ))〉

= lim
α

lim
β
〈Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗),Ω∗1(x∗, aα, bβ)〉

= lim
α

lim
β
〈Ω∗∗1 (Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗), x∗, aα), bβ〉

= lim
α
〈b∗∗,Ω∗∗1 (Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗), x∗, aα)〉

= lim
α
〈Ω∗∗∗1 (b∗∗,Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗), x∗), aα〉

= 〈a∗∗,Ω∗∗∗1 (b∗∗,Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗), x∗)〉
= 〈Ω∗∗∗∗1 (a∗∗, b∗∗,Ω∗∗∗∗2 (x∗∗, c∗∗, d∗∗)), x∗〉.

as claimed.

Example 2.1. Let A be a Banach algebra, for any a, b ∈ A the symbol [a, b] = ab − ba
stands for multiplicative commutator of a and b. Let Mn×n(C) be the Banach algebra of
all n× n matrices. We define

A = {
(
u v
0 0

)
∈M2×2(C)| u, v ∈ C}, X = {

(
x y
0 z

)
∈M2×2(C)| x, y, z ∈ C}.

Now let Ω1 : A×A×X −→ X to be the bounded tri-linear map given by

Ω1(a, b, x) = −[

(
0 1
0 0

)
, abx] , (a, b ∈ A, x ∈ X).

For every a =

(
u1 v1
0 0

)
, b =

(
u2 v2
0 0

)
, c =

(
u3 v3
0 0

)
, d =

(
u4 v4
0 0

)
∈ A and x =
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x1 y1
0 z1

)
∈ X, we have

Ω1(π(a, b), π(c, d), x) = Ω1(

(
u1u2 u1v2

0 0

)
,

(
u3u4 u3v4

0 0

)
,

(
x1 y1
0 z1

)
)

= −[

(
0 1
0 0

)
,

(
u1u2u3u4x1 u1u2u3u4y1 + u1u2u3v4z1

0 0

)
]

=

(
0 u1u2u3u4x1
0 0

)
= −

(
0 0
0 0

)
+

(
0 u1u2u3u4x1
0 0

)
= −[

(
0 1
0 0

)
,

(
0 u1u2u3u4x1
0 0

)
] = Ω1(

(
u1 v1
0 0

)
,

(
u2 v2
0 0

)
,

(
0 u3u4x1
0 0

)
)

= Ω1(

(
u1 v1
0 0

)
,

(
u2 v2
0 0

)
, (−

(
0 0
0 0

)
+

(
0 u3u4x1
0 0

)
))

= Ω1(

(
u1 v1
0 0

)
,

(
u2 v2
0 0

)
,−[

(
0 1
0 0

)
,

(
u3u4x1 u3u4y1 + u3v4z1

0 0

)
])

= Ω1(

(
u1 v1
0 0

)
,

(
u2 v2
0 0

)
,Ω1(

(
u3 v3
0 0

)
,

(
u4 v4
0 0

)
,

(
x1 y1
0 z1

)
))

= Ω1(a, b,Ω1(c, d, x)),

Therefore (Ω1, X) is a left Banach A−module.

Theorem 2.2. Let a, b, c, d ∈ A, x∗ ∈ X∗, x∗∗ ∈ X∗∗ and b∗∗, c∗∗ ∈ A∗∗.Then

1. If (Ω1, X) is a left Banach A−module, then

Ω∗∗∗1 (b∗∗,Ω∗∗∗∗1 (c, d, x∗∗), x∗) = π∗∗(b∗∗,Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗)),

2. If (X,Ω2) is a right Banach A−module, then

Ωr∗∗∗r2 (x∗,Ωr∗∗∗∗r2 (x∗∗, a, b), c∗∗) = πr∗∗(c∗∗,Ωr∗∗∗r2 (x∗, x∗∗, π∗∗∗(a, b)).

Proof. (1) Since the pair (Ω1, X) is a left Banach A−module, thus for every x ∈ X
we have

〈Ω∗1(x∗, π(a, b), π(c, d)), x〉 = 〈x∗,Ω1(π(a, b), π(c, d), x)〉
= 〈x∗,Ω1(a, b,Ω1(c, d, x))〉 = 〈Ω∗1(x∗, a, b),Ω1(c, d, x)〉
= 〈Ω∗1(Ω∗1(x∗, a, b), c, d), x〉.

Hence Ω∗1(x∗, π(a, b), π(c, d)) = Ω∗1(Ω∗1(x∗, a, b), c, d), which implies that

〈π∗(Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗), a), b〉 = 〈Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗), π(a, b)〉
= 〈π∗∗∗(c, d),Ω∗∗1 (x∗∗, x∗, π(a, b))〉 = 〈c, π∗∗(d,Ω∗∗1 (x∗∗, x∗, π(a, b)))〉
= 〈d, π∗(Ω∗∗1 (x∗∗, x∗, π(a, b)), c)〉 = 〈Ω∗∗1 (x∗∗, x∗, π(a, b)), π(c, d)〉
= 〈x∗∗,Ω∗1(x∗, π(a, b), π(c, d))〉 = 〈x∗∗,Ω∗1(Ω∗1(x∗, a, b), c, d)〉
= 〈Ω∗∗1 (x∗∗,Ω∗1(x∗, a, b), c), d〉 = 〈Ω∗∗∗1 (d, x∗∗,Ω∗1(x∗, a, b)), c〉
= 〈Ω∗∗∗1 (c, d, x∗∗),Ω∗1(x∗, a, b)〉 = 〈Ω∗∗1 (Ω∗∗∗1 (c, d, x∗∗), x∗, a), b〉.
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Thus π∗(Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗), a) = Ω∗∗1 (Ω∗∗∗1 (c, d, x∗∗), x∗, a). Finally, we have

〈Ω∗∗∗1 (b∗∗,Ω∗∗∗∗1 (c, d, x∗∗), x∗), a〉 = 〈b∗∗,Ω∗∗1 (Ω∗∗∗∗1 (c, d, x∗∗), x∗, a〉
= 〈b∗∗, π∗(Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗), a)〉
= 〈π∗∗(b∗∗,Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗)), a〉.

A similar argument applies for (2).

3. Topological centers of bounded tri-linear maps

In this section, we shall investigate the topological centers of bounded tri-linear
maps. The main definition of this section is as follows.

Definition 3.1. Let f : X×Y ×Z −→W be a bounded tri-linear map. We define
the topological centers of f by

Z1
l (f) = {x∗∗ ∈ X∗∗| y∗∗ −→ f∗∗∗∗(x∗∗, y∗∗, z∗∗) is weak∗ − to − weak∗ −

continuous},
Z2
l (f) = {x∗∗ ∈ X∗∗| z∗∗ −→ f∗∗∗∗(x∗∗, y∗∗, z∗∗) is weak∗ − to − weak∗ −

continuous},
Z1
r (f) = {z∗∗ ∈ Z∗∗| x∗∗ −→ fr∗∗∗∗r(x∗∗, y∗∗, z∗∗) is weak∗ − to − weak∗ −

continuous},
Z2
r (f) = {z∗∗ ∈ Z∗∗| y∗∗ −→ fr∗∗∗∗r(x∗∗, y∗∗, z∗∗) is weak∗ − to − weak∗ −

continuous},
Z1
c (f) = {y∗∗ ∈ Y ∗∗| x∗∗ −→ fr∗∗∗∗r(x∗∗, y∗∗, z∗∗) is weak∗ − to − weak∗ −

continuous}.
Z2
c (f) = {y∗∗ ∈ Y ∗∗| z∗∗ −→ f∗∗∗∗(x∗∗, y∗∗, z∗∗) is weak∗ − to − weak∗ −

continuous}.

Lemma 3.1. For a bounded tri-linear map f : X × Y × Z −→W , we have

1. The map f∗∗∗∗ is the extension of f such that x∗∗ −→ f∗∗∗∗(x∗∗, y∗∗, z∗∗) is
weak∗−weak∗ continuous for each y∗∗ ∈ Y ∗∗ and z∗∗ ∈ Z∗∗.

2. The map f∗∗∗∗ is the extension of f such that y∗∗ −→ f∗∗∗∗(x, y∗∗, z∗∗) is
weak∗−weak∗ continuous for each x ∈ X and z∗∗ ∈ Z∗∗.

3. The map f∗∗∗∗ is the extension of f such that z∗∗ −→ f∗∗∗∗(x, y, z∗∗) is
weak∗−weak∗ continuous for each x ∈ X and y ∈ Y .

4. The map fr∗∗∗∗r is the extension of f such that z∗∗ −→ fr∗∗∗∗r(x∗∗, y∗∗, z∗∗)
is weak∗−weak∗ continuous for each x∗∗ ∈ X∗∗ and y∗∗ ∈ Y ∗∗.

5. The map fr∗∗∗∗r is the extension of f such that x∗∗ −→ fr∗∗∗∗r(x∗∗, y, z) is
weak∗−weak∗ continuous for each y ∈ Y and z ∈ Z.
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6. The map fr∗∗∗∗r is the extension of f such that y∗∗ −→ fr∗∗∗∗r(x∗∗, y∗∗, z) is
weak∗−weak∗ continuous for each x∗∗ ∈ X∗∗ and z ∈ Z.

Proof. See [19] and [20].

As immediate consequences, we give the next Theorem.

Theorem 3.1. If f : X × Y × Z −→ W is a bounded tri-linear map, then X ⊆
Z1
l (f) and Z ⊆ Z2

r (f).

The mapping f∗∗∗∗ is the extension of f such that x∗∗ −→ f∗∗∗∗(x∗∗, y∗∗ , z∗∗) from
X∗∗ into W ∗∗ is weak∗− to − weak∗ continuous for every y∗∗ ∈ Y ∗∗ and z∗∗ ∈ Z∗∗,
hence for first right topological center of f we have

Z1
r (f) ⊇ {z∗∗ ∈ Z∗∗|fr∗∗∗∗r(x∗∗, y∗∗, z∗∗) = f∗∗∗∗(x∗∗, y∗∗, z∗∗), for every x∗∗ ∈

X∗∗, y∗∗ ∈ Y ∗∗}.
The mapping fr∗∗∗∗r is the extension of f such that z∗∗ −→ fr∗∗∗∗r(x∗∗, y∗∗, z∗∗)

from Z∗∗ into W ∗∗ is weak∗− to − weak∗ continuous for every x∗∗ ∈ X∗∗ and
y∗∗ ∈ Y ∗∗, hence for second left topological center of f we have

Z2
l (f) ⊇ {x∗∗ ∈ X∗∗|fr∗∗∗∗r(x∗∗, y∗∗, z∗∗) = f∗∗∗∗(x∗∗, y∗∗, z∗∗), for every y∗∗ ∈

Y ∗∗, z∗∗ ∈ Z∗∗}.

Example 3.1. Let G be a finite locally compact Hausdorff group. Then

f : L1(G)× L1(G)× L1(G) −→ L1(G)

defined by f(k, g, h) = k∗g ∗h, is regular for every k, g and h ∈ L1(G). So L1(G) ⊆ Z1
r (f).

Theorem 3.2. Let A be a Banach algebra. Then

1. If (Ω1, X) is a left Banach A−module and Ω∗∗∗1 , π∗∗∗(A,A) are factors, then
Z1
l (Ω1) ⊆ Zl(π).

2. If (X,Ω2) is a right Banach A−module and Ωr∗∗∗r2 , π∗∗∗(A,A) are factors,
then Z2

r (Ω2) ⊆ Zr(π).

Proof. We prove only (1), the other one has the same argument. Let a∗∗ ∈ Z1
l (Ω1),

we show that a∗∗ ∈ Zl(π). Let {b∗∗α } be a net in A∗∗ which converges to b∗∗ ∈ A∗∗ in
the w∗−topologies. We must show that π∗∗∗(a∗∗, b∗∗α ) converges to π∗∗∗(a∗∗, b∗∗) in
the w∗−topologies. Let a∗ ∈ A∗, since Ω∗∗∗1 factors, so there exists x∗ ∈ X∗, x∗∗ ∈
X∗∗ and c∗∗ ∈ A∗∗ such that a∗ = Ω∗∗∗1 (c∗∗, x∗∗, x∗). In the other hands π∗∗∗(A,A)
factors, thus there exists c, d ∈ A such that π∗∗∗(c, d) = c∗∗. Because a∗∗ ∈ Z1

l (Ω1)
thus Ω∗∗∗∗1 (a∗∗, b∗∗α , x

∗∗) converges to Ω∗∗∗∗1 (a∗∗, b∗∗, x∗∗) in the w∗−topologies.
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In partiqular Ω∗∗∗∗1 (a∗∗, b∗∗α ,Ω
∗∗∗∗
1 (c, d, x∗∗)) converges to Ω∗∗∗∗1 (a∗∗, b∗∗,Ω∗∗∗∗1 (c,

d, x∗∗)) in the w∗−topologies. Now by Theorem 2.2, we have

lim
α
〈π∗∗∗(a∗∗, b∗∗α ), a∗〉 = lim

α
〈π∗∗∗(a∗∗, b∗∗α ),Ω∗∗∗1 (c∗∗, x∗∗, x∗)〉

= lim
α
〈π∗∗∗(a∗∗, b∗∗α ),Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗)〉

= lim
α
〈a∗∗, π∗∗(b∗∗α ,Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗))〉

= lim
α
〈a∗∗,Ω∗∗∗1 (b∗∗α ,Ω

∗∗∗∗
1 (c, d, x∗∗), x∗)〉

= lim
α
〈Ω∗∗∗∗1 (a∗∗, b∗∗α ,Ω

∗∗∗∗
1 (c, d, x∗∗), x∗〉

= 〈Ω∗∗∗∗1 (a∗∗, b∗∗,Ω∗∗∗∗1 (c, d, x∗∗), x∗〉
= 〈a∗∗,Ω∗∗∗1 (b∗∗,Ω∗∗∗∗1 (c, d, x∗∗), x∗)〉
= 〈a∗∗, π∗∗(b∗∗,Ω∗∗∗1 (π∗∗∗(c, d), x∗∗, x∗))〉
= 〈a∗∗, π∗∗(b∗∗,Ω∗∗∗1 (c∗∗, x∗∗, x∗))〉
= 〈a∗∗, π∗∗(b∗∗, a∗)〉
= 〈π∗∗∗(a∗∗, b∗∗), a∗〉.

Therefore π∗∗∗(a∗∗, b∗∗α ) converges to π∗∗∗(a∗∗, b∗∗) in the w∗−topologies, as re-
quired.

Theorem 3.3. Let A be a Banach algebra and Ω : A×A×A −→ A be a bounded
tri-linear mapping. Then for every a ∈ A, a∗ ∈ A∗ and a∗∗ ∈ A∗∗,

1. If A has a bounded right approximate identity and bounded linear map T :
A∗ −→ A∗ given by T (a∗) = π∗∗(a∗∗, a∗) is weakly compactenss, then Ω is
regular.

2. If A has a bounded left approximate identity and bounded linear map T : A −→
A∗ given by T (a) = πr∗r∗(a∗∗, a) is weakly compactenss, then Ω is regular.

Proof. We only prove (1). Let T be weakly compact, then T ∗∗(A∗∗∗) ⊆ A∗. On the
other hand, a direct verification reveals that T ∗∗(A∗∗∗) = π∗∗∗∗∗(A∗∗, A∗∗∗). Thus
π∗∗∗∗∗(A∗, A∗∗∗) ⊆ A∗. Now let a∗∗, b∗∗ ∈ A∗∗, a∗∗∗ ∈ A∗∗∗ and let {aα}, {a∗β} be
nets in A and A∗ which convergence to a∗∗, a∗∗∗ in the w∗−topologies, respectively.
Then we have

〈π∗r∗∗∗r(a∗∗∗, a∗∗), b∗∗〉 = 〈π∗r∗∗∗(a∗∗, a∗∗∗), b∗∗〉 = 〈a∗∗, π∗r∗∗(a∗∗∗, b∗∗)〉
= lim

α
〈π∗r∗∗(a∗∗∗, b∗∗), aα〉 = lim

α
〈a∗∗∗, π∗r∗(b∗∗, aα)〉

= lim
α

lim
β
〈π∗r∗(b∗∗, aα), a∗β〉 = lim

α
lim
β
〈b∗∗, π∗r(aα, a∗β)〉

= lim
α

lim
β
〈b∗∗, π∗(a∗β , aα)〉 = lim

α
lim
β
〈π∗∗(b∗∗, a∗β), aα〉

= lim
α

lim
β
〈π∗∗∗(aα, b∗∗), a∗β〉 = lim

α
〈a∗∗∗, π∗∗∗(aα, b∗∗)〉

= lim
α
〈π∗∗∗∗(a∗∗∗, aα), b∗∗〉 = lim

α
〈π∗∗∗∗∗(b∗∗, a∗∗∗), aα〉

= 〈a∗∗, π∗∗∗∗∗(b∗∗, a∗∗∗)〉 = 〈π∗∗∗∗(a∗∗∗, a∗∗), b∗∗〉.
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Therefore π∗ is Arens regular. It follows that A is reflexive, see [8, Theorem 2.1].
Thus Ω is regular.

4. Factors of bounded tri-linear mapping

We commence with the following definition.

Definition 4.1. Let X,Y, Z, S1, S2 and S3 be normed spaces, f : X×Y ×Z −→W
and g : S1 × S2 × S3 −→ W be bounded tri-linear mappings. Then we say that f
factors through g by bounded linear mappings h1 : X −→ S1, h2 : Y −→ S2 and
h3 : Z −→ S3, if f(x, y, z) = g(h1(x), h2(y), h3(z)).

The following theorem gives some necessary and sufficient conditions under which
for factorization of the first and second extension of a bouneded tri-linear mappings.

Theorem 4.1. Let f : X × Y ×Z −→W and g : S1 × S2 × S3 −→W be bounded
tri-linear mapping. Then

1. The map f factors through g if and only if f∗∗∗∗ factors through g∗∗∗∗,

2. The map f factors through g if and only if fr∗∗∗∗r factors through gr∗∗∗∗r.

Proof. (1) Let f factor through g by bounded linear mappings h1 : X −→ S1, h2 :
Y −→ S2 and h3 : Z −→ S3, then f(x, y, z) = g(h1(x), h2(y), h3(z)) for every
x ∈ X, y ∈ Y and z ∈ Z. Let {xα}, {yβ} and {zγ} be nets in X,Y and Z which
converge to x∗∗ ∈ X∗∗, y∗∗ ∈ Y ∗∗ and z∗∗ ∈ Z∗∗ in the w∗−topologies, respectively.
Then for every w∗ ∈W ∗ we have

〈f∗∗∗∗(x∗∗, y∗∗, z∗∗), w∗〉 = lim
α

lim
β

lim
γ
〈w∗, f(xα, yβ , zγ)〉

= lim
α

lim
β

lim
γ
〈w∗, g(h1(xα), h2(yβ), h3(zγ))〉

= lim
α

lim
β

lim
γ
〈g∗(w∗, h1(xα), h2(yβ)), h3(zγ)〉

= lim
α

lim
β

lim
γ
〈h∗3(g∗(w∗, h1(xα), h2(yβ))), zγ〉

= lim
α

lim
β
〈z∗∗, h∗3(g∗(w∗, h1(xα), h2(yβ)))〉

= lim
α

lim
β
〈h∗∗3 (z∗∗), g∗(w∗, h1(xα), h2(yβ))〉
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= lim
α

lim
β
〈g∗∗(h∗∗3 (z∗∗), w∗, h1(xα)), h2(yβ)〉

= lim
α

lim
β
〈h∗2(g∗∗(h∗∗3 (z∗∗), w∗, h1(xα))), yβ〉

= lim
α
〈y∗∗, h∗2(g∗∗(h∗∗3 (z∗∗), w∗, h1(xα)))〉

= lim
α
〈h∗∗2 (y∗∗), g∗∗(h∗∗3 (z∗∗), w∗, h1(xα))〉

= lim
α
〈g∗∗∗(h∗∗2 (y∗∗), h∗∗3 (z∗∗), w∗), h1(xα)〉

= lim
α
〈h∗1(g∗∗∗(h∗∗2 (y∗∗), h∗∗3 (z∗∗), w∗)), xα〉

= 〈x∗∗, h∗1(g∗∗∗(h∗∗2 (y∗∗), h∗∗3 (z∗∗), w∗))〉
= 〈h∗∗1 (x∗∗), g∗∗∗(h∗∗2 (y∗∗), h∗∗3 (z∗∗), w∗)〉
= 〈g∗∗∗∗(h∗∗1 (x∗∗), h∗∗2 (y∗∗), h∗∗3 (z∗∗)), w∗〉.

Therefore f∗∗∗∗ factors through g∗∗∗∗.

Conversely, suppose that f∗∗∗∗ factors through g∗∗∗∗, thus

f∗∗∗∗(x∗∗, y∗∗, z∗∗) = g∗∗∗∗(h∗∗1 (x∗∗), h∗∗2 (y∗∗), h∗∗3 (z∗∗)),

in particular, for x ∈ X, y ∈ Y and z ∈ Z we have

f∗∗∗∗(x, y, z) = g∗∗∗∗(h∗∗1 (x), h∗∗2 (y), h∗∗3 (z)).

Then for every w∗ ∈W ∗ we have

〈w∗, f(x, y, z)〉 = 〈f∗(w∗, x, y), z〉
= 〈f∗∗(z, w∗, x), y〉 = 〈f∗∗∗(y, z, w∗), x〉
= 〈f∗∗∗∗(x, y, z), w∗〉 = 〈g∗∗∗∗(h∗∗1 (x), h∗∗2 (y), h∗∗3 (z)), w∗〉
= 〈h∗∗1 (x), g∗∗∗(h∗∗2 (y), h∗∗3 (z), w∗)〉 = 〈x, h∗1(g∗∗∗(h∗∗2 (y), h∗∗3 (z), w∗))〉
= 〈g∗∗∗(h∗∗2 (y), h∗∗3 (z), w∗), h1(x)〉 = 〈h∗∗2 (y), g∗∗(h∗∗3 (z), w∗, h1(x))〉
= 〈y, h∗2(g∗∗(h∗∗3 (z), w∗, h1(x)))〉 = 〈g∗∗(h∗∗3 (z), w∗, h1(x)), h2(y)〉
= 〈h∗∗3 (z), g∗(w∗, h1(x), h2(y))〉 = 〈z, h∗3(g∗(w∗, h1(x), h2(y)))〉
= 〈g∗(w∗, h1(x), h2(y)), h3(z)〉 = 〈w∗, g(h1(x), h2(y)), h3(z))〉.

It follows that f factors through g and proof follows.

(2) The proof is similar to (1).

Corollary 4.1. Let f : X ×Y ×Z −→W and g : S1×S2×S3 −→W be bounded
tri-linear map and let f factors through g. If g is regular then f is also regular.

Proof. Let g be regular then g∗∗∗∗ = gr∗∗∗∗r. Since the f factors through g then
for every x∗∗ ∈ X∗∗, y∗∗ ∈ Y ∗∗ and z∗∗ ∈ Z∗∗ we have

f∗∗∗∗(x∗∗, y∗∗, z∗∗) = g∗∗∗∗(h∗∗1 (x∗∗), h∗∗2 (y∗∗), h∗∗3 (z∗∗))

= gr∗∗∗∗r(h∗∗1 (x∗∗), h∗∗2 (y∗∗), h∗∗3 (z∗∗))

= fr∗∗∗∗r(x∗∗, y∗∗, z∗∗).

Therefore f∗∗∗∗ = fr∗∗∗∗r, as claimed.
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5. Approximate identity and Factorization properties

Let X be a Banach space, A and B be Banach algebras with bounded left approx-
imate identitis {eα} and {eβ}, respactively. Then a bounded tri-linear mapping
K1 : A×B ×X −→ X is said to be left approximately unital if

w∗ − lim
β
w∗ − lim

α
K1(eα, eβ , x) = x,

and K1 is said left unital if there exists e1 ∈ A and e2 ∈ B such that K1(e1, e2, x) =
x, for every x ∈ X. Similarly, bounded tri-linear mapping K2 : X × B × A −→ X
is said to be right approximately unital if

w∗ − lim
β
w∗ − lim

α
K1(x, eβ , eα) = x,

and K2 is also said to be right unital if K2(x, e2, e1) = x.

Lemma 5.1. Let X be a Banach space, A and B be Banach algebras. Then
bounded tri-linear mapping

1. K1 : A × B × X −→ X is left approximately unital if and only if Kr∗∗∗∗r
1 :

A∗∗ ×B∗∗ ×X∗∗ −→ X∗∗ is left unital.

2. K2 : X × B × A −→ X is right approximately unital if and only if K∗∗∗∗2 :
X∗∗ ×B∗∗ ×A∗∗ −→ X∗∗ is right unital.

Proof. We prove only (1), the other part has the same argument. Let K1 be a
left approximately unital. Thus there exists bounded left approximate identitys
{eα} ⊆ A and {eβ} ⊆ B such that

w∗ − lim
β
w∗ − lim

α
K1(eα, eβ , x) = x,

for every x ∈ X. Let {eα} and {eβ} converge to e∗∗1 ∈ A∗∗ and e∗∗2 ∈ B∗∗ in the
w∗−topologies, respectively. On the other hand, for every x∗∗ ∈ X∗∗, let {xγ} ⊆ X
converge to x∗∗ in the w∗−topologies, then we have

〈Kr∗∗∗∗r
1 (e∗∗1 , e

∗∗
2 , x

∗∗), x∗〉 = 〈Kr∗∗∗∗
1 (x∗∗, e∗∗2 , e

∗∗
1 ), x∗〉

= 〈x∗∗,Kr∗∗∗
1 (e∗∗2 , e

∗∗
1 , x

∗)〉 = lim
γ
〈Kr∗∗∗

1 (e∗∗2 , e
∗∗
1 , x

∗), xγ〉

= lim
γ
〈e∗∗2 ,Kr∗∗

1 (e∗∗1 , x
∗, xγ)〉 = lim

γ
lim
β
〈Kr∗∗

1 (e∗∗1 , x
∗, xγ), eβ〉

= lim
γ

lim
β
〈e∗∗1 ,Kr∗

1 (x∗, xγ , eβ)〉 = lim
γ

lim
β

lim
α
〈Kr∗

1 (x∗, xγ , eβ), eα〉

= lim
γ

lim
β

lim
α
〈x∗,Kr

1(xγ , eβ , eα)〉 = lim
γ

lim
β

lim
α
〈x∗,K1(eα, eβ , xγ)〉

= lim
γ
〈x∗, xγ〉 = 〈x∗∗, x∗〉.

Therefore Kr∗∗∗∗r
1 (e∗∗1 , e

∗∗
2 , x

∗∗) = x∗∗. It follows that Kr∗∗∗∗r
1 is left unital.
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Conversely, suppose that Kr∗∗∗∗r
1 is left unital. So there exists e∗∗1 ∈ A∗∗ and

e∗∗2 ∈ b∗∗ such that Kr∗∗∗∗r
1 (e∗∗1 , e

∗∗
2 , x

∗∗) = x∗∗ for every x∗∗ ∈ X∗∗. Now let
{eα}, {eβ} and {xγ} be nets in A,B and X converging to e∗∗1 , e

∗∗
2 and x∗∗ in the

w∗−topologies, respectively. Thus

w∗ − lim
γ
w∗ − lim

β
w∗ − lim

α
K1(eα, eβ , xγ) = Kr∗∗∗∗r

1 (e∗∗1 , e
∗∗
2 , x

∗∗)

= x∗∗ = w∗ − lim
γ
xγ .

Therefore K1 is left approximately unital and proof follows.

Remark 5.1. It should be remarked that in contrast to the situation occurring for
Kr∗∗∗∗r

1 and K∗∗∗∗
2 in the above lemma, K∗∗∗∗

1 and Kr∗∗∗∗r
2 are not necessarily left and

right unital respectively, in general.

Theorem 5.1. Suppose X,S are Banach spaces and A,B are Banach algebras.

1. Let K1 : A × B × X −→ X be left approximately unital and factors through
gr : A×B × S −→ X from rigth by h : X −→ S. If h is weakly compactenss,
then X is reflexive.

2. Let K2 : X ×B ×A −→ X be right approximately unital and factors through
gl : S × B × A −→ X from left by h : X −→ S. If h is weakly compactenss,
then X is reflexive.

Proof. We only give the proof for (1). Since K1 is left approximately unital, there
exists e∗∗1 ∈ A∗∗ and e∗∗2 ∈ B∗∗ such that

Kr∗∗∗∗r
1 (e∗∗1 , e

∗∗
2 , x

∗∗) = x∗∗,

for every x∗∗ ∈ X∗∗. On the other hand, the bounded tri-linear mapping K1

factors through gr from right, so by Theorem 4.1, Kr∗∗∗∗r
1 factors through gr∗∗∗∗rr

from right. Thus

Kr∗∗∗∗r
1 (e∗∗1 , e

∗∗
2 , x

∗∗) = gr∗∗∗∗rr (e∗∗1 , e
∗∗
2 , h

∗∗
3 (x∗∗)).

Then for every x∗∗∗ ∈ X∗∗∗ we have

〈x∗∗∗, x∗∗〉 = 〈x∗∗∗,Kr∗∗∗∗r
1 (e∗∗1 , e

∗∗
2 , x

∗∗)〉
= 〈x∗∗∗, gr∗∗∗∗rr (e∗∗1 , e

∗∗
2 , h

∗∗(x∗∗))〉
= 〈gr∗∗∗∗r∗r (x∗∗∗, e∗∗1 , e

∗∗
2 ), h∗∗(x∗∗)〉

= 〈h∗∗∗(gr∗∗∗∗r∗r (x∗∗∗, e∗∗1 , e
∗∗
2 )), x∗∗〉.

Therefore x∗∗∗ = h∗∗∗(gr∗∗∗∗r∗r (x∗∗∗, e∗∗1 , e
∗∗
2 )). The weak compactness of h implies

that h∗∗∗(S∗∗∗) ⊆ X∗. In particular h∗∗∗(gr∗∗∗∗r∗r (x∗∗∗, e∗∗1 , e
∗∗
2 )) ⊆ X∗, that is, X∗

is reflexive. So X is reflexive.
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1. Introduction

In his classic paper Ekeland [7] proved a theorem (Ekeland’s variational principle)
that asserts that there exists nearly optimal solutions to some optimization prob-
lems. Ekeland’s variational principle can be applied when the lower level set of a
minimization problems is not compact, so that the Bolzano–Weierstrass theorem
cannot be used. Ekeland’s principle relies on Cantor intersection theorem and axiom
of choice. Ekeland’s principle also leads to an elegant proof of the famous Caristi
fixed point theorem [5]. For further generalizations and applications of Ekeland’s
variational principle we refere to [2, 8, 9, 11] and their references. Recently Beg et
al. [1, 12, 13] introduced a very general notion of SJS - metric spaces (see prelimi-
naries) which does not satisfy the triangle inequality and symmetry, and obtained
several interesting results with examples. In fact b - metric spaces [6], Sb- metric
spaces [14], JS- metric spaces [10], and partial metric spaces [4] are special cases
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© 2021 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND



1118 I. Beg, K. Roy and M. Saha

of SJS - metric spaces. The aim of this paper is to prove a variant of Ekeland’s
variational principle in SJS - metric spaces and then derive Caristi fixed point the-
orem as an application. The results above generalize/extend several results from
the existing literature.

2. Preliminaries

In this section, we first give the notion of SJS- metric space (X, J), due to [1], some
notations and terminology and a lemma to use in next section.

Let X be a nonempty set and J : X3 → [0,∞] be a function. We define the set

S(J,X, x) = {{xn} ⊂ X : lim
n→∞

J(x, x, xn) = 0},

for all x ∈ X. If J satisfies

(i) J(x, y, z) = 0 implies x = y = z for any x, y, z ∈ X;

(ii) there exists some s > 0 such that for any (x, y, z) ∈ X3 and {zn} ∈
S(J,X, z), we have

J(x, y, z) ≤ s lim sup
n→∞

(J(x, x, zn) + J(y, y, zn)),

then the pair (X,J) is called an SJS- metric space (with coefficient s). Several
known examples of SJS- metric spaces are given in [1] and [13], we give another
examples of SJS- metric spaces in the below.

Example 2.1. Let X = R and J : X3 → [0,∞] be defined by J(x, y, z) = exp(|x|) +
exp(|y|) + exp(|z|) − 3 for all x, y, z ∈ X, then clearly (J1) is satisfied. For any z 6= 0,
S(J,X, z) = Ø. For any {zn} ∈ S(J,X, 0), we see that

J(x, y, 0) ≤ h lim sup
n→∞

(J(x, x, zn) + J(y, y, zn)),

where h > 1
2
, for all x, y ∈ X. Then condition (J2) is also satisfied. So J is an SJS-metric.

It is a non-symmetric SJS-metric space.

Example 2.2. LetX = R and J : X3 → [0,∞] be defined by J(x, y, z) = |x−y|+|y|+2|z|
for all x, y, z ∈ X, then clearly (J1) is satisfied. For any z 6= 0, S(J,X, z) = Ø. If z = 0
then for any sequence {zn} ∈ S(J,X, 0), we get

J(x, y, 0) = |x− y|+ |y| 6 |x|+ 2|y| 6 2(|x|+ |y|) = 2 lim sup
n→∞

(J(x, x, zn) + J(y, y, zn)),

for all x, y ∈ X. Therefore, the condition (J2) is satisfied and J is an SJS-metric on X. It
is a non-symmetric SJS-metric space.

In an SJS- metric space (X, J), a sequence {xn} ⊂ X is said to be convergent to
an element x ∈ X if {xn} ∈ S(J,X, x). A sequence {xn} ⊂ X is said to be Cauchy
if limn,m→∞ J(xn, xn, xm) = 0.
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Space (X, J) is said to be complete if every Cauchy sequence in X is convergent.
Open ball of center x ∈ X and radius r > 0 in X is defined as follows:

BJ(x, r) = {y ∈ X : J(x, x, y) < r}.

A nonempty subset U of X, with the property that for any x ∈ U there exists
r > 0 such that BJ(x, r) ⊂ U is called an open set. A subset B of X is called
closed if Bc is open.

Lemma 2.1. [1][Cantor’s Intersection Theorem] Every complete SJS- metric space
has Cantor’s intersection property.

3. Ekeland’s variational principle

Definition 3.1. In an SJS-metric space (X, J), a mapping ψ : X → R is said to
be lower semi-continuous at t0 ∈ X if for any ε > 0 there exits some δε > 0 such
that ψ(t0) < ψ(t) + ε for all t ∈ BJ(t0, δε).

Definition 3.2. Let (X,J) be an SJS-metric space and {An} be a decreasing
sequence of nonempty subsets of X. Then {An} is said to have vanishing diameter
property (vd−property) if for each i ∈ N there exists some fixed ai ∈ Ai such that
J(x, x, ai) ≤ J(ai, ai, ai)+ri for all x ∈ Ai, where {ri} ⊂ R+ with ri → 0 as i→∞.

Definition 3.3. An SJS-metric space (X, J) is said to have vanishing diame-
ter property if for any decreasing sequence of nonempty subsets {An} of X with
vd−property we have diam(An)→ 0 as n→∞.

We now establish Ekeland’s variational principle in an SJS-metric space. Let us
denote dJ(x, y) = J(x, x, y) for all x, y ∈ X.

Theorem 3.1. Let (X, J) be a complete SJS-metric space with coefficient s > 1,
such that dJ is continuous in both variables, sup{J(x, x, x) : x ∈ X} < ∞ and X
has vanishing diameter property. Now let, f : X → R be a lower semi-continuous,
proper and lower bounded mapping. Then for every x0 ∈ X and ε > 0 with

f(x0) ≤ inf
x∈X

f(x) + ε(3.1)

there exists a sequence {xn} ⊂ X and xε ∈ X such that:

(i) xn → xε as n→∞,

(ii) For all n ≥ 1,

J(xε, xε, xn)− J(xn, xn, xn) ≤ ε

2n
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(iii) For all x 6= xε,

f(x) +

∞∑
n=0

1

sn
J(x, x, xn) > f(xε) +

∞∑
n=0

1

sn
J(xε, xε, xn)

(iv)

f(xε) +

∞∑
n=0

1

sn
J(xε, xε, xn) ≤ f(x0) +

∞∑
n=0

1

sn
J(xn, xn, xn)

≤ inf
x∈X

f(x) + ε+

∞∑
n=0

1

sn
J(xn, xn, xn).

Proof. Consider the set

Sf (x0) = {x ∈ X : f(x) + dJ(x, x0) ≤ f(x0) + dJ(x0, x0)}.

Since x0 ∈ Sf (x0) then Sf (x0) is nonempty. Let {zn} ⊂ Sf (x0) be such that {zn}
converges to some z ∈ X. Then f(zn)+dJ(zn, x0) ≤ f(x0)+dJ(x0, x0) for all n ∈ N.
Now f is lower semi-continuous at z ∈ X, so for any ε1 > 0, f(z) < f(t) + ε1

2 for
all t ∈ BJ(z, δε1) for δε1 > 0. Also {zn} converges to some z, so there exists N1 ≥ 1
such that zn ∈ BJ(z, δε1) for all n ≥ N1. Therefore f(z) < f(zn)+ ε1

2 for all n ≥ N1.
Now continuity of dJ implies that dJ(zn, x0) → dJ(z, x0) as n → ∞. Thus for all
n ≥ N2

dJ(z, x0)− ε1
2
< dJ(zn, x0) < dJ(z, x0) +

ε1
2
.

Therefore, for all n ≥ N = max{N1, N2} we get,

f(z) + dJ(z, x0) < f(zn) + dJ(zn, x0) + ε1∀n > N

≤ f(x0) + dJ(x0, x0) + ε1.(3.2)

Since ε1 > 0 is arbitrary, thus f(z) + dJ(z, x0) ≤ f(x0) + dJ(x0, x0). Therefore
z ∈ Sf (x0). Hence Sf (x0) is closed. Also for any y ∈ Sf (x0) we get

dJ(y, x0)− dJ(x0, x0) ≤ f(x0)− f(y)

≤ f(x0)− inf
x∈X

f(x) ≤ ε.(3.3)

We choose x1 ∈ Sf (x0) such that f(x1)+dJ(x1, x0) ≤ infx∈Sf (x0){f(x)+dJ(x, x0)}+
ε
2s and let

Sf (x1) = {x ∈ X : f(x) + dJ(x, x0) +
1

s
dJ(x, x1) ≤ f(x1) + dJ(x1, x0) +

1

s
dJ(x1, x1)}.

(3.4)

Thus x1 ∈ Sf (x1) and in a similar way as above we can prove that Sf (x1) is also
closed.
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Inductively, we can suppose that xn−1 ∈ Sf (xn−2) (for n > 2) was already
chosen and we consider

Sf (xn−1) = {x ∈ Sf (xn−2) : f(x) +

n−1∑
i=0

1

si
dJ(x, xi) ≤ f(xn−1) +

n−1∑
i=0

1

si
dJ(xn−1, xi)}.

(3.5)

Let us choose xn ∈ Sf (xn−1) such that

f(xn) +

n−1∑
i=0

1

si
dJ(xn, xi) ≤ inf

x∈Sf (xn−1)
{f(x) +

n−1∑
i=0

1

si
dJ(x, xi)}+

ε

2nsn

and we define the set

Sf (xn) = {x ∈ Sf (xn−1) : f(x) +

n∑
i=0

1

si
dJ(x, xi) ≤ f(xn) +

n∑
i=0

1

si
dJ(xn, xi)}.

(3.6)

Clearly xn ∈ Sf (xn) and Sf (xn) is also closed. Now for each y ∈ Sf (xn) we get

1

sn
dJ(y, xn) ≤ {f(xn) +

n∑
i=0

1

si
dJ(xn, xi)} − {f(y) +

n−1∑
i=0

1

si
dJ(y, xi)}

≤ {f(xn) +

n∑
i=0

1

si
dJ(xn, xi)} − inf

x∈Sf (xn−1)
{f(x) +

n−1∑
i=0

1

si
dJ(x, xi)}

≤ 1

sn
dJ(xn, xn) +

ε

2nsn
.(3.7)

Therefore, for any y ∈ Sf (xn) we have

dJ(y, xn)− dJ(xn, xn) ≤ ε

2n
∀n ∈ N.

Thus the decreasing sequence of nonempty closed subsets {Sf (xn)}n≥0 has vd−property.
Since X has vd− property therefore diam(Sf (xn))→ 0 as n→∞. Thus by Cantor’s
intersection theorem (See Lemma 2.1) we have ∩∞n=0Sf (xn) = {xε}.

Now dJ(xε, xn) ≤ diam(Sf (xn)) → 0 as n → ∞ and we have xn → xε as
n→∞. From (3.7) we see that

J(xε, xε, xn)− J(xn, xn, xn) ≤ ε

2n
∀n ∈ N.

Now

f(x1) + dJ(x1, x0) ≤ f(x0) + dJ(x0, x0),

f(x2) + dJ(x2, x0) +
1

s
dJ(x2, x1) ≤ f(x1) + dJ(x1, x0) +

1

s
dJ(x1, x1)
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≤ f(x0) + dJ(x0, x0) +
1

s
dJ(x1, x1)

...

f(xm) +

m−1∑
i=0

1

si
dJ(xm, xi) ≤ f(x0) +

m−1∑
i=0

1

si
dJ(xi, xi)∀m > 1.

(3.8)

Also xε ∈ Sf (xq) for all q ∈ N, therefore

f(xε) +

q∑
i=0

1

si
dJ(xε, xi) ≤ f(xq) +

q∑
i=0

1

si
dJ(xq, xi)

≤ f(x0) +

q∑
i=0

1

si
dJ(xi, xi)∀q ≥ 1,(3.9)

which in turn implies that

f(xε) +

∞∑
i=0

1

si
dJ(xε, xi) ≤ f(x0) +

∞∑
i=0

1

si
dJ(xi, xi)

≤ inf
x∈X

f(x) + ε+

∞∑
i=0

1

si
dJ(xi, xi).(3.10)

Moreover for all x 6= xε, we have x /∈ ∩∞n=0Sf (xn) and thus there exists m ∈ N such
that x /∈ Sf (xm). So x /∈ Sf (xq) for all q ≥ m. Therefore,

f(x) +

q∑
i=0

1

si
dJ(x, xi) > f(xq) +

q∑
i=0

1

si
dJ(xq, xi)

≥ f(xε) +

q∑
i=0

1

si
dJ(xε, xi)∀q ≥ m.(3.11)

Hence we see that

f(x) +

∞∑
i=0

1

si
dJ(x, xi) > f(xε) +

∞∑
i=0

1

si
dJ(xε, xi).

Example 3.1. Let us consider X = (−∞,+∞) and let J : X3 → [0,∞] be defined
as J(x, y, z) = |x − y|2 + |y − z|2 for all x, y, z ∈ X. Then (X, J) is an SJS-metric
space for s = 3. Here dJ(x, y) = |x − y|2, which is continuous in both the variables and
sup{J(x, x, x) : x ∈ X} = 0. Now we show that X has vanishing diameter property.

Let {En} be a decreasing sequence of nonempty subsets ofX such that it has vd−property.
Then for any i ∈ N there exists some fixed ei ∈ Ei such that J(x, x, ei) = |x − ei|2 ≤
J(ei, ei, ei) + ri = ri for all x ∈ Ei, where {ri} ⊂ R+ with ri → 0 as i→∞.
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Let x(i), y(i), z(i) ∈ Ei be arbitrary. Then

J(x(i), y(i), z(i)) = |x(i) − y(i)|2 + |y(i) − z(i)|2

6 2[|x(i) − ei|2 + |y(i) − ei|2] + 2[|y(i) − ei|2 + |z(i) − ei|2]

= 2[|x(i) − ei|2 + 2|y(i) − ei|2] + |z(i) − ei|2]

6 8ri → 0

as i→∞. This implies diam(Ai) ≤ 8ri. Since this is true for all i ∈ N we get diam(Ai)→
0 as ri →∞. Thus (X, J) has vanishing diameter property.

Let f : X → R be defined as f(x) = e|x|+x2 + 4|x| for all x ∈ X. Then f is continuous
and lower bounded. Let us take ε > 0 as arbitrary and choose x0 ∈ X which satisfies
f(x0) ≤ infx∈X f(x) + ε. Now let us consider xε = 0, if x0 = 0 then we have to choose
xn = 0 for all n ≥ 1 and clearly Theorem 3.1 follows immediately. Now if x0 6= 0 then we
choose xn =

√
ε

Krn
, where K ≥ 1 and r > 2 are chosen in such a way that

ε ≤ min{K(3r − 1)

3r
[f(x0)− 1],K}.

Then we have

(i) xn → xε as n→∞,

(ii) For all n ≥ 1,

J(xε, xε, xn)− J(xn, xn, xn) = |xε − xn|2 =
ε

Krn
<

ε

2n

(iii) For all x 6= xε,

f(x) +
∑∞
n=0

1
sn
J(x, x, xn)

= e|x| + x2 + 4|x|+
∑∞
n=0

1
3n
|x−

√
ε

Krn
|2

= e|x| + x2 + 4|x|+ 3
2
x2 − 2

√
ε
K

3r
1
2

3r
1
2−1

x+ ε
K

3r
3r−1

> e|x| + x2 + 4|x|+ 3
2
x2 − 2 3r

1
2

3r
1
2−1

x+ ε
K

3r
3r−1

> 1 + ε
K

3r
3r−1

= f(xε) +
∑∞
n=0

1
sn
J(xε, xε, xn).

(iv)

f(xε) +

∞∑
n=0

1

sn
J(xε, xε, xn) = 1 +

ε

K

3r

3r − 1
6 f(x0)

= f(x0) +

∞∑
n=0

1

sn
J(xn, xn, xn)

≤ inf
x∈X

f(x) + ε+

∞∑
n=0

1

sn
J(xn, xn, xn).

Next we have the following consequence of Ekeland’s variational principle in
SJS-metric spaces.



1124 I. Beg, K. Roy and M. Saha

Corollary 3.1. Let (X, J) be a complete SJS-metric space with coefficient s > 1,
such that dJ is continuous in both variables, sup{J(x, x, x) : x ∈ X} < ∞ and X
has vanishing diameter property. Now let, f : X → R be a lower semi-continuous,
proper and lower bounded mapping. Then for every ε > 0 there exists a sequence
{xn} ⊂ X and xε ∈ X such that:

(i) xn → xε as n→∞,

(ii) f(x) +
∑∞
n=0

1
sn J(x, x, xn) ≥ f(xε) +

∑∞
n=0

1
sn J(xε, xε, xn) for every x ∈ X,

(iii) f(xε) +
∑∞
n=0

1
sn J(xε, xε, xn) ≤ infx∈X f(x) + ε+

∑∞
n=0

1
sn J(xn, xn, xn).

As an application of Theorem 3.1 we now prove Caristi’s fixed point theorem in
the context of SJS-metric spaces.

Theorem 3.2. Let (X, J) be a complete SJS-metric space with coefficient s > 1,
such that dJ is continuous in both variables, sup{J(x, x, x) : x ∈ X} <∞ and X has
vanishing diameter property. Let T : X → X be an operator for which there exists
a lower semi-continuous mapping, proper and lower bounded mapping f : X → R
such that

J(u, u, v) + sJ(u, u, Tu) ≥ J(Tu, Tu, v)(3.12)

and
s2

s− 1
J(u, u, Tu) ≤ f(u)− f(Tu)∀u, v ∈ X.(3.13)

Then T has at least one fixed point in X.

Proof. Let us assume that for all x ∈ X, Tx 6= x. Using Corollary 3.1 for f , we
obtain that for each ε > 0 there exists a sequence {xn} ⊂ X such that xn → xε as
n→∞ and

f(x) +

∞∑
n=0

1

sn
J(x, x, xn) > f(xε) +

∞∑
n=0

1

sn
J(xε, xε, xn)∀x 6= xε.

If in the above inequality, we put x = T (xε) then, since T (xε) 6= xε, we get that

f(xε)− f(Txε) <

∞∑
n=0

1

sn
[dJ(Txε, xn)− dJ(xε, xn)]

<
∞∑
n=0

1

sn
sdJ(xε, Txε)(5.15)

= s

∞∑
n=0

1

sn
dJ(xε, Txε)

=
s2

s− 1
dJ(xε, Txε).(3.14)
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Also from (3.13) we get s2

s−1dJ(xε, Txε) ≤ f(xε)−f(Txε), a contradiction. Therefore
there exists at least one x∗ ∈ X such that Tx∗ = x∗.

Definition 3.4. [14] Let X be a nonempty set and s ≥ 1 be a given number.
Also let a function Sb : X3 → [0,∞) satisfy the following conditions, for each
x, y, z, w ∈ X :

(i) Sb(x, y, z) = 0 if and only if x = y = z;

(ii) Sb(x, y, z) ≤ s[Sb(x, x, w) + Sb(y, y, w) + Sb(z, z, w)].
The pair (X,Sb) is called an Sb-metric space.

Souayah and Mlaiki [14, Theorem 2.4] follows from our Theorem 3.1 as an
immediate corollary.

Corollary 3.2. Let (X,Sb) be a complete Sb-metric space with coefficient s > 1,
such that the Sb-metric is continuous and f : X → R is a lower semi-continuous,
proper and lower bounded mapping. Then for every x0 ∈ X and ε > 0 with

f(x0) ≤ inf
x∈X

f(x) + ε,(3.15)

there exists a sequence {xn} ⊂ X and xε ∈ X such that:

(i) xn → xε as n→∞,

(ii) Sb(xε, xε, xn) ≤ ε
2n for all n ≥ 1,

(iii) f(x) +
∑∞
n=0

1
snSb(x, x, xn) > f(xε) +

∑∞
n=0

1
snSb(xε, xε, xn) for every

x 6= xε,

(iv) f(xε) +
∑∞
n=0

1
snSb(xε, xε, xn) ≤ f(x0) ≤ infx∈X f(x) + ε.

Proof. Let {An} be a decreasing sequence of nonempty subsets of X such that it
has vd−property. Then for each i ∈ N there exists some fixed ai ∈ Ai such that
Sb(x, x, ai) ≤ Sb(ai, ai, ai) + ri = ri for all x ∈ Ai, where {ri} ⊂ R+ with ri → 0 as
i→∞.

Let x(i), y(i), z(i) ∈ Ai be arbitrary. Then

Sb(x
(i), y(i), z(i)) ≤ s[Sb(x

(i), x(i), ai) + Sb(y
(i), y(i), ai) + Sb(z

(i), z(i), ai)]

≤ 3sri.(3.16)

It implies diam(Ai) ≤ 3sri. Since this is true for all i ∈ N we get diam(Ai)→ 0 as
ri →∞. Thus (X,Sb) has vanishing diameter property. Therefore all the conditions
of Theorem 3.1 are satisfied and the result follows immediately.

Corollary 3.3. Let (X,Sb) be a complete Sb-metric space with coefficient s > 1,
such that the Sb-metric is continuous and let T : X → X be an operator for which
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there exists a lower semi-continuous, proper and lower bounded mapping f : X → R,
such that:

Sb(u, u, v) + sSb(u, u, Tu) ≥ Sb(Tu, Tu, v)(3.17)

and
s2

s− 1
Sb(u, u, Tu) ≤ f(u)− f(Tu)∀u, v ∈ X.(3.18)

Then T has at least one fixed point in X.

Proof. Using Theorem 3.2 and Corollary 3.2 we get the required proof.

Remark 3.1. [3, Theorem 2.2] is a particular case of our Theorem 3.1.
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Abstract. In this paper, the geometric structures of generalized (k, µ)-space forms and
their quasi-umbilical hypersurface are analyzed. First ξ-Q and conformally flat gener-
alized (k, µ)-space form are investigated and shown that a conformally flat generalized
(k, µ)-space form is Sasakian. Next, we prove that a generalized (k, µ)-space form satis-
fying Ricci pseudosymmetry and Q-Ricci pseudosymmetry conditions is η-Einstein. We
obtain the condition under which a quasi-umbilical hypersurface of a generalized (k, µ)-
space form is a generalized quasi Einstein hypersurface. Also ξ-sectional curvature of a
quasi-umbilical hypersurface of generalized (k, µ)-space form is obtained. Finally, the
results obtained are verified by constructing an example of 3-dimensional generalized
(k, µ)-space form.
Keywords:(k, µ)-space form, Q curvature, Hypersurface, Sasakian, η-Einstein.

1. Introduction

The curvature tensor R of the Riemannian manifold mostly determines the nature
of the manifold and the sectional curvature of the manifold completely determines
the curvature tensor R. A Riemannian manifold having a constant sectional curva-
ture c is known as real space-form. The sectional curvature K(X,φX) of a plane
section spanned by a unit vector X orthogonal to ξ is called a φ-sectional curva-
ture. If the φ-sectional curvature of a Sasakian manifold is constant, then it is called
Sasakian space form. Alegre et al. [2] introduced the notion of generalized Sasakian
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space forms and gave many examples of it. Throughout the years, many geometers
[3, 4, 13, 15, 16, 17] focused on generalized Sasakian space forms under different
geometric conditions.

Blair et al. [5] introduced the notion of (k, µ)-contact metric manifolds. Follow-
ing this, Koufogiorgos [23] introduced and studied (k, µ) space forms. The (k, µ)
space forms are studied by [1, 14, 23, 30]. Carriazo et al. [8] introduced generalized
(k, µ) space form which generalizes the notion of (k, µ) space forms. An almost
contact metric manifold (M2n+1, φ, ξ, g, η) is said to be a generalized (k, µ) space
form if there exists differentiable functions f1, f2, f3, f4, f5, f6 on the manifold whose
curvature tensor R is given by

R = f1R1 + f2R2 + f3R3 + f4R4 + f5R5 + f6R6,(1.1)

where R1, R2, R3, R4, R5, R6 are the following tensors:

R1(X,Y )Z = g(Y,Z)X − g(X,Z)Y,

R2(X,Y )Z = g(X,φZ)φY − g(Y, φZ)φX + 2g(X,φY )φZ,

R3(X,Y )Z = η(X)η(Z)Y − η(Y )η(Z)X + g(X,Z)η(Y )ξ − g(Y,Z)η(X)ξ,

R4(X,Y )Z = g(Y,Z)hX − g(X,Z)hY + g(hY,Z)X − g(hX,Z)Y,

R5(X,Y )Z = g(hY, Z)hX − g(hX,Z)hY + g(φhX,Z)φhY − g(φhY,Z)φhX,

R6(X,Y )Z = η(X)η(Z)hY − η(Y )η(Z)hX + g(hX,Z)η(Y )ξ − g(hY, Z)η(X)ξ,

for any X,Y, Z ∈ χ(M). Here, h is a symmetric tensor given by 2h = Lξφ, where
L is Lie derivative. In particular, for f4 = f5 = f6 = 0 it reduces to the generalized
Sasakian space form [2]. It is obvious that (k, µ) space form is an example of
generalized (k, µ) space form when

f1 =
c+ 3

4
, f2 =

c− 1

4
, f3 =

c+ 3

4
− k, f4 = 1, f5 =

1

2
, f6 = 1− µ

are constants. In [8], the author studied generalized (k, µ) space forms in con-
tact metric and Trans-Sasakian manifolds. Carriazo and Molina [9] studied Dα-
homothetic deformations of generalized (k, µ)-space forms and found that deformed
spaces are again generalized (k, µ)-space forms in dimension 3, but not in general.
In recent years, many geometers studied generalized (k, µ)-space forms under sev-
eral conditions [21, 28, 22, 20, 27, 29].

In [26], Mantica and Suh introduced and studied Q curvature tensor. In a
(2n+ 1)-dimensional Riemannian manifold (M, g), the Q curvature tensor is given
by

Q(X,Y )Z = R(X,Y )Z − v

2n

[
g(Y,Z)X − g(X,Z)Y

]
,(1.2)

for any X,Y, Z ∈ χ(M) and v is an arbitrary scalar function on M . If v = r
2n+1 ,

then Q curvature tensor reduces to concircular curvature tensor [32]. In [13], De
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and Majhi studied Q curvature tensor in a generalized Sasakian space form.

One of the most important curvature tensors for analyzing the intrinsic proper-
ties of Riemannian manifold is the conformal curvature tensor introduced by Yano
and Kon [33]. This curvature is invariant under conformal transformation. The con-
formal curvature C of type (1,3) on a (2n + 1)-dimensional Riemannian manifold
(M, g), n > 1, is defined by

C(X,Y )Z = R(X,Y )Z − 1

2n− 1

[
S(Y,Z)X − S(X,Z)Y + g(Y,Z)PX

−g(X,Z)PY
]

+
r

2n(2n− 1)

[
g(Y, Z)X − g(X,Z)Y

]
,(1.3)

where R,S, P, r denote the Riemannian curvature tensor, the Ricci tensor, Ricci-
operator and the scalar curvature of the manifold respectively. Kim [25] studied
conformally flat generalized Sasakian space forms. De and Majhi [15] studied φ-
conformal semisymmetric generalized Sasakian space forms.

Cartan [10] first initiated and completely classified complete simply connected
locally symmetric spaces. A Riemannian manifold is said to be locally symmetric
if the curvature tensor satisfies ∇R = 0. The notion of local symmetry is weak-
ened by many authors throughout the years. One such notion is pseudosymmetric
spaces introduced by Deszcz [19]. It should be noted that pseudosymmetric spaces
introduced by Deszcz is different from those introduced by Chaki [11]. In [31], au-
thors obtained the necessary and sufficient condition for a Chaki pseudosymmetric
manifold to be Deszcz pseudosymmetric. De and Samui [14] studied Ricci pseu-
dosymmetric (k, µ)-contact space forms and show that it is an η-Einstein manifold.

The authors in [14], studied quasi-umbilical hypersurface on (k, µ)-space forms.

A hypersurface (M̃2n+1, g̃) of a Riemannian manifoldM2n+1 is called quasi-umbilical
[12] if its second fundamental tensor has the form

Hρ(X,Y ) = αg(X,Y ) + βω(X)ω(Y ),(1.4)

where ω is the 1-form, α, β are scalars and the vector field corresponding to the
1-form ω is a unit vector field. Here, the second fundamental tensor Hρ is defined
by Hρ(X,Y ) = g̃(Aρ, Y ), where A is (1,1) tensor and ρ is the unit normal vector
field and X,Y are tangent vector fields.
A Riemannian manifold is called a generalized quasi-Einstein manifold [18] if its
Ricci tensor S satisfies

S(X,Y ) = ag(X,Y ) + bη(X)η(Y ) + cλ(X)λ(Y ),

where a, b and c are non-zero scalars and η, λ are 1-forms. If c = 0, then the mani-
fold reduces to a quasi-Einstein manifold.
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The paper is organized as follows: After preliminaries, ξ-Q and conformally flat
generalized (k, µ)-space forms are investigated in section 3. Next in section 4, it is
shown that Q-Ricci pseudosymmetric and Ricci pseudosymmetric generalized (k, µ)-
space forms are η-Einstein under certain conditions. Moreover, conformal Ricci
pseudosymmetric generalized (k, µ)-space forms are studied. In section 5, quasi-
umbilical hypersurface of generalized (k, µ)-space form are investigated and shown
that it is a generalized quasi Einstein hypersurface. Also ξ-sectional curvature of a
quasi-umbilical hypersurface of generalized (k, µ)-space form is obtained. Finally,
the obtained results are verified by using an example of a 3-dimensional generalized
(k, µ)-space form.

2. Preliminaries

In this section, we highlight some of the formulae and statements which will be used
later in our studies.

A (2n + 1)-dimensional smooth manifold M is said to be a contact metric
manifold if there exists a global 1-form η, known as the contact form, such that
η ∧ (dη)n 6= 0 everywhere on M and there exists a unit vector field ξ, called the
Reeb vector field, corresponding to 1-form η such that dη(ξ, ·) = 0, a (1, 1) tensor
field φ and Riemannian metric g such that

φ2X = −X + η(X)ξ, η(X) = g(X, ξ), dη(X,Y ) = g(X,φY ),(2.1)

for all X,Y ∈ χ(M), where χ(M) is the Lie-algebra of all vector fields on M . The
metric g is called the associate metric and the structure (φ, ξ, η, g) is called con-
tact metric structure. A Riemannian manifold M together with contact structure
(φ, ξ, η, g) is called contact metric manifold. It follows from (2.1) that

φ(ξ) = 0, η · φ = 0, g(X,φY ) = −g(φX, Y ),

g(φX, φY ) = g(X,Y )− η(X)η(Y ),(2.2)

for any X,Y ∈ χ(M). Further we define two self-adjoint operators h and l by
h = 1

2 (Lξφ) and l = R(·, ξ)ξ respectively, where R is the Riemannian curvature of
M . These operators satisfy

hξ = lξ = 0, hφ+ φh = 0, T r.h = Tr.hφ = 0.(2.3)

Here, “Tr.” denotes trace. When unit vector ξ is Killing (i.e. h = 0 or Tr.l = 2n)
then contact metric manifold is called K-contact. A contact structure is said to
be normal if the almost complex structure J on M × R defined by J(X, f d

dt ) =

(φX − fξ, η(X) ddt ), where t is the coordinate of R and f is a real function on
M × R, is integrable. A normal contact metric manifold is called Sasakian. A
Sasakian manifold is K-contact but the converse is true only in dimension 3. The
(k, µ)-nullity distribution of a contact metric manifold M(φ, ξ, η, g) is a distribution

N(k, µ) : p→ Np(k, µ) = {Z ∈ χ(M) : R(X,Y )Z = k{g(Y, Z)X

−g(X,Z)Y }+ µ{g(Y, Z)hX − g(X,Z)hY }},
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for any X,Y, Z ∈ χ(M) and real numbers k and µ. A contact metric manifold M
with ξ ∈ N(k, µ) is called a (k, µ)-contact metric manifold.
In a generalized (k, µ)-space form (M2n+1, g) the following relations hold [2]:

R(X,Y )ξ = (f1 − f3){η(Y )X − η(X)Y }
+ (f4 − f6){η(Y )hX − η(X)hY },(2.4)

PX = (2nf1 + 3f2 − f3)X − (3f2 + (2n− 1)f3)η(X)ξ

+ ((2n− 1)f4 − f6)hX,(2.5)

r = 2n{(2n+ 1)f1 + 3f2 − 2f3},(2.6)

S(φX, φY ) = S(X,Y )− 2n(f1 − f3)η(X)η(Y ).(2.7)

where, R,S, P, r are respectively the curvature tensor of type (1,3), the Ricci tensor,
the Ricci operator i.e. g(PX, Y ) = S(X,Y ), for any X,Y ∈ χ(M) and the scalar
curvature of the manifold respectively.

3. Flatness of generalized (k, µ)-space form

De and Samui [14] studied conformally flat (k, µ) space form and De and Majhi
[13] analyzed ξ-Q flatness of generalized Sasakian space form. Generalizing the
results obtained, in this section we studied ξ-Q flat and conformally flat generalized
(k, µ)-space form.

3.1. ξ-Q flat generalized (k, µ)-space form

Definition 3.1. A generalized (k, µ)-space form (M2n+1, g), is said to be ξ-Q flat
if Q(X,Y )ξ = 0, for any X,Y ∈ χ(M) on M .

We have, from (1.2)

Q(X,Y )ξ = R(X,Y )ξ − v

2n

[
η(Y )X − η(X)Y

]
,(3.1)

for any X,Y ∈ χ(M). Using (2.4) in (3.1) we get

Q(X,Y )ξ =
(
f1 − f3 −

v

2n

)[
η(Y )X − η(X)Y

]
+ (f4 − f6)[η(Y )hX − η(X)hY ].(3.2)
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Suppose non-Sasakian generalized (k, µ)-space form is ξ −Q flat. Then from (3.2)
we get(

f1 − f3 −
v

2n

)[
η(Y )X − η(X)Y

]
+ (f4 − f6)[η(Y )hX − η(X)hY ] = 0.(3.3)

Taking X = φX in (3.3), we obtain{(
f1 − f3 −

v

2n

)
φX + (f4 − f6)hφX

}
η(Y ) = 0.(3.4)

Since η(Y ) 6= 0 and taking inner product with U in (3.4) gives(
f1 − f3 −

v

2n

)
g(φX,U) + (f4 − f6)g(φX, hU) = 0.(3.5)

Since g(φX,U) 6= 0 and g(φX, hU) 6= 0, we see that f1 − f3 = v
2n and f4 = f6.

Conversely, taking f1−f3 = v
2n and f4 = f6, and putting these values in (3.2) gives

Q(X,Y )ξ = 0 and hence M is ξ −Q flat. Therefore, we can state the following:

Theorem 3.1. A non-Sasakian generalized (k, µ)-space form (M2n+1, g), is ξ-Q
flat if and only if f1 − f3 = v

2n and f4 = f6.

In particular, if v = r
2n+1 then Q tensor reduces to concircular curvature tensor.

Making use of (2.6) in the forgoing equation gives v = 2n{(2n+1)f1+3f2−2f3}
2n+1 . In

regard of Theorem 3.1, for ξ-concircularly flat we obtain f3 = 3f2
1−2n and hence we

can state the following corollary:

Corollary 3.1. A non-Sasakian generalized (k, µ)-space form (M2n+1, g), is ξ-
concircularly flat if and only if f3 = 3f2

1−2n and f4 = f6.

We can easily see that Theorem 3.1 and Corollary 3.1 obtained by the geome-
ters in [13], are particular cases of Theorem 3.1 and Corollary 3.1 respectively for
f4 = f5 = f6 = 0.

Substituting the values, f4−f6 = µ and f1−f3 = k in Theorem 3.1, we obtained
the following corollary:

Corollary 3.2. A (k, µ)-space form (M2n+1, g), is ξ-Q flat if and only if k = v
2n

and µ = 0.

3.2. Conformally flat generalized (k, µ)-space form

Definition 3.2. A generalized (k, µ)-space form (M2n+1, g), n > 1, is said to be
conformally flat if C(X,Y )Z = 0, for any X,Y, Z ∈ χ(M) on M .
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Suppose generalized (k, µ)-space form is conformally flat. Then from (1.3), we
get

R(X,Y )Z − 1

2n− 1

{
S(Y,Z)X − S(X,Z)Y + g(Y, Z)PX − g(X,Z)PY

}
+

r

2n(2n− 1)

{
g(Y,Z)X − g(X,Z)Y

}
= 0.(3.6)

In consequence of taking X = ξ in (3.6) and using (2.1), (2.4) and (2.5). Eq.(3.6)
becomes

(f1 − f3){g(Y,Z)ξ − η(Z)Y }+ (f4 − f6){g(hY, Z)ξ − η(Z)hY }

− 1

2n− 1

{
S(Y, Z)ξ − 2n(f1 − f3)η(Z)Y + 2n(f1 − f3)g(Y,Z)ξ

−η(Z)PY
}

+
r

2n(2n− 1)

{
g(Y, Z)ξ − η(Z)Y

}
= 0.(3.7)

Putting Z = φZ in (3.7) and making use of (2.4), (2.5) and (2.6) results in the
following

2(n+ 1)f6g(hY, φZ) = 0.(3.8)

This shows that either f6 = 0 or φh = 0. In the second case, from (2.1) we have
h = 0. Therefore, we can state the following:

Theorem 3.2. A generalized (k, µ)-space form (M2n+1, g), n > 1, is conformally
flat, then either f6 = 0 or M is Sasakian.

Corollary 3.3. A (k, µ)-space form (M2n+1, g), n > 1, is conformally flat, then
µ = 1 or M is Sasakian.

4. Pseudosymmetric generalized (k, µ)-space form

In this section certain pseudo symmetry such as Ricci pseudo symmetry, Q-Ricci
pseudo symmetry and conformal Ricci pseudo symmetry in the context of general-
ized (k, µ)-space form are studied. First, we review an important definition

Definition 4.1. [19, 31] A Riemannian manifold (M, g), n ≥ 1, admitting a (0, k)-
tensor field T is said to be T -pseudosymmetric if R · T and D(g, T ) are linearly
dependent, i.e., R · T = LTD(g, T ) holds on the set UT = {x ∈M : D(g, T ) 6= 0 at
x}, where LT is some function on UT .

In particular, if R·R = LRD(g,R) and R·S = LSD(g, S) then the manifold is called
pseudosymmetric and Ricci pseudosymmetric respectively. Moreover, if LR = 0 (
resp., LS = 0) then pseudosymmetric (resp., Ricci pseudosymmetric) reduces to
semisymmetric (resp., Ricci semisymmetric) introduced by Cartan in 1946.
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4.1. Ricci pseudosymmetric generalized (k, µ)-space form

Definition 4.2. A generalized (k, µ)-space form (M2n+1, g), is said to be Ricci
pseudosymmetric if its Ricci curvature satisfies the following relation,

R · S = fS2D(g, S),

holds on the set US2
= {x ∈ M : D(g, S) 6= 0 at x}, where fS2

is some function on
US2

.

Suppose a generalized (k, µ)-space form (M2n+1, g), is Ricci pseudosymmetric
i.e.,

R · S = fS2D(g, S),

which can be written as

S(R(X,Y )U, V ) + S(U,R(X,Y )V ) = −fs
[
S(Y, V )g(X,U)

−S(X,V )g(Y, U) + S(U, Y )g(X,V )− S(U,X)g(Y, V )
]

(4.1)

Taking X = U = ξ in (4.1) and using (2.4), (2.5) and (2.7), we get(
f3 − f1 + fS2

)
S(Y, V ) +

[
2n(f1 − f3)(f1 − f3 − fS2)− (k − 1)(f4

−f6)((2n− 1)f4 − f6)
]
g(Y, V )− (k − 1)(f4 − f6)

(
(2n− 1)f4

−f6
)
η(Y )η(V ) + (f4 − f6)

(
(1− 2n)f3 − 3f2

)
g(hY, V ) = 0.(4.2)

Considering fS2 6= f1 − f3 and further taking (1 − 2n)f3 − 3f2 = 0 in (4.2), the
manifold is η-Einstein. Hence we can state the following:

Theorem 4.1. A Ricci pseudosymmetric generalized (k, µ)-space form (M2n+1, g),
with fS2

6= f1 − f3, is η-Einstein manifold if f3 = 3f2
1−2n .

If fS2
= 0, then Ricci pseudosymmetric generalized (k, µ)-space form reduces

to Ricci semisymmetric generalized (k, µ)-space form. In view of Theorem (4.1) we
obtain the following:

Corollary 4.1. A Ricci semisymmetric generalized (k, µ)-space form (M2n+1, g),
with f1 − f3 6= 0 is η-Einstein manifold if f3 = 3f2

1−2n .

4.2. Q-Ricci pseudosymmetric generalized (k, µ)-space form

Definition 4.3. A generalized (k, µ)-space form (M2n+1, g), is said to be Q-Ricci
pseudosymmetric if

Q · S = fS3
D(g, S),

holds on the set US3 = {x ∈ M : D(g, S) 6= 0 at x}, where fS3 is any function on
US3

.
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Proceeding similarly as in Theorem 4.1, one can easily obtain the following
relation:

Theorem 4.2. A Q-Ricci pseudosymmetric generalized (k, µ)-space form (M2n+1, g),
with fS3

6= f3 − f1 − v
2n is η-Einstein manifold if f3 = 3f2

1−2n .

Taking fS3 = 0 in Theorem 4.2, we easily obtain the following:

Corollary 4.2. A Q-Ricci semisymmetric generalized (k, µ)-space form (M2n+1, g),
with f3 − f1 6= v

2n is η-Einstein manifold if f3 = 3f2
1−2n .

4.3. Conformal Ricci pseudosymmetric generalized (k, µ)-space form

Definition 4.4. A generalized (k, µ)-space form (M2n+1, g), n > 1, is said to be
conformal Ricci pseudosymmetric if

C · S = fS4D(g, S),

holds on the set US4
= {x ∈ M : D(g, S) 6= 0 at x}, where fS4

is any function on
US4 .

Suppose a generalized (k, µ)-space form is conformal Ricci pseudosymmetric.
Then, we have

S(C(X,Y )U, V ) + S(U,C(X,Y )V ) = −fS4

[
S(Y, V )g(X,U)

−S(X,V )g(Y, U) + S(U, Y )g(X,V )− S(U,X)g(Y, V )
]
.(4.3)

Taking X = U = ξ and f4 = f6 in (4.3) and making use of (1.3),(2.1) and (2.5), we
obtain

S2(Y, V ) =
(
4nf1 + 3f2 − (2n+ 1)f3 + 2n(2n− 1)fS4

)
S(Y, V )

−(2n− 1)fS4
η(Y )η(V )−

(
2nf1 + 3f2 − f3

)
g(Y, V ).(4.4)

Thus, we can state the following:

Theorem 4.3. If a generalized (k, µ)-space form (M2n+1, g), n > 1, is conformal
Ricci pseudosymmetric with f4 = f6, then the relation(4.4) holds.

5. Quasi-umbilical hypersurface of generalized (k, µ)-space form

Let us consider a quasi-umbilical hypersurface M̃ of a generalized (k, µ)-space form.
From Gauss [12], for any vector fields X,Y, Z,W tangent to the hypersurface we
have

R(X,Y, Z,W ) = R̃(X,Y, Z,W )− g(H(X,W ), H(X,Z))

+ g(H(X,Z), H(Y,W )),(5.1)
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where, R(X,Y, Z,W ) = g(R(X,Y )Z,W ) and R̃(X,Y, Z,W ) = g(R̃(X,Y )Z,W ).

Here, H is the second fundamental tensor of M̃ given by

H(X,Y ) = αg(X,Y )ρ+ βω(X)ω(Y )ρ,(5.2)

where, ρ is the only unit normal vector field. Here, ω is the 1-form, the vector field
corresponding to the 1-form ω is a unit vector field and α, β are scalars.
Using (5.2) in (5.1), we obtain the following result

f1
[
g(Y,Z)g(X,W )− g(X,Z)g(Y,W )

]
+ f2

[
g(X,φZ)g(φY,W )

−g(Y, φZ)g(φX,W ) + 2g(X,φY )g(φZ,W )
]

+ f3
[
η(X)η(Z)g(Y,W )

−η(Y )η(Z)g(X,W ) + g(X,Z)η(Y )η(W )− g(Y, Z)η(X)η(W )
]

+f4
[
g(Y,Z)g(hX,W )− g(Y,Z)g(hY,W ) + g(hY,Z)g(X,W )

−g(hX,Z)g(Y,W )
]

+ f5
[
g(hY, Z)g(hX,W )− g(hX,Z)g(hY,W )

+g(φhX,Z)g(φhY,W )− g(φhY,Z)g(φhX,W )
]

+ f6
[
η(X)η(Z)g(hY,W )

−η(Y )η(Z)g(hX,W ) + g(hX,Z)η(Y )η(W )− g(hY, Z)η(X)η(W )
]

= R̃(X,Y, Z,W )− α2g(X,W )g(Y, Z)− αβg(X,W )ω(Y )ω(Z)

−αβg(Y,Z)ω(X)ω(W ) + α2g(Y,W )g(X,Z) + αβg(Y,W )ω(X)ω(Z)

+αβg(X,Z)ω(Y )ω(W ).(5.3)

Contracting over X and W in (5.3), we obtain

S̃(Y, Z) =
(
2nf1 + 3f2 − f3 + 2nα2 + αβ

)
g(Y,Z)

−
(
3f2 + (2n+ 1)f3

)
η(Y )η(Z) +

(
(2n− 1)f4 − f6

)
g(hY, Z)

+αβ(2n− 1)ω(Y )ω(Z).(5.4)

Hence, we can state the following:

Theorem 5.1. A quasi-umbilical hypersurface of a generalized (k, µ)-space form
is a generalized quasi Einstein hypersurface, provided f4 = f6

2n−1

In particular, for a (k, µ)-space form, the above Theorem 5.1 reduces to the
following:

Theorem 5.2. [14] A quasi-umbilical hypersurface of a (k, µ)-contact space form
is a generalized quasi-Einstein hypersurface, provided µ = 2− 2n.

Corollary 5.1. A quasi-umbilical hypersurface of a generalized Sasakian space
form is a generalized quasi-Einstein hypersurface.

For any vector fields X,Y , the tensor field K(X,Y ) = R̃(X,Y, Y,X) is called

the sectional curvature of M̃ given by the sectional plane {X,Y }. The sectional
curvature K(X, ξ) of a sectional plane spanned by ξ and vector field X orthogonal

to ξ is called the ξ-sectional curvature of M̃ .
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Theorem 5.3. A ξ-sectional curvature of a quasi-umbilical hypersurface of gen-
eralized (k, µ)-space form is given by

K(X, ξ) =
(
f1 − f3 + α2

)
g(φX, φX) + (f4 − f6)g(hX,X)

+αβ
[
(ω(ξ))2 + (ω(X))2

]
− 2αβη(X)ω(X)ω(ξ).

Proof. Taking W = X and Z = Y in (5.3) results in following

f1
[
g(Y, Y )g(X,X)− g(X,Y )g(Y,X)

]
+ f2

[
g(X,φY )g(φY,X)

−g(Y, φY )g(φX,X) + 2g(X,φY )g(φY,X)
]

+ f3
[
η(X)η(Y )g(X,Y )

−η(Y )η(Y )g(X,X)− g(X,Y )η(X)η(Y )− g(Y, Y )η(X)η(X)
]

+f4
[
g(Y, Y )g(hX,X)− g(X,Y )g(hY,X) + g(hY, Y )g(X,X)

−g(hX, Y )g(Y,X)
]

+ f5
[
g(hY, Y )g(hX,X)− g(hX, Y )g(hY,X)

+g(φhX, Y )g(φhY,X)− g(φhY, Y )g(φhX,X)
]

+ f6
[
η(x)η(Y )g(hY,X)

−η(Y )η(Y )g(hX,X) + g(hX, Y )η(Y )η(X)− g(hY, Y )η(X)η(X)
]

= K(X,Y )− α2g(X,X)g(Y, Y )− αβg(X,X)ω(Y )ω(Y )

−αβg(Y, Y )ω(X)ω(X) + α2g(X,Y )g(X,Y ) + αβg(X,Y )ω(X)ω(Y )

+αβg(X,Y )ω(Y )ω(X).(5.5)

Putting Y = ξ in (5.5) gives

K(X, ξ) =
(
f1 − f3 + α2

)
g(φX, φX) + (f4 − f6)g(hX,X)

+αβ
[
(ω(ξ))2 + (ω(X))2

]
− 2αβη(X)ω(X)ω(ξ).

This completes the proof.

6. Examples of generalized (k, µ)-space forms

Now we will show the validity of obtained result by considering an example of
a generalized (k, µ)-space form of dimension 3. Koufogiorgos and Tsichlias [24]
constructed an example of generalized (k, µ)-space of dimension 3 which was later
shown by Carriazo et al. [8] to be a contact metric generalized (k, µ)-space form
M3(f1, 0, f3, f4, 0, 0) with non-constant f1, f3, f4.

Example 6.1: Let M3 be the manifold M = {(x1, x2, x3) ∈ R3|x3 6= 0} where
(x1, x2, x3) are standard coordinates on R3. Consider the vector fields

e1 =
∂

∂x
, e2 = −2x2x3

∂

∂x1
+

2x1
x23

∂

∂x2
− 1

x23

∂

∂x3
, e3 =

1

x3

∂

∂x2
,

are linearly independent at each point of M and are related by

[e1, e2] =
2

x23
e3, [e2, e3] = 2e1 +

1

x33
e3, [e3, e1] = 0.
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Let g be the Riemannian metric defined by g(ei, ej) = δij , i, j = 1, 2, 3 and η be the
1-form defined by η(X) = g(X, e1) for any X on M . Also, let φ be the (1, 1)-tensor
field defined by φe1 = 0, φe2 = e3 φe3 = −e2. Therefore, (φ, e1, η, g) defines a
contact metric structure on M . Put λ = 1

x2
3
, k = 1 − 1

x4
3

and µ = 2(1 − 1
x2
3
), then

symmetric tensor h satisfies he1 = 0, he2 = λe2, he3 = −λe3. The non-vanishing
components of the Riemannian curvature are as follows:

R(e1, e2)e1 = −(k + λµ)e2, R(e1, e2)e2 = (k + λµ)e1,

R(e1, e3)e1 = (−k + λµ)e3, R(e− 1, e3)e3 = (k − λµ)e1,

R(e2, e3)e2 = (k + µ− 2λ3)e3, R(e2, e3)e3 = −(k + µ− 2λ3)e2.

Therefore, M is a generalized (k, µ)-space with k, µ not constant. As a contact
metric generalized (k, µ)-space is a generalized (k, µ)-space form with k = f1 − f3
and µ = f4−f6 (Theorem 4.1, [8]), the manifold under consideration is a generalized
(k, µ)-space form M3(f1, 0, f3, f4, 0, 0) where

f1 = −3 +
2

x23
+

1

x43
+

2

x63
,

f3 = −4 +
2

x23
+

2

x43
+

2

x63

f4 = 2(1− 1

x23
).

Next we obtain the non-vanishing components of Q-curvature tensor for arbitrary
function v as follows:

Q(e1, e2)e1 = −(k + λµ− v

2
)e2, Q(e1, e2)e2 = (k + λµ− v

2
)e1,

Q(e1, e3)e1 = (−k + λµ+
v

2
)e3, Q(e1, e3)e3 = (k − λµ− v

2
)e1,

Q(e2, e3)e2 = (k + µ− 2λ3 +
v

2
)e3, Q(e2, e3)e3 = −(k + µ− 2λ3 +

v

2
)e2.

From the above equations we see that Q(X,Y )e1 = 0 for all X,Y on M if and only
if v = 2(1− 1

x4
3
) and x23 = 1. Hence, Theorem 3.1 is verified.

Example 6.2: In [2], it was shown that the warped product R×f Cm with

f1 = − (f ′)2

f2
, f2 = 0, f3 = − (f ′)2

f2
+
f ′′

f
,

is a generalized Sasakian space form. Since every generalized Sasakian space form
is a particular case of generalized (k, µ)-space form, R×f Cm with f1, f2, f3 define
as above and f4 = f5 = f6 = 0 is a generalized (k, µ)-space form.
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1. Introduction

In [7], Deng-Hou proved that the group of isometries of a Finsler manifold (M.F ),
denoted by I(M,F ), is a Lie transformation group of the underlying manifold that
can be used to study homogeneous Finsler manifolds. This important result opens

Received August 4, 2021. accepted October 14, 2021.
Communicated by Uday Chand De
Corresponding Author: Akbar Tayebi, Department of Mathematics, Faculty of Science, University
of Qom, Qom, Iran | E-mail: akbar.tayebi@gmail.com
2010 Mathematics Subject Classification. Primary 53B40; Secondary 53C60
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an interesting window to generalize the concept of homogeneous Riemannian man-
ifold to homogeneous Finsler manifold. An n-dimensional Finsler manifold (M,F )
is called a homogeneous Finsler manifold if the group I(M,F ) acts transitively on
the manifold M .

A Finsler metric F on a manifold M is called a Berwald metric if its spray
coefficients Gi are quadratic in y ∈ TxM for all x ∈ M . The important described
characteristic of a Berwald space is that all its tangent spaces are linearly isometric
to a common Minkowski space. For a Landsberg space, all its tangent spaces are
isometric to a common Minkowski space. Thus every Berwald space is a Landsberg
space. However, it has been one of the longest-standing problems in Finsler geom-
etry whether there exists a Landsberg space that is not a Berwald space. In [35],
Xu-Deng conjectured that every homogeneous Landsberg space must be a Berwald
space.

In 1924, at the annual meeting of the Mathematical Society of Germany in Inns-
bruck, Berwald defined of the stretch curvature as a generalization of Landsberg
curvature and denoted it by T [3]. He published the stretch curvature in 1925 on
the first of his main papers [5]. He showed that T = 0 if and only if the length
of a vector remains unchanged under the parallel displacement along an infinites-
imal parallelogram. In his lecture at the International Congress of Mathematics,
Bologna, 1928, he introduced a series of special classes of Finsler metrics, such
as Landsberg metrics and stretch metrics [2]. He proved that for two-dimensional
stretch metrics, the total curvature (curvature integral)

∫ ∫
R
√
gdx1dx2 can be de-

fined, which means the integrand is a function of position alone, where R is the
Underhill curvature. Then, this curvature has been investigated by Shibata in [21]
and Matsumoto in [10]. Matsumoto denoted this curvature by Σ. We have the
following big picture.

{Berwald metrics} ⊆ {Landsberg metrics} ⊆ {Stretch metrics}.

Let (M,F ) be a Finsler manifold. Then F is called a relatively isotropic stretch
metric if its stretch curvature is given by

Σijkl = cF (Cijk|l − Cijl|k),(1.1)

where c = c(x) is a scalar function on M , and “|” denotes the horizontal covariant
derivative with respect to the Berwald connection of F . In this case, (M,F ) is
called a relatively isotropic stretch manifold.

Example 1.1. A Finsler metric F satisfying Fxk = FFyk is called a Funk metric. The
standard Funk metric on the Euclidean unit ball Bn(1) is defined by

F (x, y) :=

√
|y|2 − (|x|2|y|2− < x, y >2)

1− |x|2 +
< x, y >

1− |x|2 , y ∈ TxBn(1) ' Rn,(1.2)

where <,> and |.| denote the Euclidean inner product and norm on Rn, respectively. It
follows from Gi = 1

2
Fyi that F satisfies (1.1) with c = −1.



On the Stretch Curvature of Homogeneous Finsler Metrics 1145

Example 1.2. For y ∈ TxBn(1) ' Rn, let us define

Fa(x, y) :=

√
|y|2 − (|x|2|y|2− < x, y >2)

1− |x|2 +
< x, y >

1− |x|2 +
< a, y >

1+ < a, x >
,(1.3)

where a ∈ Rn is a constant vector with |a| < 1. For a 6= 0, it is easy to see that Fa is
a locally projectively flat Finsler metric with negative constant flag curvature. It follows
that F is a relatively isotropic stretch metric with c = −1.

In this paper, we prove the following.

Theorem 1.1. Every homogeneous Finsler metric on a manifold M has relatively
isotropic stretch curvature if and only if it is a Landsberg metric.

In [27], Tayebi-Najafi proved that every homogeneous Landsberg surface is Rieman-
nian or locally Minkowskian spaces. Then by Theorem 1.1, we conclude that every
homogeneous Finsler surface of relatively isotropic stretch curvature is Riemannian
or locally Minkowskian spaces.

There is another important quantity defined by the spray of a Finsler metric
F . Taking a trace of Berwald curvature implies the mean Berwald curvature E. A
Finsler metric F is said to be weakly Berwaldian if E = 0.

Corollary 1.1. Every weakly Berwald homogeneous Finsler metric on a manifold
M has relatively isotropic stretch curvature if and only if it is a Berwald metric.

Douglas curvature is a non-Riemannian projectively invariant constructed from
the Berwald curvature. The notion of Douglas curvature was proposed by Bácsó-
Matsumoto as a generalization of Berwald curvature [1]. The Douglas curvature
vanishes for Riemannian spaces; therefore, it plays a prominent role only outside
the Riemannian world. Finsler metrics with D = 0 are called Douglas metrics.

Corollary 1.2. Every Douglas homogeneous Finsler metric on a manifold M has
relatively isotropic stretch curvature if and only if it is a Berwald metric.

The flag curvature in Finsler geometry is a natural extension of the sectional
curvature in Riemannian geometry, first introduced by L. Berwald [2][5]. For a
Finsler manifold (M,F ), the flag curvature is a function K(P, y) of tangent planes
P ⊂ TxM and directions y ∈ P . A Finsler metric F is said to be of scalar flag cur-
vature if the flag curvature K(P, y) = K(x, y) is independent of flags P associated
with any fixed flagpole y. Finsler metrics of scalar flag curvature are the natural ex-
tension of Riemannian metrics of isotropic sectional curvature (of constant sectional
curvature in dimension n ≥ 3 by the Schur Lemma). One of the central problems
in Finsler geometry is to characterize Finsler manifolds of scalar flag curvature.
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Corollary 1.3. Let (M,F ) be a homogeneous Finsler metric of dimension n ≥ 3.
Suppose that F has non-zero scalar flag curvature. Then F has relatively isotropic
stretch curvature if and only if it is a Riemannian metric of constant sectional
curvature.

An (α, β)-metric is a Finsler metric on M defined by F := αφ(s), where s =
β/α, φ = φ(s) is a C∞ function on the (−b0, b0) with a certain regularity, α =√
aij(x)yiyj is a Riemannian metric, and β = bi(x)yi is a 1-form on M (see [26],

[31] and [32]).

Corollary 1.4. Every homogeneous (α, β)-metric on a manifold M has relatively
isotropic stretch curvature if and only if it is a Berwald metric.

A Finsler metric F = F (x, y) on a domain Ω ⊆ Rn is called spherically symmet-
ric metric if it is invariant under any rotation in Rn. Indeed, the class of spherically
symmetric metrics in the Finsler setting was first introduced by S.F. Rutz, who
studied the spherically symmetric Finsler metrics in 4-dimensional space-time and
generalized the classic Birkhoff theorem in general relativity to the Finsler case
[17]. According to the equation of Killing fields, there exists a positive function φ
depending on two variables so that F can be written as

F = |y|φ
(
|x|, 〈x, y〉

|y|

)
,

where x is a point in the domain Ω, y is a tangent vector at the point x. There
are classical Finsler metrics which are spherically symmetric, such as Funk metric,
Berwald’s metric, Bryant’s metric, etc, (see [14] for more details). .

Corollary 1.5. Every homogeneous spherically symmetric Finsler metric on a
manifold M has relatively isotropic stretch curvature if and only if it is a Rie-
mannian metric.

A homogeneous Finsler manifold (M,F ) is said to be stretch-recurrent or Σ-
recurrent if its stretch curvature satisfies following

Σijkl|sy
s = ΨΣijkl,(1.4)

where Ψ is a non-zero smooth function on TM0 satisfying Ψ(x, ty) = tΨ(x, y) for
all positive real number t and (x, y) ∈ TM0. It is easy to see that every stretch
metric and then Landsberg metric is a Σ-recurrent metric. However, the converse
is not valid in general. Here, we prove that every homogeneous Σ-recurrent Finsler
metric is a Landsberg metric.

Theorem 1.2. Any homogeneous Σ-recurrent metric is a Landsberg metric.
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2. Preliminaries

Let (M,F ) be an n-dimensional Finsler manifold. The fundamental tensor gy :
TxM × TxM → R of F is defined by following

gy(u, v) :=
1

2

∂2

∂s∂t

[
F 2(y + su+ tv)

]
|s,t=0, u, v ∈ TxM.

Let x ∈ M and Fx := F |TxM . To measure the non-Euclidean feature of Fx, define
Cy : TxM × TxM × TxM → R by

Cy(u, v, w) :=
1

2

d

dt

[
gy+tw(u, v)

]
|t=0, u, v, w ∈ TxM.

The family C := {Cy}y∈TM0
is called the Cartan torsion.

Given a Finsler manifold (M,F ), then a global vector field G is induced by F
on TM0, which in a standard coordinate (xi, yi) for TM0 is given by

G = yi
∂

∂xi
− 2Gi(x, y)

∂

∂yi
,

where Gi = Gi(x, y) are scalar functions on TM0 given by

Gi :=
1

4
gij

{
∂2[F 2]

∂xk∂yj
yk − ∂[F 2]

∂xj

}
, y ∈ TxM.(2.1)

The G is called the spray associated to (M,F ).

For a non-zero vector y ∈ TxM0, define By : TxM × TxM × TxM → TxM by
By(u, v, w) := Bijkl(y)ujvkwl ∂

∂xi |x where

Bijkl :=
∂3Gi

∂yj∂yk∂yl
.

The quantity B is called the Berwald curvature. F is called a Berwald metric if
B = 0.

Define the mean of Berwald curvature by Ey : TxM ⊗ TxM → R, where

Ey(u, v) :=
1

2

n∑
i=1

gij(y)gy

(
By(u, v, ei), ej

)
.(2.2)

The family E = {Ey}y∈TM\{0} is called the mean Berwald curvature or E-curvature.
In local coordinates, Ey(u, v) := Eij(y)uivj , where

Eij :=
1

2
Bmmij .
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By definition, Ey(u, v) is symmetric in u and v and we have Ey(y, v) = 0. The
quantity E is called the mean Berwald curvature. F is called a weakly Berwald
metric if E = 0.

For non-zero vector y ∈ TxM0, define Dy : TxM × TxM × TxM → TxM by
Dy(u, v, w) := Di

jkl(y)uivjwk ∂
∂xi |x, where

Di
jkl :=

∂3

∂yj∂yk∂yl

[
Gi − 2

n+ 1

∂Gm

∂ym
yi
]
.(2.3)

D is called the Douglas curvature. F is called a Douglas metric if D = 0 [1]. By
definition, it follows that the Douglas tensor Dy is symmetric trilinear form and
has the following properties

Dy(y, u, v) = 0, trace(Dy) = 0.

According to (2.3), the Douglas tensor can be written as follows

Di
jkl = Bijkl −

2

n+ 1

{
Ejkδ

i
l + Eklδ

i
j + Eljδ

i
k + Ejk,ly

i
}
.

For y ∈ TxM , define the Landsberg curvature Ly : TxM × TxM × TxM → R by

Ly(u, v, w) := −1

2
gy
(
By(u, v, w), y

)
.

F is called a Landsberg metric if Ly = 0. By definition, every Berwald metric is a
Landsberg metric.

For y ∈ TxM0, define the stretch curvature Σy : TxM×TxM×TxM×TxM → R
by Σy(u, v, w, z) := Σijkl(y)uivjwkzl, where

Σijkl := 2(Lijk|l − Lijl|k),(2.4)

and “|” denotes the horizontal derivation with respect to the Berwald connection
of F . A Finsler metric is said to be a stretch metric if Σ = 0.

The second variation of geodesics gives rise to a family of linear maps Ry :
TxM → TxM with homogeneity Rλy = λ2Ry, ∀λ > 0 which is defined by

Ry(u) := Rik(y)uk
∂

∂xi
,

where

Rik(y) = 2
∂Gi

∂xk
− ∂2Gi

∂xj∂yk
yj + 2Gj

∂2Gi

∂yj∂yk
− ∂Gi

∂yj
∂Gj

∂yk
.

Ry is called the Riemann curvature in the direction y.
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For a flag P := span{y, u} ⊂ TxM with flagpole y, the flag curvature K =
K(P, y) is defined by

K(x, y, P ) :=
gy
(
u,Ry(u)

)
gy(y, y)gy(u, u)− gy(y, u)2

.(2.5)

The flag curvature K(x, y, P ) is a function of tangent planes P = span{y, v} ⊂ TxM .
A Finsler metric F is of scalar flag curvature if K = K(x, y) is independent of flag
P (see [23], [24] and [25]).

3. Proof of Theorem 1.1

Every two points of a homogeneous Finsler manifold map to each other by an
isometry. Then, the norm of arbitrary tensor of a homogeneous Finsler manifold
is a constant function on the underlying manifold. Thus the norm of an arbitrary
tensor of a homogeneous Finsler space is bounded. This fact is proved in [28].

Lemma 3.1. ([28]) Let (M,F ) be a homogeneous Finsler manifold. Then the
norm of an arbitrary tensor of F which is invariant under every isometry of F is
bounded.

We define the norm of the Landsberg curvature at x ∈M by

‖L‖x := sup
y,u,v,w∈TxM\{0}

F (y)|Ly(u, v, w)|√
gy(u, u)gy(v, v)gy(w,w)

.

We showed that the Landsberg curvature of homogeneous Finsler metric F is
bounded.

Lemma 3.2. ([28]) Let (M,F ) be a homogeneous Finsler manifold. Then the
Landsberg curvature of F is bounded.

In order to prove Theorem 1.1, we need the following.

Theorem 3.1. ([29]) Homogeneous Finsler manifolds are complete.

Now, we are ready to prove Theorem 1.1.

Proof of Theorem 1.1: Let p be an arbitrary point of manifold M , and y, u, v, w ∈
TpM . Let c : (−∞,∞)→M is the unit speed geodesic passing from p and

dc

dt
(0) = y.
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If U(t), V (t) and W (t) are the parallel vector fields along c with

U(0) = u, V (0) = v W (0) = w.

Let us put

L(t) = L
(
U(t), V (t),W (t)

)
,

L′(t) = L′
ċ

(
U(t), V (t),W (t)

)
.

Contracting (1.1) with yl implies that

Lijk|ly
l = cFCijl|ky

l.(3.1)

By definition, we have
Lijk = Cijl|ky

l.(3.2)

From (3.1) and (3.2), we have

Lijk|ly
l = cFLijk.(3.3)

According to the definition, (3.3) yields the following ODE

L′(t) = cL(t),(3.4)

which its general solution is
L(t) = ectL(0).(3.5)

Using ||L|| <∞, and letting t→ +∞ or t→ −∞, we get

L(0) = L(u, v, w) = 0.

So L = 0, i.e., (M,F ) is a Landsberg manifold.

Proof of Corollary 1.1: In [6], Crampin showed that every Landsberg metric
with vanishing mean Berwald curvature is a Berwald metric. Then by Theorem
1.1, we get the proof.

Proof of Corollary 1.2: Let (M,F ) be a Douglas manifold of dimension n. Sup-
pose that F has vanishing Landsberg curvature. In [4], Berwald proved that every
2-dimensional Douglas metric with vanishing Landsberg curvature is a Berwald
metric. In 1984, Izumi pointed out that the Berwald theorem must be true for the
higher dimensions [8]. In [1], Bácsó-Matsumoto proved that every Douglas metric
with vanishing Landsberg curvature is a Berwald metric. Then by Theorem 1.1, we
get the proof.

Proof of Corollary 1.3: According to by Theorem 1.1, F is a Landsberg metric. In
[16], Numata proved that every Landsberg metric of non-zero scalar flag curvature is
a Riemannian metric of constant sectional curvature. This completes the proof.
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Proof of Corollary 1.4: In [19], Shen proved that an (α, β)-metric with vanish-
ing Landsberg curvature is a Berwald metric. Then by Theorem 1.1, we get the
proof.

Proof of Corollary 1.5: In [14], Mo-Zhou classified the spherically symmetric
Finsler metrics in Rn with Landsberg type and found some exceptional almost
regular metrics which do not belong to Berwald type. They proved that every
regular spherically symmetric Finsler metric in Rn is a Berwald metric. Then they
proved that all of Berwaldian spherically symmetric Finsler metrics are Riemannian.
Then by Theorem 1.1, we get the proof.

4. Stretch-Recurrent Homogeneous Metrics

In this section, we are going to prove Theorem 1.2.

Proof of Theorem 1.2: We know that (M,F ) is homogeneous, and the scalar
function Ψ is invariant under the isometries of F . In general, if a continuous func-
tion f : TM0 → R is invariant under isometries of (M,F ) and also is positively
homogeneous of degree zero with respect to directions, then f is a bounded func-
tion. Thus, f := Ψ/F is bounded and, by definition, is everywhere non-zero. Since
M is connected, the range of Ψ/F is an interval, say (c1, c2) ⊆ R, which does not
contain zero. Without loss of generality, suppose that c1 > 0. Thus, we have

c1F (x, y) ≤ Ψ(x, y) ≤ c2F (x, y), ∀(x, y) ∈ TM0.(4.1)

For y ∈ TxM , let c = c(t) be the unit speed geodesic of (M,F ) with ċ(0) = y and
c(0) = x. Suppose X = X(t), Y = Y (t), Z = Z(t) and W = W (t) are parallel
vector fields along the geodesic c. Define Σ(t) as follows

Σ(t) = Σċ

(
X(t), Y (t), Z(t),W (t)

)
.(4.2)

Thus, the restriction of (1.4) to the canonical lift of c, i.e., (c, ċ) becomes

Σ′(t) = Ψ(t)Σ(t).(4.3)

For simplicity, we have used the following nomination:

Ψ(t) := Ψ
(
c(t), ċ(t)

)
.

By (4.3), we get

Σ(t) = e
∫ t
0

Ψ(s) ds Σ(0)(4.4)

It follows from (4.1) and F (c(t), ċ(t)) = 1 that

ec1 t ≤ e
∫ t
0

Ψ(s) ds ≤ ec2 t, ∀t > 0.(4.5)
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The stretch tensor of any homogeneous metric is a bounded tensor. Let Σ(0) 6=
0. By Theorem 3.1, M is complete, and the parameter t takes all the values in
(−∞,+∞). Letting t → ∞, we conclude that the norm of Σ(t) is unbounded
which arises a contradiction. Therefore, we get

Σ(0) = 0,

and F reduces to a stretch metric. On the other hand, in [28] it is proved that every
homogenous stretch metric is a Landsberg metric. This completes the proof.
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1. Introduction

Let φ : (Mm, g) −→ (Nn, h) be a smooth map between two Riemannian mani-
folds. Then φ is said to be harmonic if it is a critical point of the energy functional
:

E (φ) =
1

2

∫
M

|dφ|2dvg

with respect to compactly supported variations. Equivalently, φ is harmonic if it
satisfies the associated Euler-Lagrange equations given as follows:

τ (φ) = Trg∇dφ = 0,

τ (φ) is called the tension field of φ. The map φ is said to be biharmonic if it is a
critical point of the bi-energy functional:

E2 (φ) =
1

2

∫
M

|τ(φ)|2dvg.
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The biharmonicity of φ is characterized by the following equation:

τ2 (φ) = −Trg
(
∇φ
)2
τ(φ)− TrgRN (τ(φ), dφ)dφ = 0,

where ∇φ is the connection in the pull-back bundle φ−1(TN) and, if (ei)1≤i≤m is a
local orthonormal frame field on M , then

Trg
(
∇φ
)2
τ (φ) =

(
∇φei∇

φ
ei −∇

φ
∇M

ei
ei

)
τ (φ) .

We will call the operator τ2 (φ), the bi-tension field of the map φ. A generalization
of harmonic and biharmonic maps, p-harmonic and bi-p-harmonic maps are defined
as follows : Let p ≥ 2, the p-energy functional of φ is defined by

Ep(φ) =
1

p

∫
M

|dφ|pdvg.

φ is said to be p-harmonic if it is a critical point of the p-energy functional (with
respect to any variation of compact support). Equivalently, φ is p-harmonic if it
satisfies the associated Euler-Lagrange equations:

τp (φ) = |dφ|p−2 {τ (φ) + (p− 2) dφ (grad ln |dφ|)} = 0,

τp (φ) is called the p-tension field of φ, one can refer to [1], [12] and [15] for more
details on p-harmonic maps. The bi-p-energy of φ is defined by (see [4]) :

E2,p(φ) =
1

2

∫
M

|τp (φ) |2dvg.

Equivalently, φ is bi-p-harmonic if it satisfies the following equation:

(1.1)
τ2,p (φ) = −Trg∇φ |dφ|p−2∇φτp (φ)− |dφ|p−2 TrgRN (τp (φ) , dφ) dφ

− (p− 2)Trg∇φ
(
〈∇τp (φ) , dφ〉 |dφ|p−4 dφ

)
= 0,

where

Trg∇φ |dφ|p−2∇φτp (φ) = ∇φei |dφ|
p−2∇φeiτp (φ)− |dφ|p−2∇φ∇ei

ei
τp (φ)

and

Trg∇φ
(
〈∇τp (φ) , dφ〉 |dφ|p−4 dφ

)
= ∇φei |dφ|

p−4 〈∇τp (φ) , dφ〉 dφ (ei)

− |dφ|p−4 〈∇τp (φ) , dφ〉 dφ (∇eiei) .

τ2,p (φ) is called the bi-p-tension of φ. Following Jiang’s notion (see [9]), we define
stress bi-p-energy tensor associated to the bi-p-energy functionals by varying the
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functionals with respect to the metric on the domain (see [11]). For any X,Y ∈
Γ (TM), we have

(1.2)

S2,p (φ) (X,Y ) =
1

2
|τp (φ)|2 g (X,Y ) + |dφ|p−2

〈
dφ,∇φτp (φ)

〉
g (X,Y )

− |dφ|p−2
{
h
(
dφ (X) ,∇φY τp (φ)

)
+ h

(
dφ (Y ) ,∇φXτp (φ)

)}
− (p− 2) |dφ|p−4

〈
dφ,∇φτp (φ)

〉
h (dφ (X) , dφ (Y )) .

The stress bi-p-energy tensor of φ satisfies the following relationship

divS2,p (φ) = −h (τ2,p (φ) , dφ) .

The notion of bi-p-harmonic maps was introduced by A.M.Cherif [4] where he gave
the Euler-Lagrange equations associated with the bi-p-energy and he proved a Li-
ouville type theorem for this class of maps. It is important to recall that the
p-biharmonic maps are the critical points of the p-bi-energy functional

Ep,2(φ) =
1

p

∫
M

|τ (φ) |pdvg,

and this type of maps was studied in [3], [5] and [8]. This paper is a continuation
of Cherif’s work [4] on bi-p-harmonic maps where we study the bi-p-harmonicity
of a conformal map φ : (Mn, g) −→ (Nn, h) (n ≥ 3), we calculate τ2,p (φ) and we
prove that any conformal map is bi-p-harmonic if and only if the gradient of its
dilation satisfies a certain second-order elliptic partial differential equation. From
these results, we construct new examples of bi-p-harmonic maps.

2. The main results

In the first we give the relation between τ2,p (φ) and τp (φ).

Proposition 2.1. Let φ : (Mm, g) −→ (Nn, h) be a smooth map, then the relation
between τ2,p (φ) and τp (φ) is given by the following equation

(2.1)

τ2,p (φ) = − |dφ|p−2
(
Trg

(
∇φ
)2
τp (φ) + TrgR

N (τp (φ) , dφ) dφ
)

+ (p− 2) |dφ|p−4 〈∇τp (φ) , dφ〉 dφ
(
grad

(
ln |dφ|2

))
− (p− 2) |dφ|p−4 dφ (grad 〈∇τp (φ) , dφ〉)

− (p− 2) |dφ|−2 〈∇τp (φ) , dφ〉 τp (φ)

− (p− 2)

2
|dφ|p−2∇φ

grad(ln|dφ|2)
τp (φ) .

Proof of Proposition 2.1. Let us choose {ei}1≤i≤m to be an orthonormal frame
on (M, g). By definition, we have

(2.2)
τ2,p (φ) = −Trg∇φ |dφ|p−2∇φτp (φ)− |dφ|p−2 TrgRN (τp (φ) , dφ) dφ

− (p− 2)Trg∇φ
(
〈∇τp (φ) , dφ〉 |dφ|p−4 dφ

)
.
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For the term Trg∇φ |dφ|p−2∇φτp (φ), we obtain

Trg∇φ |dφ|p−2∇φτp (φ) = ∇φei |dφ|
p−2∇φeiτp (φ)− |dφ|p−2∇φ∇ei

ei
τp (φ) ,

a simple calculation gives us

∇φei |dφ|
p−2∇φeiτp (φ) = |dφ|p−2∇φei∇

φ
eiτp (φ) + ei

(
|dφ|p−2

)
∇φeiτp (φ)

= |dφ|p−2∇φei∇
φ
eiτp (φ) +

(p− 2)

2
|dφ|p−2∇grad(ln|dφ|2)τp (φ) ,

then

(2.3)
Trg∇φ |dφ|p−2∇φτp (φ) = |dφ|p−2 Trg

(
∇φ
)2
τp (φ)

+
(p− 2)

2
|dφ|p−2∇φ

grad(ln|dφ|2)
τp (φ) .

We will develop the term Trg∇φ
(
〈∇τp (φ) , dφ〉 |dφ|p−4 dφ

)
, we have

Trg∇φ
(
〈∇τp (φ) , dφ〉 |dφ|p−4 dφ

)
= ∇φei |dφ|

p−4 〈∇τp (φ) , dφ〉 dφ (ei)− |dφ|p−4 〈∇τp (φ) , dφ〉 dφ (∇eiei)

= |dφ|p−4 〈∇τp (φ) , dφ〉∇φeidφ (ei) + ei

(
|dφ|p−4 〈∇τp (φ) , dφ〉

)
dφ (ei)

− |dφ|p−4 〈∇τp (φ) , dφ〉 dφ (∇eiei)

= |dφ|p−4 〈∇τp (φ) , dφ〉∇φeidφ (ei)− |dφ|p−4 〈∇τp (φ) , dφ〉 dφ (∇eiei)

+ |dφ|p−4 ei (〈∇τp (φ) , dφ〉) dφ (ei) + 〈∇τp (φ) , dφ〉 ei
(
|dφ|p−4

)
dφ (ei)

= |dφ|p−4 〈∇τp (φ) , dφ〉 τ (φ) + |dφ|p−4 dφ (grad 〈∇τp (φ) , dφ〉)

+
p− 4

2
|dφ|p−4 〈∇τp (φ) , dφ〉 dφ

(
grad

(
ln |dφ|2

))
.

Using the fact that

τ (φ) = |dφ|−p+2
τp (φ)− (p− 2)

2
dφ
(
grad

(
ln |dφ|2

))
,

it follows that

(2.4)

Trg∇φ
(
〈∇τp (φ) , dφ〉 |dφ|p−4 dφ

)
= |dφ|−2 〈∇τp (φ) , dφ〉 τp (φ)

+ |dφ|p−4 dφ (grad 〈∇τp (φ) , dφ〉)

− |dφ|p−4 〈∇τp (φ) , dφ〉 dφ
(
grad

(
ln |dφ|2

))
.
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By replacing (2.3) and (2.4) in (2.2), we deduce that

τ2,p (φ) = − |dφ|p−2
(
Trg

(
∇φ
)2
τp (φ) + TrgR

N (τp (φ) , dφ) dφ
)

+ (p− 2) |dφ|p−4 〈∇τp (φ) , dφ〉 dφ
(
grad

(
ln |dφ|2

))
− (p− 2) |dφ|p−4 dφ (grad 〈∇τp (φ) , dφ〉)

− (p− 2) |dφ|−2 〈∇τp (φ) , dφ〉 τp (φ)

− (p− 2)

2
|dφ|p−2∇φ

grad(ln|dφ|2)
τp (φ) .

Theorem 2.1. Let φ : (Mn, g) −→ (Nn, h) (n ≥ 3) be a conformal map of dilation
λ , then the bi-p-tension of φ is given by

τ2,p (φ) = (n− p)np−3λ2p−4dφ (H (λ, n, p)) ,

where

H (λ, n, p) = (n+ p− 2) grad (∆ lnλ)

−
(
n2 − 5np+ 4n− 2p2 + 8p− 8

)
2

grad
(
|grad lnλ|2

)
− (p− 1)

(
n2 − 3np+ 4n− 2p2 + 8p− 8

)
|grad lnλ|2 grad lnλ

− 2
(
n− p2 + 3p− 2

)
(∆ lnλ) grad lnλ+ 2nRicci (grad lnλ) .

Lemma 2.1. Let φ : (Mm, g) −→ (Nn, h) be a smooth map. For any vector filed
X and for any smooth function f on M , we have

Trg
(
∇φ
)2
fdφ (X) = fTrg

(
∇φ
)2
dφ (X) + 2∇φgradfdφ (X) + (∆f) dφ (X) .

Proof of Theorem 2.1. The fact that the map φ is conformal of dilation λ gives
us

τ (φ) = (2− n) dφ (grad lnλ) , |dφ|2 = nλ2, |dφ|p−2 = n
p−2
2 λp−2

and
grad

(
ln |dφ|2

)
= 2grad lnλ.

Then
τp (φ) = (p− n)n

p−2
2 λp−2dφ (grad lnλ) .

By replacing the expression of τp (φ) in (2.1), we obtain

(2.5)

τ2,p (φ) = − (p− n)np−2λp−2Trg
(
∇φ
)2
λp−2dφ (grad lnλ)

− (p− n)np−2λp−2TrgR
N
(
λp−2dφ (grad lnλ) , dφ

)
dφ

− (p− 2) (p− n)np−2λp−2∇φgrad lnλλ
p−2dφ (grad lnλ)

− (p− 2) (p− n)
2
np−3λp−4

〈
∇λp−2dφ (grad lnλ) , dφ

〉
dφ (grad lnλ)

− (p− 2) (p− n)np−3λp−4dφ
(
grad

〈
∇λp−2dφ (grad lnλ) , dφ

〉)
+ 2 (p− 2) (p− n)np−3λp−4

〈
∇λp−2dφ (grad lnλ) , dφ

〉
dφ (grad lnλ) .
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We will simplify the terms of this last equation.

For the term Trg
(
∇φ
)2
λp−2dφ (grad lnλ), we have

Trg
(
∇φ
)2
λp−2dφ (grad lnλ) = λp−2Trg

(
∇φ
)2
dφ (grad lnλ)

+ 2∇φgradλp−2dφ (grad lnλ)

+
(
∆λp−2

)
dφ (grad lnλ) .

The fact that φ is conformal gives us (see [13])

Trg
(
∇φ
)2
dφ (grad lnλ) = dφ (grad∆ lnλ) + 2dφ

(
grad

(
|grad lnλ|2

))
− (n− 2) |grad lnλ|2 dφ (grad lnλ)

− (∆ lnλ) dφ (grad lnλ) + dφ (Ricci (grad lnλ))

and
2∇φgradλp−2dφ (grad lnλ) = 2 (p− 2)λp−2 |grad lnλ|2 dφ (grad lnλ)

+ (p− 2)λp−2dφ
(
grad

(
|grad lnλ|2

))
.

A simple calculation gives

∆λp−2 = (p− 2)λp−2
(

∆ lnλ+ (p− 2) |grad lnλ|2
)
,

then

(2.6)

Trg
(
∇φ
)2
λp−2dφ (grad lnλ) = λp−2dφ (grad∆ lnλ)

+ pλp−2dφ
(
grad

(
|grad lnλ|2

))
−
(
n− p2 + 2p− 2

)
λp−2 |grad lnλ|2 dφ (grad lnλ)

+ (p− 3)λp−2 (∆ lnλ) dφ (grad lnλ)

+ λp−2dφ (Ricci (grad lnλ)) .

The fact that φ conformal also gives us the following formulas (see [13])

(2.7)

TrgR
N (dφ (grad lnλ) , dφ) dφ = −n− 2

2
dφ
(
grad

(
|grad lnλ|2

))
− (∆ lnλ) dφ (grad lnλ)

+ dφ (Ricci (grad lnλ))

and

(2.8)
∇φgrad lnλλ

p−2dφ (grad lnλ) = (p− 1)λp−2 |grad lnλ|2 dφ (grad lnλ)

+
1

2
λp−2dφ

(
grad

(
|grad lnλ|2

))
.
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For the term
〈
∇λp−2dφ (grad lnλ) , dφ

〉
, we have〈

∇λp−2dφ (grad lnλ) , dφ
〉

= Trgh
(
∇λp−2dφ (grad lnλ) , dφ

)
= h

(
∇eiλp−2dφ (grad lnλ) , dφ (ei)

)
= λp−2h (∇eidφ (grad lnλ) , dφ (ei))

+ ei
(
λp−2

)
h (dφ (grad lnλ) , dφ (ei))

= λp−2
(
λ2∆ lnλ+ nλ2 |grad lnλ|2

)
+ (p− 2)λp−2λ2 |grad lnλ|2 .

Then

(2.9)
〈
∇λp−2dφ (grad lnλ) , dφ

〉
= λp

(
∆ lnλ+ (n+ p− 2) |grad lnλ|2

)
.

Finally, using the following formulas

grad (λp (∆ lnλ)) = λpgrad∆ lnλ+ pλp (∆ lnλ) grad lnλ

and

grad
(
λp |grad lnλ|2

)
= λpgrad

(
|grad lnλ|2

)
+ pλp |grad lnλ|2 grad lnλ,

we obtain

(2.10)

grad
〈
∇λp−2dφ (grad lnλ) , dφ

〉
= λpgrad∆ lnλ+ pλp (∆ lnλ) grad lnλ

+ λp (n+ p− 2) grad
(
|grad lnλ|2

)
+ p (n+ p− 2)λp |grad lnλ|2 grad lnλ

If we replace (2.6), (2.7), (2.8),(2.9) and (2.10) in (2.5), we conclude that

τ2,p (φ) = (n− p)np−3λ2p−4dφ (H (λ, n, p)) ,

where

H (λ, n, p) = (n+ p− 2) grad (∆ lnλ)

−
(
n2 − 5np+ 4n− 2p2 + 8p− 8

)
2

grad
(
|grad lnλ|2

)
− (p− 1)

(
n2 − 3np+ 4n− 2p2 + 8p− 8

)
|grad lnλ|2 grad lnλ

− 2
(
n− p2 + 3p− 2

)
(∆ lnλ) grad lnλ+ 2nRicci (grad lnλ) .

Theorem 2.2. Let φ : (Mn, g) −→ (Nn, h) (n ≥ 3) be a conformal map of dilation
λ , then φ is bi-p-harmonic if and only if

(n+ p− 2) grad (∆ lnλ)−
(
n2 − 5np+ 4n− 2p2 + 8p− 8

)
2

grad
(
|grad lnλ|2

)
− (p− 1)

(
n2 − 3np+ 4n− 2p2 + 8p− 8

)
|grad lnλ|2 grad lnλ

− 2
(
n− p2 + 3p− 2

)
(∆ lnλ) grad lnλ+ 2nRicci (grad lnλ) = 0.
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If we consider a conformal map φ : (Rn, g) −→ (Nn, h) (n ≥ 3) where we suppose
that the dilation λ is radial, then the bi-p-harmonicity of φ is equivalent to an
ordinary differential equation.

Corollary 2.1. Let φ : (Rn, g) −→ (Nn, h) (n ≥ 3) be a conformal map of dilation
λ where we suppose that the dilation λ is radial (λ = λ (r) , r = |x|). By setting
β = (lnλ)

′
, we get (see [13])

grad lnλ = β
∂

∂r
, |grad lnλ|2 = β2, grad

(
|grad lnλ|2

)
= 2ββ′

∂

∂r

and

∆ lnλ = β′ +
n− 1

r
β, grad∆ lnλ =

(
β′′ +

n− 1

r
β′ − n− 1

r2
β

)
∂

∂r
.

Using Theorem 2.2, we deduce that φ is bi-p-harmonic if and only if β satisfies the
following differential equation :
(2.11)

(n+ p− 2)β′′ −
(
n2 − 5np+ 6n− 4p2 + 14p− 12

)
ββ′ +

(n+ p− 2) (n− 1)

r
β′

− (n+ p− 2) (n− 1)

r2
β +

2
(
p2 − 3p− n+ 2

)
(n− 1)

r
β2

+ (p− 1)
(
−n2 + 3np− 4n+ 2p2 − 8p+ 8

)
β3 = 0.

To solve equation (2.11) , we will study two types of solutions. In the first case, we
look at the solutions which are written in the form β = a

r , a ∈ R∗, we obtain the
following result.

Corollary 2.2. Let φ : (Rn, g) −→ (Nn, h) (n ≥ 3) be a conformal map of dilation
λ where we suppose that (lnλ)

′
= β = a

r , a ∈ R∗. Then φ is bi-p-harmonic if and
only if a is solution of the following algebraic equation :
(2.12)
a2n2p− a2n2 − 3a2np2 + 7a2np− 4a2n− 2a2p3 + 10a2p2 − 16a2p+ 8a2 + an2

− 2anp2 + 11anp− 12an+ 6ap2 − 20ap+ 16a+ 2n2 + 2np− 8n− 4p+ 8 = 0.

Remark 2.1. Equation (2.12) leads us to two types of solutions

1.

a = −
2 (n− 2)

(
n+

√
n (17n− 16)

)
(3n2 − 6n+ 4)

√
n (17n− 16)− 13n3 + 42n2 − 28n

and

p =
1

4

√
n (17n− 16)− 3

4
n+ 2,

where n ≥ 3.
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2.

a =
A (n, p)− 12n− 20p− 2np2 + 11np+ n2 + 6p2 + 16

8n+ 32p+ 6np2 − 2n2p− 14np+ 2n2 − 20p2 + 4p3 − 16
or

a = − A (n, p) + 12n+ 20p+ 2np2 − 11np− n2 − 6p2 − 16

8n+ 32p+ 6np2 − 2n2p− 14np+ 2n2 − 20p2 + 4p3 − 16
,

where

A (n, p) =

√
4 (n− 1)2 p4 − 4 (n− 1) (n− 4) p3 +

(
12n3 − 35n2 + 8n+ 16

)
p2

−2n
(
4n3 − 3n2 − 16n+ 16

)
p+ n2 (3n− 4)2

and

p 6= 1

4

√
n (17n− 16)− 3

4
n+ 2

Remark 2.1 allows us to study the following examples. The examples to be cited
correspond to the cases where a = −2 and a = −1.

Example 2.1. We consider the inversion φ : Rn\ {0} −→ Rn\ {0} (n ≥ 3) defined by
φ (x) = x

|x|2 . φ is a conformal map with dilation λ = 1
r2

. We deduce that φ is bi-p-harmonic

if and only if

p = −1

2
n+

1

4

√
−20n+ 12n2 + 9 +

5

4
, n ≥ 4

or

p = −3

4
n+

1

4

√
n (17n− 16) + 2, n ≥ 3.

Example 2.2. Let φ : Rn\ {0} −→ mathbbR× Sn−1 given in polar coordinates by

φ (rθ) = (ln r, θ) , r > 0, θ ∈ Sn−1 ⊂ Rn.

φ is a conformal map with dilation λ = 1
r
. We conclude that φ is bi-p-harmonic if and

only if

p =
n

2
, n ≥ 4

or

p = −3

4
n+

1

4

√
n (17n− 16) + 2, n ≥ 3.

As a second particular case, we will look for the solutions of the form β = a
1+r2 , a ∈

R∗.

Corollary 2.3. Let φ : (Rn, g) −→ (Nn, h) (n ≥ 3) be a conformal map of dilation
λ where we suppose that (lnλ)

′
= β = a

1+r2 , a ∈ R∗. Then φ is bi-p-harmonic if
and only if a is solution of the following system:

(2.13)



n5p+ 2n5 − 3n4p2 − 6n4p− 4n4 + n3p3 + 6n3p2

+14n3p− 4n3 + 3n2p4 − 6n2p3 − 12n2p2 + 4n2p
+8n2 − 2np5 + 4np4 − 2np3 + 16np2 − 24np

+4p4 − 16p3 + 16p2 = 0
and

3an2 − 2anp2 + anp− 2ap2 + 8ap− 8a+ 2n2 + 2np+ 4p− 8 = 0



1164 S. Ouakkas and A. Halimi

Remark 2.2. To solve this system, we distingue three cases

1.

p = n, a =
2

n− 2
, n ≥ 3.

In this case, the conformal map is n-harmonic so bi-n-harmonic.

2.

p =
n

2
, a =

6n− 8

n2 − 8n+ 8
, n ≥ 4.

Then φ is bi-p-harmonic non-p-harmonic.

3.

p =
1

2n

(√
−16n+ 4n2 + 8n3 + n4 + 4 + n2 + 2

)
and

a = − 2n2 + 2np+ 4p− 8

3n2 − 2np2 + np− 2p2 + 8p− 8
, n ≥ 3.

Then φ is bi-p-harmonic non-p-harmonic.

As the last result of this paper, we calculate the stress bi-p-energy tensor for a
conformal map.

Theorem 2.3. Let φ : (Mn, g) −→ (Nn, h) be a conformal map of dilation λ, then
we have

(2.14)

S2,p (φ) (X,Y )

=
p− n

2
np−3λ2p−2

(
n (n+ p− 4)− 2 (p− 2)

2
)
|grad lnλ|2 g (X,Y )

+ (p− n) (n− p+ 2)np−3λ2p−2 (∆ lnλ) g (X,Y )

− 2 (p− n)np−2λ2p−2 (∇d lnλ (X,Y )− (p− 2)X (lnλ)Y (lnλ)) ,

and the trace of S2,p (φ) is given by

(2.15)

TrgS2,p (φ)

=
p− n

2
np−2λ2p−2 (n (n+ p− 4)− 2 (p− 2) (p− 4)) |grad lnλ|2

− (p− n)
2
np−2λ2p−2 (∆ lnλ) .

By using the fact that

∆λk = kλk
(

∆ lnλ+ k |grad lnλ|2
)
,

we obtain the following corollary :

Corollary 2.4. Let φ : (Mn, g) −→ (Nn, h) be a conformal map of dilation λ
where n 6= p, then

TrgS2,p (φ) = − (p− n)
2
np−2λ2p−2T (λ) ,
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where

T (λ) = ∆ lnλ+
n (n+ p− 4)− 2 (p− 2) (p− 4)

2 (n− p)
|grad lnλ|2

and

TrgS2,p (φ) = 0 if and only if the function λ
n(n+p−4)−2(p−2)(p−4)

2(n−p) is harmonic.

Remark 2.3. Let φ : (Rn, g) −→ (Nn, h), (n 6= p) be a conformal map of dilation λ
where we suppose that the dilation λ is radial. By setting β = (lnλ)′, we deduce that the
trace of S2,p (φ) is zero if if and only if β satisfies the following differential equation :

(2.16) β′ +
n− 1

r
β +

n+ 2p− 4

2
β2 = 0.

The general solution of this equation is given by :

β =

{
2(n−2)

A(n−2)rn−1−(n+2p−4)r
, n 6= 2, A ∈ R

2
(n+2p−4)r ln r+Ar

, n = 2, A ∈ R.

Remark 2.4. Let φ : (Rn, g) −→ (Nn, h), (n 6= p, n 6= 2) be a conformal map of dilation
λ where we suppose that the dilation λ is radial. we will look for the solutions of the form
β = a

r
, a ∈ R∗. we deduce that the trace of S2,p (φ) is zero if if and only if

(2.17) a = − 2 (n− 2)

n+ 2p− 4
, n+ 2p− 4 6= 0.

For example, if we consider the conformal map φ : Rn\ {0} −→ R × Sn−1 given in polar
coordinates by φ (rθ) = (ln r, θ), we conclude that for this map φ the trace of S2,p (φ) is
zero if if and only if n = 2p.

Proof of Theorem 2.3. Let us choose {ei}1≤i≤n to be an orthonormal frame on
(M, g). By definition, we have

(2.18)

S2,p (φ) (X,Y ) =
1

2
|τp (φ)|2 g (X,Y ) + |dφ|p−2

〈
dφ,∇φτp (φ)

〉
g (X,Y )

− |dφ|p−2 h
(
dφ (X) ,∇φY τp (φ)

)
− |dφ|p−2 h

(
dφ (Y ) ,∇φXτp (φ)

)
− (p− 2) |dφ|p−4

〈
dφ,∇φτp (φ)

〉
h (dφ (X) , dφ (Y )) .

Using the fact that

τp (φ) = (p− n)n
p−2
2 λp−2dφ (grad lnλ) ,

we obtain

(2.19) |τp (φ)|2 = (p− n)
2
np−2λ2p−2 |grad lnλ|2 .
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For the term
〈
dφ,∇φτp (φ)

〉
, we have〈

dφ,∇φτp (φ)
〉

= h
(
dφ (ei) ,∇φeiτp (φ)

)
= (p− n)n

p−2
2 h

(
dφ (ei) ,∇φeiλ

p−2dφ (grad lnλ)
)

= (p− n)n
p−2
2 λp−2h

(
dφ (ei) ,∇φeidφ (grad lnλ)

)
+ (p− n)n

p−2
2 ei

(
λp−2

)
h (dφ (ei) , dφ (grad lnλ))

= (p− n)n
p−2
2 λp

(
∆ lnλ+ n |grad lnλ|2

)
+ (p− n) (p− 2)n

p−2
2 λp |grad lnλ|2 .

It follows that

(2.20)
〈
dφ,∇φτp (φ)

〉
= (p− n)n

p−2
2 λp

(
∆ lnλ+ (n+ p− 2) |grad lnλ|2

)
.

It remains to simplify h
(
dφ (X) ,∇φY τp (φ)

)
and h

(
dφ (Y ) ,∇φXτp (φ)

)
, we have

h
(
dφ (X) ,∇φY τp (φ)

)
= (p− n)n

p−2
2 h

(
dφ (X) ,∇φY λ

p−2dφ (grad lnλ)
)

= (p− n)n
p−2
2 λp∇d lnλ (X,Y )

+ (p− n)n
p−2
2 λp |grad lnλ|2 g (X,Y )

+ (p− n) (p− 2)n
p−2
2 λpX (lnλ)Y (lnλ) ,

which gives us

(2.21)

h
(
dφ (X) ,∇φY τp (φ)

)
= (p− n)n

p−2
2 λp∇d lnλ (X,Y )

+ (p− n)n
p−2
2 λp |grad lnλ|2 g (X,Y )

+ (p− n) (p− 2)n
p−2
2 λpX (lnλ)Y (lnλ) .

A similar calculation gives

(2.22)

h
(
dφ (Y ) ,∇φXτp (φ)

)
= (p− n)n

p−2
2 λp∇d lnλ (X,Y )

+ (p− n)n
p−2
2 λp |grad lnλ|2 g (X,Y )

+ (p− n) (p− 2)n
p−2
2 λpX (lnλ)Y (lnλ) .

By substituting (2.19), (2.20), (2.21) and (2.22) in (2.18) and using the fact that

|dφ|p−2 = n
p−2
2 λp−2, |dφ|p−4 = n

p−4
2 λp−4,

we deduce that

S2,p (φ) (X,Y )

=
p− n

2
np−3λ2p−2

(
n (n+ p− 4)− 2 (p− 2)

2
)
|grad lnλ|2 g (X,Y )

+ (p− n) (n− p+ 2)np−3λ2p−2 (∆ lnλ) g (X,Y )

− 2 (p− n)np−2λ2p−2 (∇d lnλ (X,Y )− (p− 2)X (lnλ)Y (lnλ)) .
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To complete the proof, let’s calculate the trace of S2,p (φ), we have

TrgS2,p (φ) = S2,p (φ) (ei, ei)

=
p− n

2
np−3λ2p−2

(
n (n+ p− 4)− 2 (p− 2)

2
)
|grad lnλ|2 g (ei, ei)

+ (p− n) (n− p+ 2)np−3λ2p−2 (∆ lnλ) g (ei, ei)

− 2 (p− n)np−2λ2p−2 (∇d lnλ (ei, ei)− (p− 2) ei (lnλ) ei (lnλ)) ,

then

TrgS2,p (φ) =
p− n

2
np−2λ2p−2 (n (n+ p− 4)− 2 (p− 2) (p− 4)) |grad lnλ|2

− (p− n)
2
np−2λ2p−2 (∆ lnλ) .
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Abstract. The objective of this paper is to discuss various properties of mixed super
quasi-Einstein manifolds admitting certain vector fields. We analyze the behaviour of
MS (QE)n satisfying Codazzi type of Ricci tensor. We have also constructed a non-
trivial example related to mixed super quasi-Einstein manifolds.
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1. Introduction

An n-dimensional semi-Riemannian or Riemannian manifold (Mn, g) (n > 2) ,
is called an Einstein manifold if its Ricci tensor S satisfies the criteria

(1.1) S =
r

n
g,

where r denotes the scalar curvature of (Mn, g) . We can also say an Einstein man-
ifold is a Riemannian or pseudo Riemannian manifold whose Ricci tensor is pro-
portional to the metric. The notion of quasi-Einstein manifold was introduced by
M.C. Chaki and R.K. Maity [5]. A non-flat Riemannian manifold (Mn, g) , (n ≥ 3)
is a quasi-Einstein manifold if its Ricci tensor S satisfies the criteria

(1.2) S (X,Y ) = ag (X,Y ) + bA (X)A (Y )
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© 2021 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND



1170 D. Hazra

and is not identically zero, where a, b are scalars, b 6= 0 and A is a non-zero 1-form
such that

g (X,U) = A (X) ,

for all vector field X. U being a unit vector field.
Here a and b are called the associated scalars, A is called the associated 1-form
and U is called the generator of the manifold. Such an n-dimensional manifold
is denoted by (QE)n . The quasi-Einstein manifolds have also been studied by De
and Ghosh [7], Bejan [1], De and De [6], Han, De and Zhao [15] and many others.
Quasi-Einstein manifolds have been generalized by many authors in several ways
such as generalized quasi-Einstein manifolds [3, 9, 11, 23], N (K)-quasi Einstein
manifolds [17, 24], super quasi-Einstein manifolds [4, 10, 19] etc.

Chaki [4] introduced the notion of a super quasi-Einstein manifold. His work
suggested a non-flat Riemannian or semi-Riemannian manifold (Mn, g) (n > 2) is
called a super quasi-Einstein manifold if its Ricci tensor S of type (0, 2) is not
identically zero and satisfies the condition

S (X,Y ) = ag (X,Y ) + bA (X)A (Y )

+ c [A (X)B (Y ) +A (Y )B (X)] + dD (X,Y ) ,(1.3)

where a, b, c, d are scalars in which b 6= 0, c 6= 0 d 6= 0 and A, B are non-zero
1-forms such that

g (X,U) = A (X) , g (X,V ) = B (X) ,

where U, V are mutually orthogonal unit vector fields, D is a symmetric (0, 2) tensor
with zero trace which satisfies the condition

D (X,U) = 0,

for all X. In that case a, b, c, d are called the associated scalars, A, B are called
the associated main and auxiliary 1-forms, U, V are called the main and auxiliary
generators of the manifold and D is called the associated tensor of the manifold.
Such an n-dimensional manifold is denoted by S (QE)n .

In [2], A. Bhattacharyya, M. Tarafdar and D. Debnath introduced the notion
of mixed super quasi-Einstein manifolds. Their work suggested that a non-flat
Riemannian manifold (Mn, g) , (n ≥ 3) is said to be mixed super quasi-Einstein
manifold if its Ricci tensor S of type (0, 2) is not identically zero and satisfies the
condition

S (X,Y ) = ag (X,Y ) + bA (X)A (Y ) + cB (X)B (Y )

+ d [A (X)B (Y ) +A (Y )B (X)] + eD (X,Y ) ,(1.4)

where a, b, c, d, e are scalars on (Mn, g) of which b 6= 0, c 6= 0, d 6= 0, e 6= 0 and A,
B are two non-zero 1-forms such that

(1.5) g (X,U) = A (X) , g (X,V ) = B (X) ,
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U, V being unit vector fields which are orthogonal, D is a symmetric (0, 2) tensor
with zero trace which satisfies the condition

(1.6) D (X,U) = 0,

for all X. Here a, b, c, d, e are called the associated scalars, A, B are called the
associated main and auxiliary 1-forms, U, V are called the main and auxiliary
generators of the manifold and D is called the associated tensor of the manifold.
If c = 0, then the manifold becomes S (QE)n . This type of manifold is denoted
by the symbol MS (QE)n . If c = d = 0, then the manifold is reduced to a pseudo
quasi-Einstein manifold which was studied by Shaikh [22].

On the other hand, Gray [14] introduced two classes of Riemannian manifolds
determined by the covariant differentiation of Ricci tensor. The class A consists of
all Riemannian manifolds whose Ricci tensor S is a Codazzi type tensor, i.e.,

(∇XS) (Y, Z) = (∇Y S) (X,Z) .

The class B contains all Riemannian manifolds whose Ricci tensor is cyclic parallel,
i.e.,

(∇XS) (Y, Z) + (∇Y S) (Z,X) + (∇ZS) (X,Y ) = 0.

A non-flat Riemannian or semi-Riemannian manifold (Mn, g) (n > 2) is called a
generalized Ricci recurrent manifold [8] if its Ricci tensor S of type (0, 2) satisfies
the condition

(∇XS) (Y,Z) = γ (X)S (Y, Z) + δ (X) g (Y,Z) ,

where γ (X) and δ (X) are non-zero 1-forms such that γ (X) = g (X, ρ) and δ (X) =
g (X,µ) ; ρ and µ being associated vector fields of the 1-forms γ and δ, respectively.
If δ = 0, then the manifold reduces to a Ricci recurrent manifold [20].

After studying and analyzing various papers [12, 13, 18], we got motivation to
work in this area. Recently in the paper [16], we have studied generalized Quasi-
Einstein manifolds satisfying certain vector fields. In the present work we have tried
to develop a new concept. This paper is organized as follows: After introduction in
Section 2, we have studied that if the generators U and V of a MS (QE)n are Killing
vector fields, then the manifold satisfies cyclic parallel Ricci tensor if and only if
the associated tensor D is cyclic parallel. Section 3 is concerned with MS (QE)n
satisfying Codazzi type of Ricci tensor. In the next two sections, we have studied
MS (QE)n with generators U and V both as concurrent and recurrent vector fields.
Finally the existence of MS (QE)n is shown by constructing non-trivial example.

2. The generators U and V as Killing vector fields

In this section we consider the generators U and V of the manifold are Killing
vector fields.
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Theorem 2.1. If the generators of a MS (QE)n are Killing vector fields and the
associated scalars are constants, then the manifold satisfies cyclic parallel Ricci
tensor if and only if the associated tensor D is cyclic parallel.

Proof. Let us assume that the generators U and V of the manifold are Killing vector
fields. Then we have

(2.1) (£Ug) (X,Y ) = 0

and

(2.2) (£V g) (X,Y ) = 0,

where £ denotes the Lie derivative.
From (2.1) and (2.2), we get

(2.3) g (∇XU, Y ) + g (X,∇Y U) = 0

and

(2.4) g (∇XV, Y ) + g (X,∇Y V ) = 0.

Since g (∇XU, Y ) = (∇XA) (Y ) and g (∇XV, Y ) = (∇XB) (Y ) .
Thus from (2.3) and (2.4) we obtain

(2.5) (∇XA) (Y ) + (∇YA) (X) = 0

and

(2.6) (∇XB) (Y ) + (∇YB) (X) = 0,

for all X, Y.
Similarly, we have

(2.7) (∇XA) (Z) + (∇ZA) (X) = 0,

(2.8) (∇ZA) (Y ) + (∇YA) (Z) = 0,

(2.9) (∇XB) (Z) + (∇ZB) (X) = 0,

(2.10) (∇ZB) (Y ) + (∇YB) (Z) = 0,

for all X, Y, Z.
We assume that the associated scalars are constants. Then from (1.4) we have

(∇ZS) (X,Y ) = b [(∇ZA) (X)A (Y ) +A (X) (∇ZA) (Y )]

+ c [(∇ZB) (X)B (Y ) +B (X) (∇ZB) (Y )]

+ d [(∇ZA) (X)B (Y ) +A (X) (∇ZB) (Y )

+ (∇ZA) (Y )B (X) +A (Y ) (∇ZB) (X)]

+ e (∇ZD) (X,Y ) .(2.11)
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Using (2.11), we get

(∇XS) (Y,Z) + (∇Y S) (Z,X) + (∇ZS) (X,Y ) = b [{(∇XA) (Y )

+ (∇YA) (X)}A (Z) + {(∇XA) (Z) + (∇ZA) (X)}A (Y )

+ {(∇YA) (Z) + (∇ZA) (Y )}A (X)] + c [{(∇XB) (Y )

+ (∇YB) (X)}B (Z) + {(∇XB) (Z) + (∇ZB) (X)}B (Y )

+ {(∇YB) (Z) + (∇ZB) (Y )}B (X)] + d [{(∇XB) (Y )

+ (∇YB) (X)}A (Z) + {(∇XB) (Z) + (∇ZB) (X)}A (Y )

+ {(∇YB) (Z) + (∇ZB) (Y )}A (X) + {(∇XA) (Y )

+ (∇YA) (X)}B (Z) + {(∇XA) (Z) + (∇ZA) (X)}B (Y )

+ {(∇YA) (Z) + (∇ZA) (Y )}B (X)] + e [(∇XD) (Y,Z)

+ (∇YD) (Z,X) + (∇ZD) (X,Y )] .(2.12)

Using the equations (2.5) - (2.10) in (2.12), we get

(∇XS) (Y,Z) + (∇Y S) (Z,X) + (∇ZS) (X,Y ) = e [(∇XD) (Y, Z)

+ (∇YD) (Z,X) + (∇ZD) (X,Y )] .

Thus the proof of theorem is completed.

3. MS (QE)n admits Codazzi type of Ricci tensor

We know that a Riemannian or semi-Riemannian manifold satisfies Codazzi type
of Ricci tensor if its Ricci tensor S satisfies the following condition

(3.1) (∇XS) (Y, Z) = (∇Y S) (X,Z) ,

for all X, Y, Z.

Theorem 3.1. If a MS (QE)n admits the Codazzi type of Ricci tensor with the
associated tensor D satisfying the relation (∇XD) (Y, V ) = (∇YD) (V,X) , then
either d = ±

√
bc or the associated 1-forms A and B are closed.

Proof. Using (2.11) and (3.1), we obtain

b [(∇XA) (Y )A (Z) +A (Y ) (∇XA) (Z)] + c [(∇XB) (Y )B (Z)

+ B (Y ) (∇XB) (Z)] + d [(∇XA) (Y )B (Z) +A (Y ) (∇XB) (Z)

+ (∇XA) (Z)B (Y ) +A (Z) (∇XB) (Y )] + e (∇XD) (Y, Z)

− b [(∇YA) (Z)A (X) +A (Z) (∇YA) (X)]− c [(∇YB) (Z)B (X)

+ B (Z) (∇YB) (X)]− d [(∇YA) (Z)B (X) +A (Z) (∇YB) (X)

+ (∇YA) (X)B (Z) +A (X) (∇YB) (Z)]− e (∇YD) (Z,X) = 0.(3.2)

Putting Z = U in (3.2) and using (∇XA) (U) = 0, we have

b [(∇XA) (Y )− (∇YA) (X)] + d [(∇XB) (Y )− (∇YB) (X)] = 0,
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i.e.,

(3.3) bdA (X,Y ) = −ddB (X,Y ) .

Similarly, putting Z = V in (3.2) and using (∇XB) (V ) = 0, we have

c [(∇XB) (Y )− (∇YB) (X)] + d [(∇XA) (Y )− (∇YA) (X)]

+e [(∇XD) (Y, V )− (∇YD) (V,X)] = 0,

i.e.,

(3.4) cdB (X,Y ) + ddA (X,Y ) + e [(∇XD) (Y, V )− (∇YD) (V,X)] = 0.

If (∇XD) (Y, V ) = (∇YD) (V,X) , then from the equations (3.3) and (3.4) we get
either

d = ±
√
bc

or
dA (X,Y ) = 0

and
dB (X,Y ) = 0.

Thus, we complete the proof.

Theorem 3.2. If a MS (QE)n admits the Codazzi type of Ricci tensor with the
associated tensor D satisfying the condition (∇VD) (Y, V ) = (∇YD) (V, V ) , then
the integral curves of the parallel vector fields U and V are geodesics.

Proof. Putting X = Z = U in (3.2), we get

b (∇UA) (Y ) + d (∇UB) (Y ) = 0,

which means that

(3.5) bg (∇UU, Y ) + dg (∇UV, Y ) = 0.

Similarly, putting X = Z = V in (3.2), we get

c (∇VB) (Y ) + d (∇VA) (Y ) + e [(∇VD) (Y, V )− (∇YD) (V, V )] = 0,

i.e.,

(3.6) cg (∇V V, Y ) + dg (∇V U, Y ) + e [(∇VD) (Y, V )− (∇YD) (V, V )] = 0.

If U, V are parallel vector fields, then ∇UV = 0 = ∇V U.
We assume that (∇VD) (Y, V ) = (∇YD) (V, V ) . So from (3.5) and (3.6), we obtain

g (∇UU, Y ) = 0, for all Y, i.e., ∇UU = 0

and
g (∇V V, Y ) = 0, for all Y, i.e., ∇VV = 0.

Thus the theorem is proved.
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4. The generators U and V as concurrent vector fields

A vector field ξ is called concurrent if [21]

(4.1) ∇Xξ = ρX,

where ρ is a non-zero constant. If ρ = 0, then the vector field reduces to a parallel
vector field.

Theorem 4.1. If the associated vector fields of a MS (QE)n are concurrent vector
fields and the associated scalars are constants, then the manifold reduces to a pseudo
quasi-Einstein manifold.

Proof. We consider the vector fields U and V corresponding to the associated 1-
forms A and B respectively are concurrent. Then

(4.2) (∇XA) (Y ) = αg (X,Y )

and

(4.3) (∇XB) (Y ) = βg (X,Y ) ,

where α and β are non-zero constants.
Using (4.2) and (4.3) in (2.11), we get

(∇ZS) (X,Y ) = b [αg (Z,X)A (Y ) + αg (Z, Y )A (X)] + c [βg (Z,X)B (Y )

+ βg (Z, Y )B (X)] + d [αg (Z,X)B (Y ) + βg (Z, Y )A (X)

+ αg (Z, Y )B (X) + βg (Z,X)A (Y )] + e (∇ZD) (X,Y ) .(4.4)

Contracting (4.4) over X and Y, we obtain

(4.5) dr (Z) = 2 [(bα+ dβ)A (Z) + (cβ + dα)B (Z)] ,

where r is the scalar curvature of the manifold.
In a MS (QE)n if the associated scalars a, b, c, d and e are constants, then con-
tracting (1.4) over X and Y we get

r = an+ b+ c,

which implies that the scalar curvature r is constant, i.e., dr (X) = 0, for all X.
Thus equation (4.5) gives

(4.6) (bα+ dβ)A (Z) + (cβ + dα)B (Z) = 0.

Since α and β are non-zero constants, using (4.6) in (1.4), we finally get

S (X,Y ) = ag (X,Y )+

[
b+ c

(
bα+ dβ

cβ + dα

)2

− 2d

(
bα+ dβ

cβ + dα

)]
A (X)A (Y )+eD (X,Y ) .

Thus the manifold reduces to a pseudo quasi-Einstein manifold.
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5. The generators U and V as recurrent vector fields

Definition 5.1. A non-flat Riemannian or semi-Riemannian manifold (Mn, g)
(n > 2) will be called a pseudo generalized Ricci recurrent manifold if its Ricci
tensor S of type (0, 2) satisfies the condition

(∇XS) (Y,Z) = β (X)S (Y, Z) + γ (X) g (Y, Z) + δ (X)D (Y,Z) ,

where β (X) , γ (X) and δ (X) are non-zero 1-forms such that

β (X) = g (X, ξ1) , γ (X) = g (X, ξ2) , δ (X) = g (X, ξ3) ;

ξ1, ξ2 and ξ3 are associated vector fields of the 1-forms β, γ and δ respectively, D
is a symmetric (0, 2) tensor with zero trace which satisfies the condition

D (X, ξ1) = 0,

for all X.

Theorem 5.1. If the generators of a MS (QE)n corresponding to the associated
1-forms are recurrent with the same vector of recurrence and the associated scalars
are constants with an additional condition that D is covariant constant, then the
manifold is a pseudo generalized Ricci recurrent manifold.

Proof. A vector field ξ corresponding to the associated 1-form η is said to be recur-
rent if [21]

(5.1) (∇Xη) (Y ) = ψ (X) η (Y ) ,

where ψ is a non-zero 1-form.

Here, we consider the generators U and V corresponding to the associated 1-
forms A and B as recurrent. Then we have

(5.2) (∇XA) (Y ) = λ (X)A (Y )

and

(5.3) (∇XB) (Y ) = µ (X)B (Y ) ,

where λ and µ are non-zero 1-forms.
Using (5.2) and (5.3) in (2.11), we obtain

(∇ZS) (X,Y ) = 2bλ (Z)A (X)A (Y ) + 2cµ (Z)B (X)B (Y )

+ d [λ (Z) + µ (Z)] [A (X)B (Y ) +A (Y )B (X)]

+ e (∇ZD) (X,Y ) .(5.4)

We assume that the 1-forms λ and µ are equal, i.e.,

(5.5) λ (Z) = µ (Z) ,
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for all Z. From the equations (5.4) and (5.5), we get

(∇ZS) (X,Y ) = 2λ (Z) [bA (X)A (Y ) + cB (X)B (Y )

+ d {A (X)B (Y ) +A (Y )B (X)}]
+ e (∇ZD) (X,Y ) .(5.6)

Using (1.4) and (5.6), we obtain

(∇ZS) (X,Y ) = α1 (Z)S (X,Y )+α2 (Z) g (X,Y )+α3 (Z)D (X,Y )+e (∇ZD) (X,Y ) ,

where α1 (Z) = 2λ (Z) , α2 (Z) = −2aλ (Z) and α3 (Z) = −2eλ (Z) .
So the proof is complete.

6. Example of MS (QE)4

In this section, we prove the existence of MS (QE)4 by constructing a non-trivial
concrete example.

Let
(
x1, x2, . . . , xn

)
∈ Rn, where Rn is an n-dimensional real number space. We

consider a Riemannian metric g on R4 =
(
x1, x2, x3, x4

)
, by

(6.1) ds2 = gijdx
idxj =

(
dx1
)2

+
(
x1
)2 (

dx2
)2

+
(
x2
)2 (

dx3
)2

+
(
dx4
)2
,

where i, j = 1, 2, 3, 4. Using (6.1), we see the non-vanishing components of Rieman-
nian metric are

(6.2) g11 = 1, g22 =
(
x1
)2
, g33 =

(
x2
)2
, g44 = 1

and its associated components are

(6.3) g11 = 1, g22 =
1

(x1)
2 , g33 =

1

(x2)
2 , g44 = 1.

Using (6.2) and (6.3), we can calculate that the non-vanishing components of
Christoffel symbols, curvature tensor and Ricci tensor are given by

Γ1
22 = −x1, Γ2

33 = − x2

(x1)
2 , Γ2

12 =
1

x1
, Γ3

23 =
1

x2
, R1332 = −x

2

x1
, S12 = − 1

x1x2

and the other components are obtained by the symmetric properties. It can be
easily shown that the scalar curvature r of the resulting manifold

(
R4, g

)
is zero.

We shall show that
(
R4, g

)
is a MS (QE)4 .

Let us consider the associated scalars as follows:

(6.4) a =
1

x1 (x2)
2 , b =

1

(x2)
3 , c = − 1

x2
, d =

1

x1
, e = − 1

(x1)
2
x2
.

We choose the 1-form as follows:

Ai (x) =

{
x1, when i = 2

0, otherwise
(6.5)
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and

Bi (x) =

{
x2, when i = 3

0, otherwise
(6.6)

at any point x ∈ R4.
We take the associated tensor as follows:

Dij (x) =


1, when i = j = 1, 3

−2, when i = j = 2

x1, when i = 1, j = 2

0, otherwise

(6.7)

at any point x ∈ R4. Now the equation (1.4) reduces to the equation

S12 = ag12 + bA1A2 + cB1B2 + d [A1B2 +A2B1] + eD12,(6.8)

since, for the other cases (1.4) holds trivially.
From the equations (6.4), (6.5), (6.6), (6.7) and (6.8) we get

Right hand side of (6.8) = ag12 + bA1A2 + cB1B2 + d [A1B2 +A2B1] + eD12

=
1

x1 (x2)
2 · 0 +

1

(x2)
3 · 0 · x

1 +

(
− 1

x2

)
· 0 · 0

+
1

x1
[
0 + x1 · 0

]
+

(
− 1

(x1)
2
x2

)
· x1

= − 1

x1x2
= S12.

Clearly, the trace of the (0, 2) tensor D is zero.
We shall now show that the 1-forms Ai and Bi are unit and also they are orthogonal.
Here,

gijAiAj = 1, gijBiBj = 1, gijAiBj = 0.

So,
(
R4, g

)
is a MS (QE)4 .
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