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# GENERALIZATION OF A QUADRATIC TRANSFORMATION DUE TO EXTON 
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#### Abstract

Exton [Ganita 54 (2003), 13-15] obtained numerous new quadratic transformations involving hypergeometric functions of order two and of higher order by applying various known classical summation theorems to a general transformation formula based on the Bailey transformation. We obtain a generalization of one of the Exton quadratic transformations. The results are derived with the help of a generalization of Dixon's summation theorem for the series ${ }_{3} F_{2}$ obtained earlier by Lavoie et al. Several interesting known as well as new special cases and limiting cases are also given. Keywords: Quadratic transformation, hypergeometric function of order two, generalized classical Dixon's theorem


[^0]
## 1. Introduction

The generalized hypergeometric function with $p$ numeratorial and $q$ denominatorial parameters is defined by (see [8, p. 73])

$$
\begin{align*}
{ }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \ldots, \alpha_{p} \\
\left.\beta_{1}, \ldots, \beta_{q} ; z\right]
\end{array}\right. & ={ }_{p} F_{q}\left[\alpha_{1}, \ldots, \alpha_{p} ; \beta_{1}, \ldots, \beta_{q} ; z\right]  \tag{1.1}\\
& =\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \ldots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \ldots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!},
\end{align*}
$$

where $(\alpha)_{n}$ denotes the Pochhammer symbol (or the shifted factorial, since (1) $)_{n}=n!$ ) defined for any complex number $\alpha$ by

$$
(\alpha)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}= \begin{cases}\alpha(\alpha+1) \cdots(\alpha+n-1), & n \in \mathbf{N}=\{1,2, \ldots\} \\ 1, & n=0\end{cases}
$$

When $q=p$ this series converges for all $|x|<\infty$, but when $q=p-1$ convergence occurs when $|x|<1$ (unless the series terminates).

It should be remarked here that whenever hypergeometric and generalized hypergeometric functions can be summed in terms of Gamma functions, the results are very important from the application points of view. It should also be noted that summation formulas for ${ }_{p} F_{q}$ are known for only very restricted arguments and parameters, for example Gauss' two summation theorems, Kummer's summation theorems for the series ${ }_{2} F_{1}$, and Dixon's, Watson's, Whipple's and Saalschütz's summation theorems for the series ${ }_{3} F_{2}$, and others, play an important role in the theory of hypergeometric and generalized hypergeometric functions. The function ${ }_{p} F_{q}(z)$ has been extensively studied by many authors such as Slater [9] and Exton [2].

By applying various known summation theorems to a general formula based upon Bailey's transformation theorem given in Slater [9] (and re-derived by Kim et al. [4] and written in corrected form), Exton [3] obtained as a special case numerous new general transformation formulas involving hypergeometric functions of order two and of higher order. One of his result is the following transformation formula

$$
\left(\frac{2}{1+\sqrt{1-x}}\right)^{2 d-1}{ }_{2} F_{1}\left[\begin{array}{c}
2 d-1, d-\frac{1}{2}  \tag{1.2}\\
d+\frac{1}{2}
\end{array} ; \frac{x}{(x+\sqrt{1-x})^{2}}\right]={ }_{2} F_{1}\left[\begin{array}{cc}
d-\frac{1}{2}, d \\
d+\frac{1}{2} & ; x
\end{array}\right]
$$

provided $|x|<1$ and

$$
\left|\frac{x}{(x+\sqrt{1-x})^{2}}\right|<1
$$

It is interesting to mention here the very recently Milovanović and Rathie [6] established the generalization of (1.2) by obtaining the following two master formulas for
each $i \in \mathbb{N}_{0}$ viz.

$$
\begin{align*}
\left(\frac{2}{1+\sqrt{1-x}}\right)^{2 d-1}{ }_{2} F_{1}\left[\begin{array}{c}
2 d+i-1, d-\frac{1}{2} \\
d+\frac{1}{2}
\end{array} \frac{x}{(x+\sqrt{1-x})^{2}}\right]  \tag{1.3}\\
=2^{-i} \sum_{r=0}^{i}\binom{i}{r}{ }_{2} F_{1}\left[\begin{array}{cc}
d-\frac{1}{2}, d+\frac{1}{2} r & \\
d+\frac{1}{2}
\end{array}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left(\frac{2}{1+\sqrt{1-x}}\right)^{2 d-1}{ }_{2} F_{1}\left[\begin{array}{c}
2 d-i-1, d-\frac{1}{2} \\
d+\frac{1}{2}
\end{array} ; \frac{x}{(x+\sqrt{1-x})^{2}}\right]  \tag{1.4}\\
& \quad=\frac{(-2)^{i}}{\Gamma(i+1)} \sum_{r=0}^{i}(-1)^{r}\binom{i}{r} \frac{\Gamma\left(d+\frac{1}{2} r\right)}{\Gamma\left(d-i+\frac{1}{2} r\right)}{ }_{3} F_{2}\left[\begin{array}{cc}
1, d-\frac{1}{2}, d+\frac{1}{2} r & \\
i+1, d+\frac{1}{2} & ; x
\end{array}\right] .
\end{align*}
$$

Moreover, special cases of the results (1.3) and (1.4) for $i=0,1,2,3,4,5$ are obtained by Pogany and Rathie [7]. In fact, in our present investigation, we shall be concerned with the following interesting transformation formula

$$
\begin{array}{r}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d-1, b, d-\frac{1}{2} \\
2 d-b,
\end{array} d+\frac{1}{2} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{1.5}\\
={ }_{3} F_{2}\left[\begin{array}{c}
d-\frac{1}{2}, d, d-b+\frac{1}{2} \\
2 d-b, d+\frac{1}{2}
\end{array} ; x\right],
\end{array}
$$

which is valid for $|x|<1$ and

$$
\left|\frac{x}{(1+\sqrt{1-x})^{2}}\right|<1 .
$$

Moreover, Exton [3] deduced (1.5) from the following more general transformation formula

$$
\begin{align*}
&\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{A+1} F_{H+1}\left[\begin{array}{c}
(a), d-\frac{1}{2} \\
(h), d+\frac{1}{2}
\end{array} ; \frac{x y}{(1+\sqrt{1-x})^{2}}\right]  \tag{1.6}\\
&=\sum_{m=0}^{\infty} \frac{\left(d-\frac{1}{2}\right)_{m}(d)_{m}}{(2 d)_{m} m!} x^{m}{ }_{A+1} F_{H+1}\left[\begin{array}{c}
(a),-m \\
(h), 2 d+m
\end{array} ; y\right]
\end{align*}
$$

which is valid for $|y|<1$ and

$$
\left|\frac{x y}{(1+\sqrt{1-x})^{2}}\right|<1 .
$$

Here, the symbol $(h)$ is a convenient contraction for the sequence of parameters $h_{1}$, $h_{2}, \ldots, h_{H}$ and the Pochhammer symbol $(h)_{n}$ is defined above.

The aim of this paper is to obtain the following generalization of (1.5) in the form

$$
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
b, d-\frac{1}{2}, 2 d-1-i  \tag{1.7}\\
d+\frac{1}{2}, 2 d-b+j
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]
$$

for integer $i$ satisfying $-3 \leq i \leq 3$ and $j=0,1,2,3$. For this, we will require the following generalization of Dixon's theorem for the sum of a ${ }_{3} F_{2}$ of unit argument obtained earlier by Lavoie et al. [5],

$$
\begin{align*}
&{ }_{3} F_{2}\left[\begin{array}{c}
a, b, c \\
1+ \\
a-b+i, 1+a-c+i+j ; 1]=2^{-2 c+i+j} C_{i, j} \\
\times\left\{A_{i, j} \frac{\Gamma\left(\frac{1}{2} a-c+\frac{1}{2}+\left[\frac{i+j+1}{2}\right]\right) \Gamma\left(\frac{1}{2} a-b-c+1+i+\left[\frac{j+1}{2}\right]\right)}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-b+1+\left[\frac{1}{2} i\right]\right)}\right. \\
\\
\left.\quad+B_{i, j} \frac{\Gamma\left(\frac{1}{2} a-c+1+\left[\frac{i+j}{2}\right]\right) \Gamma\left(\frac{1}{2} a-b-c+\frac{3}{2}+i+\left[\frac{j}{2}\right]\right)}{\Gamma\left(\frac{1}{2} a-b+\frac{1}{2}+\left[\frac{i+1}{2}\right]\right)}\right\},
\end{array}\right.  \tag{1.8}\\
& \\
&
\end{align*}
$$

Table 1.1: Values of the coefficients $A_{i, j}$

| $i \backslash j$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| 3 | $\begin{gathered} 5 a-b^{2}+(a+1)^{2} \\ -(2 a-b+1)(b+c) \end{gathered}$ | - | - | - |
| 2 | $\begin{gathered} \frac{1}{2}(a-1)(a-4) \\ -\left(b^{2}-5 a+1\right) \\ -(a-b+1)(b+c) \end{gathered}$ | $\begin{gathered} (b-1)(b-2) \\ -(a-b+1)(a-b-c+3) \end{gathered}$ | $\begin{gathered} \frac{1}{2}(a-c+2)(a-2 b-c+5) \\ \times\{(a-c+2)(a-2 b+2) \\ -a(c-3)\} \\ -(b-1)(b-2)(c-2)(c-3) \end{gathered}$ | - |
| 1 | 1 | $c-a-1$ | $\begin{gathered} a(a-1) \\ +(b+c-3)(c-2 a-1) \end{gathered}$ | - |
| 0 | 1 | -1 | $\begin{gathered} \frac{1}{2}\left\{(a-b-c+1)^{2}\right. \\ \left.+(c-1)(c-3)-b^{2}+a\right\} \end{gathered}$ | $\begin{gathered} c(a-b-c+4) \\ -(a+1)(a+2) \\ -(a-1)(b-1)+3 a b \end{gathered}$ |
| -1 | 1 | 1 | $b+c-1$ | $\begin{aligned} & (c-1)(c-2) \\ & -b(a-c+1) \end{aligned}$ |
| -2 | $\begin{gathered} \frac{1}{2}(a-1)(a-2 b-2) \\ \quad-c(a-b-1) \end{gathered}$ | $a-b-1$ | $\begin{gathered} \frac{1}{2}(a-1)(a-2 b-2 c) \\ +b(b+c) \end{gathered}$ | $\begin{gathered} (a-b-1)(c-1) \\ -b(b+1) \end{gathered}$ |
| -3 | $\begin{gathered} (a-1) \\ \times(a-2 b-2 c-4) \\ +b c \end{gathered}$ | $\begin{gathered} (a-b-2) \\ \times(a-c-1) \\ -a c \end{gathered}$ | $\begin{gathered} (a-b-1) \\ \times(a-b-2 c-2) \\ -b c \end{gathered}$ | $\begin{gathered} b(b+1) \\ +(a-1)(a-b) \\ -c(2 a-b-2) \end{gathered}$ |

Table 1.2: Values of the coefficients $B_{i, j}$

| $i \backslash j$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| 3 | $\begin{gathered} -a+3 b^{2}-(a+3)^{2} \\ +(2 a-3 b+5)(b+c) \\ \hline \end{gathered}$ | - | - | - |
| 2 | -2 | $\begin{gathered} (a-b-2 c+5) \\ \times(a-b-c+3) \\ -(b-1)(b-2) \end{gathered}$ | $\begin{gathered} -2(a-c+2) \\ \times(a-2 b-c+5) \end{gathered}$ | - |
| 1 | -1 | $a-2 b-c+3$ | $\begin{gathered} (b-1)(b-c+1) \\ -(a-b-c+2) \\ \times(a-b-c+3) \\ \hline \end{gathered}$ | - |
| 0 | 0 | 1 | -2 | $\begin{gathered} (a+2)(a+4)-b(2 a+5) \\ -3 c(a-b-c+4)+3 \end{gathered}$ |
| -1 | 1 | 1 | $-(b-c+1)$ | $\begin{gathered} (c-1(c-2) \\ +b(a-2 b-c+1) \end{gathered}$ |
| -2 | 2 | $a-b-2 c-1$ | 2 | $\begin{gathered} b(a-2 c+2) \\ -(b-c+1) \\ \times(a-b-2 c+1) \end{gathered}$ |
| -3 | $\begin{gathered} (a-2) \\ \times(a-2 b-2 c-3) \\ +3 b c \end{gathered}$ | $\begin{gathered} (a-b-2)(a-2 b-2 c-3) \\ +b c \end{gathered}$ | $\begin{gathered} (a-b-2) \\ \times(a-b-2 c-1) \\ +b c \end{gathered}$ | $\begin{aligned} & (a-1)(a-2) \\ & -3 b(a-b-2) \\ & -c(2 a-3 b-4) \end{aligned}$ |

where
$C_{i, j}=\frac{\Gamma(1+a-b+i) \Gamma(1+a-c+i+j) \Gamma\left(b-\frac{1}{2} i-\frac{1}{2}|i|\right) \Gamma\left(c-\frac{1}{2}(i+j+|i+j|)\right)}{\Gamma(a-2 c+i+j+1) \Gamma(a-b-c+i+j+1) \Gamma(b) \Gamma(c)}$,
provided $\operatorname{Re}(a-2 b-2 c)>-2-2 i-j$ with $-3 \leq i \leq 3$ and $j=0,1,2,3$.
Here and in what follows, $[x]$ is the greatest integer less than or equal to $x$ and $|x|$ denotes the usual absolute value of $x$. The coefficients $A_{i, j}$ and $B_{i, j}$ are given in Tables 1.1 and 1.2.

Also, if $f_{i, j}$ denotes the ${ }_{3} F_{2}(1)$ series on the left-hand side of (1.8), the natural symmetry

$$
f_{i, j}(a, b, c)=f_{i+j,-j}(a, c, b)
$$

makes it possible to extend the result to $j=-1,-2,-3$.
Several interesting cases, including Exton's result, are then deduced as special cases of our main findings. In addition to this, certain known results obtained recently by Pogány and Rathie [7] have also obtained as a limiting case of our main findings. The results derived in this paper are easily established and may be of general interest.

## 2. Extension of Exton's Quadratic Transformation

Here we establish a natural extension of the Exton transformation (1.5) given by the following theorem.

Theorem 2.1. In the domain $\mathcal{D}$ defined by the connected subset

$$
\mathcal{D}=\left\{\left.x \in \mathbf{C}| | x|<1 \wedge| \frac{x}{(1+\sqrt{1-x})^{2}} \right\rvert\,<1\right\}
$$

the following identities

$$
\begin{align*}
&\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
b, d-\frac{1}{2}, 2 d-1-i \\
d+\frac{1}{2}, 2 d-b+j
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{2.1}\\
&=\frac{2^{i}(-1)^{\frac{1}{2}(i+|i|)} \Gamma(d) \Gamma\left(d+\frac{1}{2}\right) \Gamma\left(b-\frac{1}{2}(i+j+|i+j|)\right)}{\Gamma(b) \Gamma\left(d-b+\frac{1}{2} j\right) \Gamma\left(d-b+\frac{1}{2} j+\frac{1}{2}\right)} Q_{i, j}(x ; b, d),
\end{align*}
$$

where

$$
\begin{aligned}
& Q_{i, j}(x ; b, d)=\sum_{n=0}^{\infty} \frac{n!}{\left(n+\frac{1}{2} i+\frac{1}{2}|i|\right)!} \frac{(d)_{n}\left(d-\frac{1}{2}\right)_{n}}{(2 d-b+j)_{n}} \frac{x^{n}}{n!} \\
& \times\left\{A_{i, j} \frac{\Gamma\left(d-b-\frac{i}{2}+\left[\frac{i+j+1}{2}\right]\right) \Gamma\left(d-b+\frac{i}{2}+\frac{1}{2}+\left[\frac{j+1}{2}\right]\right)}{\Gamma\left(d-\frac{i}{2}\right) \Gamma\left(d+\frac{1}{2}-\frac{i}{2}+\left[\frac{i}{2}\right]\right)} \frac{\left(d-b+\frac{i}{2}+\frac{1}{2}+\left[\frac{j+1}{2}\right]\right)_{n}}{\left(d+\frac{1}{2}-\frac{i}{2}+\left[\frac{i}{2}\right]\right)_{n}}\right. \\
& \left.\quad+B_{i, j} \frac{\Gamma\left(d-b+\frac{1}{2}-\frac{i}{2}+\left[\frac{i+j}{2}\right]\right) \Gamma\left(d-b+\frac{i}{2}+1+\left[\frac{j}{2}\right]\right)}{\Gamma\left(d-\frac{i}{2}-\frac{1}{2}\right) \Gamma\left(d-\frac{i}{2}+\left[\frac{i+1}{2}\right]\right)} \frac{\left(d-\frac{i}{2}+1+\left[\frac{j}{2}\right]\right)_{n}}{\left(d-\frac{i}{2}+\left[\frac{i+1}{2}\right]\right)_{n}}\right\},
\end{aligned}
$$

hold for integer $i$ satisfying $-3 \leq i \leq 3$ and $j=0,1,2,3$. As usual $[x]$ denotes the greatest integer less than or equal to $x$ and its modulus is denoted by $|x|$. The coefficients $A_{i, j}$ and $B_{i, j}$ can be obtained from the values of $A_{i, j}$ and $B_{i, j}$ in Tables 1.1 and 1.2 by changing a to $2 d-1-i, b$ to $-n$ and $c$ to $b$, respectively.

Proof. We first derive Exton's result (1.6) in an alternative way. Let $\mathcal{S}$ denote the left-hand side of (1.3) and express ${ }_{A+1} F_{H+1}$ as a series so that

$$
S=\sum_{n=0}^{\infty} \frac{(-1)^{n}((a))_{n}\left(d-\frac{1}{2}\right)_{n} x^{n} y^{n}}{((h))_{n}\left(d+\frac{1}{2}\right)_{n} 2^{2 n} n!}\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2(d+n)} .
$$

Use of the well-known result [8, p. 34]

$$
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 a}={ }_{2} F_{1}\left[\begin{array}{c}
a-\frac{1}{2}, a \\
2 a
\end{array} ; x\right],
$$

then enables $S$ to be rewritten in the form

$$
S=\sum_{n=0}^{\infty} \frac{(-1)^{n}((a))_{n}\left(d-\frac{1}{2}\right)_{n} x^{n} y^{n}}{((h))_{n}\left(d+\frac{1}{2}\right)_{n} 2^{2 n} n!}{ }_{2} F_{1}\left[\begin{array}{c}
d+n-\frac{1}{2}, d+n \\
2 d+2 n
\end{array} ; x\right] .
$$

Expressing ${ }_{2} F_{1}$ as a series, we then obtain

$$
S=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-1)^{n}((a))_{n}\left(d-\frac{1}{2}\right)_{n}\left(d+n-\frac{1}{2}\right)_{m}(d+n)_{m} x^{n+m} y^{n}}{((h))_{n}\left(d+\frac{1}{2}\right)_{n}(2 d+2 n)_{m} 2^{2 n} n!m!}
$$

Changing $m$ to $m-n$ and using the following identities [8, p. 57, Eq. (8)]

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} A(k, n)=\sum_{n=0}^{\infty} \sum_{k=0}^{n} A(k, n-k)
$$

and

$$
(\alpha+k)_{n-k}=\frac{(\alpha)_{n}}{(\alpha)_{k}}, \quad(n-k)!=\frac{(-1)^{k} n!}{(-n)_{k}}
$$

we find after some simplification that

$$
S=\sum_{m=0}^{\infty} \frac{\left(d-\frac{1}{2}\right)_{m}(d)_{m} x^{m}}{(2 d)_{m} m!} \sum_{n=0}^{m} \frac{((a))_{n}(-m)_{n} y^{n}}{((h))_{n}(2 d+m)_{n} n!}
$$

Finally, summing the inner series as a hypergeometric series, we easily arrive at the right-hand side of (1.6). This completes our proof of (1.6).

Now we are ready to derive our main result (2.1). For this, if we put $A=2$, $H=1, a_{1}=2 d-1-i, a_{2}=b, h_{1}=2 d-b-j$ and $y=1$ in (1.6), we obtain

$$
\left.\begin{array}{rl}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d} & { }_{3} F_{2}\left[\begin{array}{c}
2 d-1-i, b, d-\frac{1}{2} \\
2 d-b+j, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right. \tag{2.2}
\end{array}\right] .
$$

It is now easy to see that the ${ }_{3} F_{2}$ on the right-hand side of (2.2) can be evaluated with the help of the generalized Dixon summation theorem in (1.8) by replacing $a$ by $2 d-1-i, b$ by $-n$ and $c$ by $b$. Then, after a little simplification, we easily arrive at the right-hand side of (2.1). This completes the proof of (2.1).

## 3. Special Cases

By assigning values to $i$ and $j$ in our main result (2.1), we can obtain a large number of interesting and useful results. However, we shall mention here only a few of them. All these transformations hold in a domain $\mathcal{D}$ defined by the connected subset

$$
\mathcal{D}=\left\{x \in \mathbf{C}| | x\left|<1,\left|\frac{x}{(1+\sqrt{1-x})^{2}}\right|<1\right\}\right.
$$

For $i=0$ and $j=0$ in (2.1), we obtain

$$
\begin{array}{r}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d-1, b, d-\frac{1}{2} \\
2 d-b, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{3.1}\\
={ }_{3} F_{2}\left[\begin{array}{c}
d-\frac{1}{2}, d, d-b+\frac{1}{2} \\
2 d-b, d+\frac{1}{2}
\end{array} ; x\right]
\end{array}
$$

which is the result stated in (1.2).
For $i=0$ and $j=1$ in (2.1), we obtain

$$
\begin{gather*}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d-1, b, d-\frac{1}{2} \\
2 d-b+1, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{3.2}\\
=\frac{2 d-2 b+1}{2(1-b)}{ }_{3} F_{2}\left[\begin{array}{c}
d-\frac{1}{2}, d, d-b+\frac{3}{2} \\
2 d-b+1, d+\frac{1}{2}
\end{array} ; x\right] \\
-\frac{2 d-1}{2(1-b)}{ }_{2} F_{1}\left[\begin{array}{c}
d-\frac{1}{2}, d-b+1 \\
2 d-b+1
\end{array} ; x\right]
\end{gather*}
$$

For $i=1$ and $j=0$ in (2.1), we obtain

$$
\left.\begin{array}{rl}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d-2, b, d-\frac{1}{2} \\
2 d-b, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right. \tag{3.3}
\end{array}\right] .
$$

For $i=1$ and $j=1$ in (2.1), we obtain

$$
\left.\begin{array}{r}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d-2, b, d-\frac{1}{2} \\
2 d-b+1, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{3.4}\\
=A(b, d)_{3} F_{2}\left[\begin{array}{c}
d-\frac{1}{2}, d-b+2,1 \\
2 d-b+1,2
\end{array} ; x\right] \\
\quad-B(b, d)_{5} F_{4}\left[\begin{array}{c}
d-\frac{1}{2}, d, d-b+\frac{3}{2}, d-\frac{1}{2} b+\frac{3}{2}, 1 \\
2 d-b+1, d+\frac{1}{2}, d-\frac{1}{2} b+\frac{1}{2}, 2
\end{array}\right] x
\end{array}\right],
$$

where

$$
A(b, d)=\frac{(2 d-1)(d-b+1)(2 d-b-1)}{(b-1)(b-2)}
$$

and

$$
B(b, d)=\frac{(d-1)(2 d-b+1)(2 d-2 b+1)}{(b-1)(b-2)} .
$$

For $i=-1$ and $j=0$ in (2.1), we obtain

$$
\begin{align*}
& \left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d, b, d-\frac{1}{2} \\
2 d-b, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{3.5}\\
& \quad=\frac{1}{2}{ }_{2} F_{1}\left[\begin{array}{c}
d-\frac{1}{2}, d-b \\
2 d-b
\end{array} ; x\right]+\frac{1}{2}{ }_{3} F_{2}\left[\begin{array}{c}
d, d-\frac{1}{2}, d-b+\frac{1}{2} \\
2 d-b, d+\frac{1}{2}
\end{array} ; x\right] .
\end{align*}
$$

For $i=-1$ and $j=1$ in (2.1), we obtain

$$
\begin{align*}
& \left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d, b, d-\frac{1}{2} \\
2 d-b+1, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{3.6}\\
& \quad=\frac{1}{2}{ }_{2} F_{1}\left[\begin{array}{c}
d-\frac{1}{2}, d-b+1 \\
2 d-b+1
\end{array} ; x\right]+\frac{1}{2}{ }_{3} F_{2}\left[\begin{array}{c}
d, d-\frac{1}{2}, d-b+\frac{1}{2} \\
2 d-b+1, d+\frac{1}{2}
\end{array} ; x\right] .
\end{align*}
$$

For $i=-2$ and $j=1$ in (2.1), we obtain

$$
\begin{array}{r}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{3} F_{2}\left[\begin{array}{c}
2 d+1, b, d-\frac{1}{2} \\
2 d-b+1, d+\frac{1}{2}
\end{array} ;-\frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{3.7}\\
=\frac{1}{2}{ }_{4} F_{3}\left[\begin{array}{c}
d, d-\frac{1}{2}, 2 d+1, d-b+\frac{1}{2} \\
2 d, d+\frac{1}{2}, 2 d-b+1
\end{array} ; x\right] \\
+\frac{1}{2}{ }_{3} F_{2}\left[\begin{array}{c}
d-b, d-\frac{1}{2}, 2 d-2 b+1 \\
2 d-b+1,2 d-2 b
\end{array} ; x\right] .
\end{array}
$$

Similarly other results can also be obtained.

## 4. Interesting Limiting Cases

Here we mention some of the interesting limiting cases of our results. All these transformations hold in the domain $\mathcal{D}$ defined by the connected subset

$$
\mathcal{D}=\left\{x \in \mathbf{C}| | x\left|<1,\left|\frac{x}{(1+\sqrt{1-x})^{2}}\right|<1\right\}\right.
$$

If we let $b \rightarrow \infty$ in (3.1) or (3.2), we obtain the following result:

$$
\begin{align*}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{2} F_{1}\left[\begin{array}{c}
2 d-1, d-\frac{1}{2} \\
d+\frac{1}{2}
\end{array}\right. & \left.; \frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{4.1}\\
& ={ }_{2} F_{1}\left[\begin{array}{c}
d-\frac{1}{2}, d \\
d+\frac{1}{2}
\end{array} ; x\right]
\end{align*}
$$

If we let $b \rightarrow \infty$ in (3.3) or (3.4), we obtain the following result:

$$
\left.\begin{array}{rl}
\left(\frac{1}{2}\right. & \left.+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{2} F_{1}\left[\begin{array}{c}
2 d-2, d-\frac{1}{2} \\
d+\frac{1}{2}
\end{array} ; \frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{4.2}\\
& =(2 d-1){ }_{2} F_{1}\left[\begin{array}{cc}
d-\frac{1}{2}, 1 & \\
2 & ; x
\end{array}\right]-2(d-1){ }_{3} F_{2}\left[\begin{array}{cc}
d-\frac{1}{2}, d, 1 \\
d+\frac{1}{2}, 2
\end{array}\right.
\end{array} ; x\right] .
$$

If we let $b \rightarrow \infty$ in (3.5) or (3.6), we obtain the following result:

$$
\left.\begin{array}{rl}
\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{2} F_{1}\left[\begin{array}{c}
2 d, d-\frac{1}{2} \\
d+\frac{1}{2}
\end{array} ; \frac{x}{(1+\sqrt{1-x})^{2}}\right. \tag{4.3}
\end{array}\right] .
$$

If we let $b \rightarrow \infty$ in (3.7), we obtain the following result:

$$
\begin{align*}
& \left(\frac{1}{2}+\frac{1}{2} \sqrt{1-x}\right)^{1-2 d}{ }_{2} F_{1}\left[\begin{array}{c}
2 d+1, d-\frac{1}{2} \\
d+\frac{1}{2}
\end{array} ; \frac{x}{(1+\sqrt{1-x})^{2}}\right]  \tag{4.4}\\
& \quad=\frac{1}{2}{ }_{1} F_{0}\left[\begin{array}{c}
d-\frac{1}{2} \\
-
\end{array} ; x\right]+\frac{1}{2}{ }_{3} F_{2}\left[\begin{array}{c}
d-\frac{1}{2}, d, 2 d+1 \\
d+\frac{1}{2}, 2 d
\end{array} ; x\right] .
\end{align*}
$$

We remark that the result (4.1) was obtained by Choi and Rathie [1], whereas the results (4.2)-(4.4) were obtained by Pogány and Rathie [7] using a generalization of Kummer's summation theorem. For a remark on the Exton result [3], see the paper by Choi and Rathie [1].
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#### Abstract

In the present paper, a new type of ruled surfaces called osculating-type (OT)-ruled surface is introduced and studied. First, a new orthonormal frame is defined for OT-ruled surfaces. The Gaussian and the mean curvatures of these surfaces are obtained and the conditions for an OT-surface to be flat or minimal are given. Moreover, the Weingarten map of an OT-ruled surface is obtained and the normal curvature, the geodesic curvature and the geodesic torsion of any curve lying on surface are obtained. Finally, some examples related to helices and slant helices are introduced.


Keywords:osculating-type ruled surface, minimal surface, geodesic.

## 1. Introduction

In the study of fundamental theory of curves and surfaces, the special ones of these geometric topics have been of significant value because of satisfying some particular conditions. In the curve theory, the most famous one of such special curves is general helix for which the tangent vector of the curve always makes a constant angle with a constant direction. The necessary and sufficient condition for a curve to be a general helix is that the ratio of the second curvature $\tau$ to the first curvature $\kappa$ is constant i.e., $\tau / \kappa$ is constant along the curve [1]. If the principal normal vector of a curve makes a constant angle with a constant direction, then

[^1](C) 2021 by University of Niš, Serbia | Creative Commons License: CC BY-NC-ND
that curve is called slant helix and the necessary and sufficient condition for a curve to be a slant helix is that the function $\sigma(s)=\left(\frac{\kappa^{2}}{\left(\kappa^{2}+\tau^{2}\right)^{3 / 2}}\left(\frac{\tau}{\kappa}\right)^{\prime}\right)(s)$ is constant [5].

In the surface theory, the surfaces constructed by the simplest way are important. The well-known example of such surfaces is ruled surface which is generated by a continuous movement of a line along a curve. These surfaces have a wide use in technology and architecture [3]. Furthermore, some special types of these surfaces have particular relationships with helices and slant helices [5, 6, 7, 8]. In [11], Önder considered the notion of "slant helix" for ruled surfaces and defined slant ruled surfaces by the property that the components of the frame along the striction curve of ruled surface make constant angles with fixed lines. He has proved that helices or slant helices are the striction curves of developable slant ruled surfaces. Also, he has defined a new kind of ruled surfaces called general rectifying ruled surface for which the generating line of the surface always lies on the rectifying plane of base curve and he has given many properties of such surfaces [12].

This study introduces a new type of ruled surfaces called osculating-type (OT)ruled surfaces. First, a new orthonormal frame and new curvatures for OT-ruled surfaces are obtained and many properties of the surface are given by considering the new frame and its curvatures. Later, the Gaussian curvature $K$ and the mean curvature $H$ of OT-ruled surfaces are given. The set of singular points of such surfaces are introduced and some differential equations characterizing special curves lying on the surface are obtained. Finally, some examples related to helix and slant helix are given.

## 2. Preliminaries

A ruled surface in $\mathbb{R}^{3}$ is constructed by a continuous movement of a straight line along a space curve $\alpha$. For an open interval $I \subset \mathbb{R}$, the parametric equation of a ruled surface is given by $\varphi_{(\alpha, q)}(s, u): I \times \mathbb{R} \rightarrow \mathbb{R}^{3}, \vec{\varphi}_{(\alpha, q)}(s, u)=\vec{\alpha}(s)+u \vec{q}(s)$ where $q: I \rightarrow \mathbb{R}^{3},\|\vec{q}\|=1$ is called director curve and $\alpha: I \rightarrow \mathbb{R}^{3}$ is called the base curve of the surface $\varphi_{(\alpha, q)}$. The straight lines of the surface defined by $u \rightarrow \vec{\alpha}(s)+u \vec{q}(s)$ are called rulings [6]. The ruled surface $\varphi_{(\alpha, q)}$ is called cylindrical if $\vec{q}^{\prime}=0$ and non-cylindrical otherwise where $\vec{q}^{\prime}=\frac{d \vec{q}}{d s}[9]$. A curve $c$ lying on $\varphi_{(\alpha, q)}$ with property that $\left\langle\vec{c}^{\prime}, \vec{q}^{\prime}\right\rangle=0$ is called striction line of $\varphi_{(\alpha, q)}$. The parametric representation of striction line is given by

$$
\begin{equation*}
\vec{c}(s)=\vec{\alpha}(s)-\frac{\left\langle\vec{c}^{\prime}(s), \vec{q}^{\prime}(s)\right\rangle}{\left\langle\vec{q}^{\prime}(s), \vec{q}^{\prime}(s)\right\rangle} \vec{q}(s) \tag{2.1}
\end{equation*}
$$

The striction line is geometrically important because it is the locus of special points called central points for which considering a common perpendicular between two constructive rulings, the foot of common perpendicular on the main ruling is a central point [9].

The unit surface normal or Gauss map $U$ of the ruled surface $\varphi_{(\alpha, q)}$ is defined
by

$$
\vec{U}(s, u)=\frac{\frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial s} \times \frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial u}}{\left\|\frac{\vec{\varphi}_{(\alpha, q)}}{\partial s} \times \frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial u}\right\|} .
$$

If $\frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial s} \times \frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial u}=0$ for some points $\left(s_{0}, u_{0}\right) \in I \times \mathbb{R}$ then, such points are called singular points of ruled surface $\varphi_{(\alpha, q)}$. Otherwise, they are called regular points. The surface $\varphi_{(\alpha, q)}$ is called developable if the unit surface normal $U$ along any ruling does not change its direction. Otherwise, $\varphi_{(\alpha, q)}$ is called non-developable or skew. A ruled surface $\varphi_{(\alpha, q)}$ is developable if and only if $\operatorname{det}\left(\vec{\alpha}^{\prime}, \vec{q}, \vec{q}^{\prime}\right)=0$ holds [9].

The unit vectors $\vec{h}=\vec{q}^{\prime} /\left\|\vec{q}^{\prime}\right\|$ and $\vec{a}=\vec{q} \times \vec{h}$ are called central normal and central tangent of $\varphi_{(\alpha, q)}$, respectively. Then, the orthonormal frame $\{\vec{q}, \vec{h}, \vec{a}\}$ is called the Frenet frame of ruled surface $\varphi_{(\alpha, q)}$.

Definition 2.1. [11] A ruled surface $\varphi_{(\alpha, q)}$ is called $q$-slant or $a$-slant (resp. $h$ slant) ruled surface if its ruling $\vec{q}$ (resp. central normal $\vec{h}$ ) always makes a constant angle with a fixed direction.

The first fundamental form $I$ and second fundamental form $I I$ of $\varphi_{(\alpha, q)}$ are defined by

$$
I=E d s^{2}+2 F d s d u+G d u^{2}, \quad I I=L d s^{2}+2 M d s d u+N d u^{2}
$$

respectively, where

$$
\begin{gather*}
E=\left\langle\frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial s}, \frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial s}\right\rangle, \quad F=\left\langle\frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial s}, \frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial u}\right\rangle \\
G=\left\langle\frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial u}, \frac{\partial \vec{\varphi}_{(\alpha, q)}}{\partial u}\right\rangle,  \tag{2.2}\\
L=\left\langle\frac{\partial^{2} \vec{\varphi}_{(\alpha, q)}}{\partial s^{2}}, \vec{U}\right\rangle, \quad M=\left\langle\frac{\partial^{2} \vec{\varphi}_{(\alpha, q)}}{\partial s \partial u}, \vec{U}\right\rangle, \quad N=\left\langle\frac{\partial^{2} \vec{\varphi}_{(\alpha, q)}}{\partial u^{2}}, \vec{U}\right\rangle . \tag{2.3}
\end{gather*}
$$

The Gaussian curvature $K$ and the mean curvature $H$ are defined by

$$
\begin{gather*}
K=\frac{L N-M^{2}}{E G-F^{2}}  \tag{2.4}\\
H=\frac{E N-2 F M+G L}{2\left(E G-F^{2}\right)}
\end{gather*}
$$

respectively. An arbitrary surface is called minimal if $H=0$ at all points of the surface. Furthermore, a ruled surface is developable (or flat) if and only if $K=0$ [2].

Theorem 2.1. (Catalan Theorem) [4] Among all ruled surfaces except planes only the helicoid and fragments of it are minimal.

## 3. Osculating-type Ruled Surfaces

In this section, we define the osculating-type ruled surface of a curve $\alpha$ such that the ruling of the surface always lies in the osculating plane of $\alpha$ and also $\alpha$ is the base curve of the surface. Such a surface is defined as follows:

Definition 3.1. Let $\alpha: I \subset \mathbb{R} \rightarrow \mathbb{R}^{3}$ be a smooth curve in the Euclidean 3-space $\mathbb{E}^{3}$ with arc-length parameter $s$, curvature $\kappa(s)$, torsion $\tau(s)$ and Frenet frame $\{\vec{T}(s), \vec{N}(s), \vec{B}(s)\}$. Then, the ruled surface $\varphi_{\left(\alpha, q_{o}\right)}: I \times \mathbb{R} \rightarrow \mathbb{R}^{3}$ given by the parametric form

$$
\begin{equation*}
\vec{\varphi}_{\left(\alpha, q_{o}\right)}(s, u)=\vec{\alpha}(s)+u \vec{q}_{o}(s), \quad \vec{q}_{o}(s)=\cos \theta \vec{T}(s)+\sin \theta \vec{N}(s) \tag{3.1}
\end{equation*}
$$

is called the osculating-type (OT)-ruled surface of $\alpha$ where $\theta=\theta(s)$ is $C^{\infty}$-scalar angle function of arc-length parameter $s$ between unit vectors $\vec{q}_{o}$ and $\vec{T}$. Here, we use the index " $o$ " to emphasize that the ruling always lies on the osculating plane $s p\{\vec{T}, \vec{N}\}$ of base curve $\alpha$.

As we see from equation (3.1), when $\theta(s)=k \pi,(k \in \mathbb{Z})$, for all $s \in I$, the ruling becomes $\vec{q}_{o}= \pm \vec{T}$ and the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ becomes the developable tangent surface $\varphi_{(\alpha, T)}$ of $\alpha$. Similarly, when $\theta(s)=\pi / 2+k \pi,(k \in \mathbb{Z})$ for all $s \in I$, the ruling becomes $\vec{q}_{o}= \pm \vec{N}$ and the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ becomes the principal normal surface $\varphi_{(\alpha, N)}$ of $\alpha$.

Remark 3.1. If $\alpha$ is a straight line, then $\varphi_{(\alpha, T)}$ is not a surface, only a line. So, for the case $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$, we always assume that $\alpha$ is not a straight line, i.e., $\kappa \neq 0$.

Considering (3.1) and the fact that the binormal vector $\vec{B}$ of $\alpha$ is perpendicular to $s p\{\vec{T}, \vec{N}\}$, we get $\left\langle\overrightarrow{q_{o}}, \vec{B}\right\rangle=0$. Therefore, we can define a unit vector $\vec{r}(s)$ as follows,

$$
\begin{equation*}
\vec{r}=\vec{q}_{o} \times \vec{B}=\sin \theta \vec{T}-\cos \theta \vec{N} . \tag{3.2}
\end{equation*}
$$

Then, the frame $\left\{\vec{q}_{o}, \vec{B}, \vec{r}\right\}$ is an orthonormal moving frame along $\alpha$ on the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$. From equations (3.1) and (3.2), the relations between that frame and Frenet frame of $\alpha$ are given by $\vec{T}=\cos \theta \vec{q}_{o}+\sin \theta \vec{r}$ and $\vec{N}=\sin \theta \vec{q}_{o}-\cos \theta \vec{r}$. After some computations, for the derivative formulae of new frame $\left\{\vec{q}_{o}, \vec{B}, \vec{r}\right\}$, we get

$$
\left[\begin{array}{c}
\vec{q}_{o}^{\prime} \\
\vec{B}^{\prime} \\
\vec{r}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \mu & -\eta \\
-\mu & 0 & \xi \\
\eta & -\xi & 0
\end{array}\right]\left[\begin{array}{c}
\vec{q}_{o} \\
\vec{B} \\
\vec{r}
\end{array}\right]
$$

where $\eta(s)=\theta^{\prime}+\kappa, \mu(s)=\tau \sin \theta, \xi(s)=\tau \cos \theta$ are called the curvatures of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ according to the frame $\left\{\overrightarrow{q_{o}}, \vec{B}, \vec{r}\right\}$. Then, the relationships
between the curvatures $\kappa, \tau$ of base curve $\alpha$ and the curvatures $\eta, \mu, \xi$ of OT-ruled surface of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ are obtained as $\kappa=\eta-\theta^{\prime}, \tau= \pm \sqrt{\mu^{2}+\xi^{2}}$. Now, using these relationships and considering the characterizations for general helix and slant helix, the following theorem is obtained:

Theorem 3.1. For the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$, we have that
(i) $\alpha$ is a plane curve if and only if both $\mu$ and $\xi$ vanish.
(ii) $\alpha$ is a general helix if and only if the function $\rho(s)= \pm \frac{\sqrt{\mu^{2}+\xi^{2}}}{\eta-\theta^{\prime}}$ is constant.
(iii) $\alpha$ is a slant helix if and only if the function

$$
\sigma(s)= \pm \frac{\left(\mu \mu^{\prime}+\xi \xi^{\prime}\right)\left(\eta-\theta^{\prime}\right)-\left(\mu^{2}+\xi^{2}\right)\left(\eta^{\prime}-\theta^{\prime \prime}\right)}{\left[\left(\eta-\theta^{\prime}\right)^{2}+\mu^{2}+\xi^{2}\right]\left(\mu^{2}+\xi^{2}\right)^{1 / 2}}
$$

is constant.
Let now consider the special case that the base curve $\alpha$ is a plane curve, i.e., $\tau=0$. Then, $\alpha$ lies on the osculating plane $s p\{\vec{T}, \vec{N}\}$ and has constant binormal vector $\vec{B}$. Since, the unit surface normal $\vec{U}$ of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is always perpendicular to both $\vec{q}_{o}$ and $\vec{T}$, we have that $\vec{U}= \pm \vec{B}$. Then, the OT-ruled surface has a constant unit normal, that is, it is a plane. Conversely, if the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane with constant unit normal $\vec{U}$, since $\vec{U} \perp s p\left\{\vec{q}_{o}, \vec{T}\right\}$, from (3.1) we get $\vec{U} \perp s p\{\vec{T}, \vec{N}\}$ which gives $\vec{U}= \pm \vec{B}$ is a constant vector. Then, $\tau=0$, i.e., $\alpha$ is a plane curve and we have the followings:

Theorem 3.2. The OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane if and only if the base curve $\alpha$ is a plane curve.

Clearly, Theorem 3.4 gives the following corollary:
Theorem 3.3. If $\varphi_{\left(\alpha, q_{o}\right)} \neq \varphi_{(\alpha, T)}$ and $\varphi_{\left(\alpha, q_{o}\right)} \neq \varphi_{(\alpha, N)}$, the followings are equivalent
(i) $\alpha$ is a plane curve.
(ii) The OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane.
(iii) $\mu=0$.
(iv) $\xi=0$.

Now, we will give other characterizations and geometric properties of the OTruled surfaces.

Theorem 3.4. The set of the singular points of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is given by

$$
S=\left\{\left(s_{0}, u_{0}\right) \in I \times \mathbb{R}: \theta\left(s_{0}\right)=k \pi, u_{0}=0, k \in \mathbb{Z}\right\}
$$

Proof. From the partial derivatives of $\vec{\varphi}_{\left(\alpha, q_{o}\right)}(s, u)=\vec{\alpha}(s)+u \vec{q}_{o}(s)$, we get

$$
\begin{equation*}
\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}=\cos \theta \vec{q}_{o}+u \mu \vec{B}+(\sin \theta-u \eta) \vec{r}, \quad \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}=\vec{q}_{o} . \tag{3.3}
\end{equation*}
$$

Therefore, the direction of surface normal is given by the vector

$$
\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s} \times \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}=(\sin \theta-u \eta) \vec{B}-u \mu \vec{r} .
$$

Then, the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ has singular points if and only if the system

$$
\left\{\begin{array}{l}
\sin \theta-u \eta=0  \tag{3.4}\\
u \mu=0
\end{array}\right.
$$

holds. Let now assume that $u=0$. Then, from the first equality, it follows $\theta\left(s_{0}\right)=$ $k \pi,\left(k \in \mathbb{Z}, s_{0} \in I\right)$. When this satisfies for all $s \in I$, we have $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$ and the locus of the singular points is the base curve $\alpha$. If $u \neq 0$, from the system (3.4), we get $u(s)=\frac{\sin \theta}{\eta}$ and $\mu=0$. Since we assume that singular points exist, from Theorem 3.2, we have $\tau \neq 0$. Otherwise, the surface is a plane and regular. Then, $\mu=0$ implies that $\sin \theta=0$ which is a contradiction with the assumption that $u \neq 0$. And so, the system (3.4) only holds if and only if $u=0, \theta\left(s_{0}\right)=k \pi,(k \in$ $\left.\mathbb{Z}, s_{0} \in I\right)$.

Hereafter, for the sake of simplicity, we will take $f=\sin \theta-u \eta$ and $g=u \mu$.
Proposition 3.1. The OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is developable if and only if $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane or $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$.

Proof. For the surface $\varphi_{\left(\alpha, q_{o}\right)}$, we have $\operatorname{det}\left(\vec{\alpha}^{\prime}, \vec{q}_{o}, \vec{q}_{o}^{\prime}\right)=\mu \sin \theta$. Considering Theorem 3.2, we have the desired result.

Proposition 3.2. Among all OT-ruled surfaces $\varphi_{\left(\alpha, q_{o}\right)}$, only the plane is cylindrical.

Proof. Since a ruled surface is called cylindrical if and only if the direction of the ruling is a constant vector, we get $\vec{q}_{o}^{\prime}=0$ if and only if

$$
\begin{equation*}
-\eta \sin \theta \vec{T}+\eta \cos \theta \vec{N}+\tau \sin \theta \vec{B}=0 \tag{3.5}
\end{equation*}
$$

If $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$, then $\theta(s)=k \pi$ for all $s \in I$ and (3.5) gives $\eta=0$, which implies that $\kappa=0$, which is a contradiction with Remark 3.1. If $\varphi_{\left(\alpha, q_{o}\right)} \neq \varphi_{(\alpha, T)}$, then from (3.5) we have $\tau=0, \eta=0$ which gives $\theta(s)=-\int_{0}^{s} \kappa(s) d s$ and Theorem 3.2 gives that $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane.

Proposition 3.1 and Proposition 3.2 give the following corollary:

Corollary 3.1. If the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is cylindrical, then it is a plane with the parametric form

$$
\vec{\varphi}_{\left(\alpha, q_{o}\right)}(s, u)=\vec{\alpha}(s)+u\left(\cos \left(\int_{0}^{s} \kappa(s) d s\right) \vec{T}(s)-\sin \left(\int_{0}^{s} \kappa(s) d s\right) \vec{N}(s)\right)
$$

Proposition 3.3. The base curve $\alpha$ of the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is also its striction line if and only if $\theta(s)=-\int_{0}^{s} \kappa(s) d s$ or $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$.

Proof. The base curve $\alpha$ is the striction line of $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if $\left\langle\vec{\alpha}^{\prime}, \vec{q}_{o}^{\prime}\right\rangle=0$. Therefore, we get $\left\langle\vec{\alpha}^{\prime}, \vec{q}_{o}^{\prime}\right\rangle=-\eta \sin \theta$ which gives the desired result.

From Proposition 3.3, it is clear that the set of the intersection points of base curve $\alpha$ and striction curve $c$ is $V=S \cup Y$, where $S$ is the set of singular points of $\varphi_{\left(\alpha, q_{o}\right)}$ and

$$
Y=\left\{\left(s_{0}, u_{0}\right) \in I \times \mathbb{R}: \theta^{\prime}\left(s_{0}\right)=-\kappa\left(s_{0}\right), u_{0}=0\right\}
$$

It is clear that the points of $Y$ are non-singular.
Let now investigate the special curves lying on the OT-surface $\varphi_{\left(\alpha, q_{o}\right)}$. The Gauss map (or the unit surface normal) of the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is given by

$$
\begin{equation*}
\vec{U}(s, u)=\frac{1}{\sqrt{f^{2}+g^{2}}}(f \vec{B}-g \vec{r}) \tag{3.6}
\end{equation*}
$$

Then, for the base curve $\alpha$ we have the followings:
Theorem 3.5. The base curve $\alpha$ is a geodesic on the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if $\alpha$ is a straight line.

Proof. We know that $\alpha$ is a geodesic on $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if the condition

$$
\begin{equation*}
\vec{U} \times \vec{\alpha}^{\prime \prime}=0 \tag{3.7}
\end{equation*}
$$

satisfies. Then, by using (3.6), from (3.7) we get

$$
\begin{equation*}
\vec{U} \times \vec{\alpha}^{\prime \prime}=\frac{1}{\sqrt{f^{2}+g^{2}}}(-\kappa f \vec{T}-g \kappa \sin \theta \vec{B}) \tag{3.8}
\end{equation*}
$$

and that $\alpha$ is a geodesic curve on $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if the system

$$
\left\{\begin{array}{l}
\kappa f=0 \\
g \kappa \sin \theta=0
\end{array}\right.
$$

holds. If we assume $\varphi_{\left(\alpha, q_{o}\right)} \neq \varphi_{(\alpha, T)}$, from the last system it follows

$$
\kappa f=0, g \kappa=0
$$

which gives that $\kappa=0$, i.e., $\alpha$ is a straight line or the system

$$
f=0, g=0
$$

holds. But for the last system, considering (3.4), it follows that the system has a solution as a curve if and only if $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$ which is a contradiction by the assumption $\varphi_{\left(\alpha, q_{o}\right)} \neq \varphi_{(\alpha, T)}$ and so, we eliminate this case. If $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$, considering Remark 3.1, we should take $\kappa \neq 0$. But for this case, the system gives that $\eta=\kappa=0$, which is a contradiction. Then we have that $\alpha$ is a geodesic on $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if $\alpha$ is a straight line.

Theorem 3.6. Let $\alpha$ have non-vanishing curvature $\kappa$. Then, $\alpha$ is an asymptotic curve on the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if one of the followings hold:
(i) $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane
(ii) $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$
(iii) $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, N)}$.

Proof. $\alpha$ is an asymptotic curve on $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if $\left\langle\vec{U}, \vec{\alpha}^{\prime \prime}\right\rangle=0$. Then, we get

$$
\begin{equation*}
\left\langle\vec{U}, \vec{\alpha}^{\prime \prime}\right\rangle=\frac{u \kappa \tau \cos \theta \sin \theta}{\sqrt{f^{2}+g^{2}}} \tag{3.9}
\end{equation*}
$$

From (3.9), we obtain that $\left\langle\vec{U}, \vec{\alpha}^{\prime \prime}\right\rangle=0$ if and only if $\tau=0$ or $\sin \theta=0$ or $\cos \theta=$ 0 .

Theorem 3.7. The base curve $\alpha$ is a line of curvature on the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane.

Proof. The curve $\alpha$ is a line of curvature on the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ if and only if $\vec{U}_{\alpha}^{\prime} \times \vec{\alpha}^{\prime}=0$ holds where $\vec{U}_{\alpha}$ is the unit surface normal along the curve $\alpha$ and for which we have $\vec{U}_{\alpha}=\vec{B}$. Then, it follows

$$
\begin{equation*}
\vec{U}_{\alpha}^{\prime} \times \vec{\alpha}^{\prime}=-\tau \vec{B} \tag{3.10}
\end{equation*}
$$

The equation (3.10) is equal to zero if and only if $\tau=0$ and from Theorem 3.2, we have that $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane.

Now, let us examine first and second fundamental coefficients of the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$. From (2.2) and (2.3), we get

$$
\begin{gather*}
E=f^{2}+g^{2}+\cos ^{2} \theta, F=\cos \theta, G=1  \tag{3.11}\\
L=\frac{-\left(f^{2}+g^{2}\right) \xi+\mu \sin \theta \cos \theta-g^{2}\left(\frac{f}{g}\right)_{s}}{\sqrt{f^{2}+g^{2}}}, M=\frac{\mu \sin \theta}{\sqrt{f^{2}+g^{2}}}, N=0 \tag{3.12}
\end{gather*}
$$

By using the fundamental coefficients computed in (3.11) and (3.12), from (2.4) and (2.5) the Gaussian curvature $K$ and the mean curvature $H$ of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ are obtained as

$$
\begin{equation*}
K=-\frac{\mu^{2} \sin ^{2} \theta}{\left(f^{2}+g^{2}\right)^{2}}, \quad H=-\frac{\left(f^{2}+g^{2}\right) \xi+\mu \sin \theta \cos \theta+g^{2}\left(\frac{f}{g}\right)_{s}}{2\left(f^{2}+g^{2}\right)^{3 / 2}} \tag{3.13}
\end{equation*}
$$

respectively. From (3.13), it follows that $K=0$ if and only if $\tau=0$ or $\sin \theta=0$. This result coincides with Proposition 3.1.

It is clear that if $\tau=0$, then $H=0$ and the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is minimal. If $\tau \neq 0$ and $\sin \theta=0$, then from (3.13) we get $H=\frac{\tau}{2 u \eta} \neq 0$ Therefore, in this case, the tangent surface $\varphi_{(\alpha, T)}$ cannot be minimal. Then, followings are obtained:

Theorem 3.8. (i) The OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is minimal if and only if the equality

$$
\left(f^{2}+g^{2}\right) \xi+\mu \sin \theta \cos \theta+g^{2}\left(\frac{f}{g}\right)_{s}=0
$$

satisfies.
(ii) If $\tau \neq 0$, there is no minimal tangent surface $\varphi_{(\alpha, T)}$.
(iii) The principal normal surface $\varphi_{(\alpha, N)}$ is minimal if and only if fu $\mu^{\prime}-g f_{s}=0$, where $f_{s}=\partial f / \partial s$.

Furthermore, considering Catalan Theorem, we have the following corollary:
Corollary 3.2. If the base curve $\alpha$ is not a plane curve, the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is a helicoid if and only if $\left(f^{2}+g^{2}\right) \xi+\mu \sin \theta \cos \theta+g^{2}\left(\frac{f}{g}\right)_{s}=0$ holds.

Now, we will consider the special curves lying on an OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$.
Let us consider the tangent space $T_{p} \varphi_{\left(\alpha, q_{o}\right)}$ and its base $\left\{\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}, \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}\right\}$ at a point $p \in \varphi_{\left(\alpha, q_{o}\right)}$. For any tangent vector $\vec{v}_{p} \in T_{p} \varphi_{\left(\alpha, q_{o}\right)}$, the Weingarten map of the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is defined by $S_{p}=-D_{p} \vec{v}: T_{p} \varphi_{\left(\alpha, q_{o}\right)} \rightarrow T_{\vec{v}_{p}} S^{2}$ where $S^{2}$ is unit sphere with center origin. Therefore, we have

$$
\begin{aligned}
S_{p}\left(\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}\right) & =-D_{\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}} \vec{U}(s, u) \\
& =A_{1}(s, u) \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}+A_{2}(s, u) \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}
\end{aligned}
$$

and

$$
\begin{aligned}
S_{p}\left(\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}\right) & =-D_{\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}} \vec{U}(s, u) \\
& =B_{1}(s, u) \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}+B_{2}(s, u) \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}
\end{aligned}
$$

where

$$
\begin{aligned}
A_{1} & =\frac{-1}{\left(f^{2}+g^{2}\right)^{3 / 2}}\left[g^{2}\left(\frac{f}{g}\right)_{s}+\left(f^{2}+g^{2}\right) \xi\right] \\
A_{2} & =\frac{1}{\left(f^{2}+g^{2}\right)^{3 / 2}}\left[\left(f^{2}+g^{2}\right)(f \mu+g \eta+\xi \cos \theta)+g^{2} \cos \theta\left(\frac{f}{g}\right)_{s}\right] \\
B_{1} & =\frac{\mu \sin \theta}{\left(f^{2}+g^{2}\right)^{3 / 2}}, \quad B_{2}=\frac{-\mu \cos \theta \sin \theta}{\left(f^{2}+g^{2}\right)^{3 / 2}}
\end{aligned}
$$

Thus, the matrix form of the Weingarten map can be given by

$$
S_{p}=\left[\begin{array}{ll}
A_{1} & B_{1}  \tag{3.14}\\
A_{2} & B_{2}
\end{array}\right]
$$

From (3.14), one can easily compute the Gaussian curvature $K$ and the mean curvature $H$ by considering the equalities $K=\operatorname{det}\left(S_{p}\right)$ and $H=\frac{1}{2} \operatorname{tr}\left(S_{p}\right)$ and the results given in (3.13) are obtained. Moreover, from these results, for the parameter curves, we have the following corollary:

Corollary 3.3. (i) The parameter curves $\vec{\varphi}_{\left(\alpha, q_{o}\right)}\left(s, u_{0}\right)$, ( $u_{0}$ is constant) are lines of curvature if and only if $A_{2}=0$ or equivalently, $\left(f^{2}+g^{2}\right)(f \mu+g \eta+$ $\xi \cos \theta)+g^{2} \cos \theta\left(\frac{f}{g}\right)_{s}=0$ holds.
(ii) The parameter curves $\vec{\varphi}_{\left(\alpha, q_{o}\right)}\left(s_{0}, u\right)$, ( $s_{0}$ is constant) are lines of curvature if and only if $B_{1}=0$ or equivalently, the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is a plane or $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$.

Considering the characteristic equation $\operatorname{det}\left(S_{p}-\lambda \mathrm{I}\right)=0$, the principal curvatures of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ are obtained as

$$
\lambda_{1,2}=\frac{A_{1}+B_{2} \pm \sqrt{\left(A_{1}-B_{2}\right)^{2}+4 A_{2} B_{1}}}{2}
$$

where $I$ is $2 \times 2$ unit matrix. Then, the principal directions are obtained as
$\vec{e}_{1}=\frac{1}{B_{1}}\left(B_{1} \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}+k A_{2} \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}\right), \vec{e}_{2}=\frac{1}{m A_{2}}\left(B_{1} \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}+m A_{2} \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u}\right)$,
where $k, m$ are scalar functions such that

$$
\frac{\lambda_{1}-A_{1}}{A_{2}}=\frac{B_{1}}{\lambda_{1}-A_{2}}=k, \frac{\lambda_{2}-A_{1}}{A_{2}}=\frac{B_{1}}{\lambda_{2}-A_{2}}=m .
$$

Let now $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}(s(t), u(t))$ be a unit speed curve on $\varphi_{\left(\alpha, q_{o}\right)}$ with arc length parameter $t$ and unit tangent vector $\vec{v}_{p} \in T_{p} \varphi_{\left(\alpha, q_{o}\right)}$ at the point $\beta\left(t_{o}\right)=p$ on $\varphi_{\left(\alpha, q_{o}\right)}$. The derivative of $\beta$ with respect to $t$ has the form

$$
\dot{\vec{\beta}}(t)=\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s} \frac{d s}{d t}+\frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u} \frac{d u}{d t}
$$

where $\dot{\vec{\beta}}=\frac{d \vec{\beta}}{d t}$. For this tangent vector, we can write

$$
\begin{equation*}
\vec{v}_{p}=C(s, u) \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial s}+D(s, u) \frac{\partial \vec{\varphi}_{\left(\alpha, q_{o}\right)}}{\partial u} \tag{3.15}
\end{equation*}
$$

where $C, D$ are smooth functions defined by $C(t)=C(s(t), u(t))=\frac{d s}{d t}=\dot{s}$ and $D(t)=D(s(t), u(t))=\frac{d u}{d t}=\dot{u}$. Substituting (3.3) in (3.15), gives

$$
\vec{v}_{p}=(C \cos \theta+D) \vec{q}_{o}+C g \vec{B}+C f \vec{r}
$$

where $(C \cos \theta+D)^{2}+C^{2}\left(f^{2}+g^{2}\right)=1$. Also, by using the linearity of the Weingarten map, we get

$$
S_{p}\left(\vec{v}_{p}\right)=\left[\cos \theta\left(C A_{1}+D B_{1}\right)+\left(C A_{2}+D B_{2}\right)\right] \vec{q}_{o}+\left(C A_{1}+D B_{1}\right)(g \vec{B}+f \vec{r})
$$

and so on, the normal curvature $k_{n}$ in the direction $\vec{v}_{p}$ is computed as

$$
\begin{align*}
k_{n}\left(\vec{v}_{p}\right) & =\left\langle S_{p}\left(\vec{v}_{p}\right), \vec{v}_{p}\right\rangle \\
& =C\left[(C \cos \theta+D)\left(A_{1} \cos \theta+A_{2}\right)+\left(C A_{1}+D B_{1}\right)\left(f^{2}+g^{2}\right)\right] \tag{3.16}
\end{align*}
$$

Then, from (3.16), we have the following theorem:
Theorem 3.9. The surface curve $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}(s(t), u(t))$ with unit tangent $\vec{v}_{p}$ is an asymptotic curve if and only if $\beta(t)$ is a ruling or $(C \cos \theta+D)\left(A_{1} \cos \theta+A_{2}\right)+$ $\left(C A_{1}+D B_{1}\right)\left(f^{2}+g^{2}\right)=0$ holds.

Similarly, the geodesic curvature $\kappa_{g}$ and the geodesic torsion $\tau_{g}$ of the curve $\beta(t)=$ $\varphi_{\left(\alpha, q_{o}\right)}(s(t), u(t))$ are computed as

$$
\begin{aligned}
\kappa_{g}=\frac{1}{\sqrt{f^{2}+g^{2}}} & {\left[( C \operatorname { c o s } \theta + D ) \left(-\left(f^{2}+g^{2}\right) \dot{C}\right.\right.} \\
& \left.+C(\eta f-\mu g)(2 D+\cos \theta)-\frac{1}{2} C\left(f^{2}+g^{2}\right)_{s}\right) \\
& +C g\left(\dot{C} g \cos \theta-C g \theta^{\prime} \sin \theta-\mu C g^{2}+f C \eta g+\dot{D} g\right) \\
& \left.+C f\left(\dot{C} f \cos \theta-C f \theta^{\prime} \sin \theta-\mu f g C+C f^{2} \eta+\dot{D} f\right)\right]
\end{aligned}
$$

and

$$
\tau_{g}=\sqrt{f^{2}+g^{2}}\left[C\left(C A_{2}+D B_{2}\right)-D\left(C A_{1}+D B_{1}\right)\right]
$$

respectively. Then, we have the followings:
Theorem 3.10. The surface curve $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}(s(t), u(t))$ with unit tangent $\vec{v}_{p}$ is a geodesic if and only if

$$
\begin{aligned}
& (C \cos \theta+D)\left(-\left(f^{2}+g^{2}\right) \dot{C}+C(\eta f-\mu g)(2 D+\cos \theta)-\frac{1}{2} C\left(f^{2}+g^{2}\right)_{s}\right) \\
& \quad+C g\left(\dot{C} g \cos \theta-C g \theta^{\prime} \sin \theta-\mu C g^{2}+f C \eta g+\dot{D} g\right) \\
& \quad+C f\left(\dot{C} f \cos \theta-C f \theta^{\prime} \sin \theta-\mu f g C+C f^{2} \eta+\dot{D} f\right)=0
\end{aligned}
$$

holds.
Now, we can investigate some special cases:
Case 1: Let $\varphi_{\left(\alpha, q_{o}\right)}$ be $\varphi_{(\alpha, T)}$. Then,

$$
\begin{aligned}
k_{n} & =C^{2} u \kappa \tau \\
\kappa_{g} & =C(C+D)\left[u \kappa^{\prime}+\kappa(2 D+1)\right]+u \kappa(\dot{C} D-C \dot{D})+C^{2} u^{2} \kappa^{3} \\
\tau_{g} & =C \tau(C+D)
\end{aligned}
$$

and for the curve $\beta(t)=\varphi_{(\alpha, T)}(s(t), u(t))$, we have followings:
(i) $\beta(t)=\varphi_{(\alpha, T)}(s(t), u(t))$ is an asymptotic curve if and only if $\beta(t)$ is a ruling or $\alpha$ is a plane curve.
(ii) $\beta(t)=\varphi_{(\alpha, T)}(s(t), u(t))$ is a geodesic if and only if

$$
C(C+D)\left[u \kappa^{\prime}+\kappa(2 D+1)\right]+u \kappa(\dot{C} D-C \dot{D})+C^{2} u^{2} \kappa^{3}=0
$$

holds.
(iii) $\beta(t)=\varphi_{(\alpha, T)}(s(t), u(t))$ is a line of curvature if and only if one of the followings holds
(a) $\beta(t)$ is a ruling, (b) $\alpha$ is a plane curve,
(c) $s(t)=-u(t)+c$, where $c$ is integration constant.

Case 2: Let $\varphi_{\left(\alpha, q_{o}\right)}$ be $\varphi_{(\alpha, N)}$. Then,

$$
\begin{aligned}
& k_{n}= \frac{C\left[C\left(u^{2} \kappa^{\prime} \tau+(1-u \kappa) u \tau^{\prime}\right)+2 D \tau\right]}{\sqrt{(1-u \kappa)^{2}+u^{2} \tau^{2}}} \\
& \kappa_{g}=\frac{1}{\sqrt{(1-u \kappa)^{2}+u^{2} \tau^{2}}}\left[\dot { C } D \left(-\left((1-u \kappa)^{2}+u^{2} \tau^{2}\right)\right.\right. \\
&\left.+2 C D\left(\kappa-u\left(\kappa^{2}+\tau^{2}\right)\right)-C\left((1-u \kappa) \kappa^{\prime}+u^{2} \tau \tau^{\prime}\right)\right) \\
&+C u \tau\left(-\tau C u^{2} \tau^{2}+C(1-u \kappa) u \kappa \tau+\dot{D} u \tau\right) \\
&\left.\quad+C(1-u \kappa)\left(-C(1-u \kappa) u \tau^{2}+C \kappa(1-u \kappa)^{2}+\dot{D}(1-u \kappa)\right)\right]
\end{aligned} \quad \begin{aligned}
& \tau_{g}=C^{2} \tau-\frac{D\left[C u\left(u \kappa^{\prime} \tau+(1-u \kappa) \tau^{\prime}\right)-D \tau\right]}{\sqrt{(1-u \kappa)^{2}+u^{2} \tau^{2}}}
\end{aligned}
$$

and for the curve $\beta(t)=\varphi_{(\alpha, N)}(s(t), u(t))$ with unit tangent $\vec{v}_{p}$, we have followings:
(i) $\beta(t)=\varphi_{(\alpha, N)}(s(t), u(t))$ is an asymptotic curve if and only if $\beta(t)$ is a ruling or

$$
C\left(u^{2} \kappa^{\prime} \tau+(1-u \kappa) u \tau^{\prime}\right)+2 D \tau=0
$$

holds.
(ii) $\beta(t)=\varphi_{(\alpha, N)}(s(t), u(t))$ is a geodesic if and only if

$$
\begin{aligned}
\dot{C} D(- & \left((1-u \kappa)^{2}+u^{2} \tau^{2}\right) \\
& \left.+2 C D\left(\kappa-u\left(\kappa^{2}+\tau^{2}\right)\right)-C\left((1-u \kappa) \kappa^{\prime}+u^{2} \tau \tau^{\prime}\right)\right) \\
& +C u \tau\left(-\tau C u^{2} \tau^{2}+C(1-u \kappa) u \kappa \tau+\dot{D} u \tau\right) \\
& +C(1-u \kappa)\left(-C(1-u \kappa) u \tau^{2}+C \kappa(1-u \kappa)^{2}+\dot{D}(1-u \kappa)\right)=0
\end{aligned}
$$

holds.
(iii) $\beta(t)=\varphi_{(\alpha, N)}(s(t), u(t))$ is a line of curvature if and only if

$$
\frac{C^{2}}{D}=\frac{C u\left(u \kappa^{\prime} \tau+(1-u \kappa) \tau^{\prime}\right)-D \tau}{\tau \sqrt{(1-u \kappa)^{2}+u^{2} \tau^{2}}}
$$

holds.
Case 3: Let $s=s_{0}$ be constant. Then, $C=\dot{s}=0$ and we get that $\vec{v}_{p}=\vec{q}_{o}$, i.e., $\beta(t)$ is a ruling. Then, we have followings:

$$
k_{n}=0, \kappa_{g}=0, \tau_{g}=-\frac{D^{2} \mu \sin \theta}{f^{2}+g^{2}}
$$

which give us
(i) All rulings are asymptotic.
(ii) All rulings are geodesic.
(iii) The ruling $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(s_{0}, u(t)\right)$ is a line of curvature if and only if $\mu \sin \theta=0$ which suggests that either $\varphi_{\left(\alpha, q_{o}\right)}=\varphi_{(\alpha, T)}$ or $\alpha$ is a plane curve.

Case 4: Let $u=u_{0}$ be constant. Then, $D=\dot{u}=0$ and we have followings:

$$
\begin{aligned}
& k_{n}= \frac{C^{2}}{\sqrt{f^{2}+g^{2}}}\left[(f \mu+g \eta) \cos \theta-g^{2}\left(\frac{f}{g}\right)_{s}-\left(f^{2}+g^{2}\right) \xi\right] \\
& \kappa_{g}= \frac{1}{\sqrt{f^{2}+g^{2}}}\left[C \operatorname { c o s } \theta \left(-\left(f^{2}+g^{2}\right) \dot{C}\right.\right. \\
&\left.\quad+C \cos \theta(\eta f-\mu g)-\frac{1}{2} C\left(f^{2}+g^{2}\right)_{s}\right) \\
& \quad+C g\left(\dot{C} g \cos \theta-C g \theta^{\prime} \sin \theta-\mu C g^{2}+f C \eta g\right) \\
&\left.\quad+C f\left(\dot{C} f \cos \theta-C f \theta^{\prime} \sin \theta-\mu f g C+C f^{2} \eta\right)\right]
\end{aligned} \quad \begin{aligned}
& \left.\left.\quad \begin{array}{l}
C^{2} \\
\tau_{g}=
\end{array} f^{2}+f^{2}+g^{2}\right)(f \mu+g \eta+\xi \cos \theta)+g^{2} \cos \theta\left(\frac{f}{g}\right)_{s}\right]
\end{aligned}
$$

(i) The parameter curve $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(s(t), u_{0}\right)$ is an asymptotic curve if and only if

$$
(f \mu+g \eta) \cos \theta-g^{2}\left(\frac{f}{g}\right)_{s}-\left(f^{2}+g^{2}\right) \xi=0
$$

holds.
(ii) The parameter curve $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(s(t), u_{0}\right)$ is a geodesic if and only if

$$
\begin{aligned}
& C \cos \theta\left(-\left(f^{2}+g^{2}\right) \dot{C}+C \cos \theta(\eta f-\mu g)-\frac{1}{2} C\left(f^{2}+g^{2}\right)_{s}\right) \\
& \quad+C g\left(\dot{C} g \cos \theta-C g \theta^{\prime} \sin \theta-\mu C g^{2}+f C \eta g\right) \\
& \quad+C f\left(\dot{C} f \cos \theta-C f \theta^{\prime} \sin \theta-\mu f g C+C f^{2} \eta\right)=0
\end{aligned}
$$

holds.
(iii) The parameter curve $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(s(t), u_{0}\right)$ is a line of curvature if and only if

$$
\left(f^{2}+g^{2}\right)(f \mu+g \eta+\xi \cos \theta)+g^{2} \cos \theta\left(\frac{f}{g}\right)_{s}=0
$$

holds.
Case 5: Let $C=\dot{s}, D=\dot{u}$ be non-zero constants. Then, the curve has the parametric form $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(c_{1} t+c_{2}, d_{1} t+d_{2}\right)$ where $c_{i}, d_{i},(i=1,2)$ are constants and we have

$$
\begin{aligned}
k_{n}= & C\left[(C \cos \theta+D)\left(A_{1} \cos \theta+A_{2}\right)+\left(C A_{1}+D B_{1}\right)\left(f^{2}+g^{2}\right)\right] \\
\kappa_{g}= & \frac{1}{\sqrt{f^{2}+g^{2}}}\left[(C \cos \theta+D)\left(C(\eta f-\mu g)(2 D+\cos \theta)-\frac{1}{2} C\left(f^{2}+g^{2}\right)_{s}\right)\right. \\
& \left.+C g\left(-C g \theta^{\prime} \sin \theta-\mu C g^{2}+f C \eta g\right)+C f\left(-C f \theta^{\prime} \sin \theta-\mu f g C+C f^{2} \eta\right)\right] \\
\tau_{g}= & \sqrt{f^{2}+g^{2}}\left[C\left(C A_{2}+D B_{2}\right)-D\left(C A_{1}+D B_{1}\right)\right]
\end{aligned}
$$

which give followings:
(i) $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(c_{1} t+c_{2}, d_{1} t+d_{2}\right)$ is an asymptotic curve if and only if

$$
(C \cos \theta+D)\left(A_{1} \cos \theta+A_{2}\right)+\left(C A_{1}+D B_{1}\right)\left(f^{2}+g^{2}\right)=0
$$

holds.
(ii) $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(c_{1} t+c_{2}, d_{1} t+d_{2}\right)$ is a geodesic if and only if

$$
\begin{aligned}
& (C \cos \theta+D)\left(+C(\eta f-\mu g)(2 D+\cos \theta)-\frac{1}{2} C\left(f^{2}+g^{2}\right)_{s}\right) \\
& \quad+C g\left(-C g \theta^{\prime} \sin \theta-\mu C g^{2}+f C \eta g\right)+C f\left(-C f \theta^{\prime} \sin \theta-\mu f g C+C f^{2} \eta\right)=0
\end{aligned}
$$

holds.
(iii) $\beta(t)=\varphi_{\left(\alpha, q_{o}\right)}\left(c_{1} t+c_{2}, d_{1} t+d_{2}\right)$ is a line of curvature if and only if

$$
\frac{C A_{1}+D B_{1}}{C A_{2}+D B_{2}}=\mathrm{constant}
$$

holds.
Let now consider the Frenet frame of a non-cylindrical OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$. Differentiating the ruling $\vec{q}_{o}=\cos \theta \vec{T}+\sin \theta \vec{N}$, it follows

$$
\begin{equation*}
\vec{q}_{o}^{\prime}=-\eta \sin \theta \vec{T}+\eta \cos \theta \vec{N}+\tau \sin \theta \vec{B} \tag{3.17}
\end{equation*}
$$

Then, the central normal and central tangent vectors of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ are computed as

$$
\begin{align*}
& \vec{h}=\frac{1}{\sqrt{\eta^{2}+\tau^{2} \sin ^{2} \theta}}(-\eta \sin \theta \vec{T}+\eta \cos \theta \vec{N}+\tau \sin \theta \vec{B})  \tag{3.18}\\
& \vec{a}=\frac{1}{\sqrt{\eta^{2}+\tau^{2} \sin ^{2} \theta}}\left(\tau \sin ^{2} \theta \vec{T}-\tau \cos \theta \sin \theta \vec{N}+\eta \vec{B}\right)
\end{align*}
$$

respectively. From the equations (3.17) and (3.18), we have following theorem:
Theorem 3.11. For the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ the followings are equivalent:
(i) The angle between the vectors $\vec{q}_{o}$ and $\vec{T}$ is given by $\theta=-\int_{0}^{s} \kappa d s$.
(ii) The central normal vector $\vec{h}$ coincides with the binormal vector $\vec{B}$ of $\alpha$.
(iii) The central tangent vector $\vec{a}$ lies in the osculating plane of $\alpha$.

Proof. Let the angle $\theta$ be given by $\theta=-\int_{0}^{s} \kappa d s$. Then, we get $\eta=0$. Thus, the proof is clear from (3.18).

Corollary 3.4. Let the angle between the vectors $\vec{q}_{o}$ and $\vec{T}$ is given by $\theta=-\int_{0}^{s} \kappa d s$. Then, $\alpha$ is a general helix if and only if the OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ is an $h$-slant ruled surface.

Theorem 3.12. The Frenet frame $\left\{\vec{q}_{o}, \vec{h}, \vec{a}\right\}$ of OT-ruled surface $\varphi_{\left(\alpha, q_{o}\right)}$ coincides with the Frenet frame $\{\vec{T}, \vec{N}, \vec{B}\}$ of base curve $\alpha$ if and only if $\varphi_{\left(\alpha, q_{o}\right)}$ is the tangent surface $\varphi_{(\alpha, T)}$ of $\alpha$.

## 4. Examples

Example 4.1. Let consider the general helix curve $\alpha_{1}$ given by the parametrization

$$
\vec{\alpha}_{1}(s)=\left(\cos \left(\frac{s}{\sqrt{2}}\right), \sin \left(\frac{s}{\sqrt{2}}\right), \frac{s}{\sqrt{2}}\right)
$$

For the required Frenet elements of $\alpha_{1}$, we obtain

$$
\begin{aligned}
& \vec{T}(s)=\left(-\frac{1}{\sqrt{2}} \sin \left(\frac{s}{\sqrt{2}}\right), \frac{1}{\sqrt{2}} \cos \left(\frac{s}{\sqrt{2}}\right), \frac{1}{\sqrt{2}}\right), \\
& \vec{N}(s)=\left(-\cos \left(\frac{s}{\sqrt{2}}\right),-\sin \left(\frac{s}{\sqrt{2}}\right), 0\right) \\
& \kappa(s)=\frac{1}{2}, \tau(s)=\frac{1}{2}
\end{aligned}
$$

By choosing $\theta(s)=s$, we get

$$
\begin{aligned}
\vec{q}_{o}(s)=( & -\frac{1}{\sqrt{2}} \cos (s) \sin \left(\frac{s}{\sqrt{2}}\right)-\sin (s) \cos \left(\frac{s}{\sqrt{2}}\right) \\
& \left.\frac{1}{\sqrt{2}} \cos (s) \cos \left(\frac{s}{\sqrt{2}}\right)-\sin (s) \sin \left(\frac{s}{\sqrt{2}}\right), \frac{1}{\sqrt{2}} \cos (s)\right) .
\end{aligned}
$$

and the OT-ruled surface $\varphi_{1\left(\alpha_{1}, q_{o}\right)}$ has the parametrization

$$
\begin{aligned}
\vec{\varphi}_{1\left(\alpha_{1}, q_{o}\right)}=( & \cos \left(\frac{s}{\sqrt{2}}\right)+u\left(-\frac{1}{\sqrt{2}} \cos (s) \sin \left(\frac{s}{\sqrt{2}}\right)-\sin (s) \cos \left(\frac{s}{\sqrt{2}}\right)\right), \\
& \sin \left(\frac{s}{\sqrt{2}}\right)+u\left(\frac{1}{\sqrt{2}} \cos (s) \cos \left(\frac{s}{\sqrt{2}}\right)-\sin (s) \sin \left(\frac{s}{\sqrt{2}}\right)\right) \\
& \left.\frac{s}{\sqrt{2}}+\frac{1}{\sqrt{2}} u \cos (s)\right) .
\end{aligned}
$$

From (2.1), the equation of the striction line of OT-ruled surface $\varphi_{1\left(\alpha_{1}, q_{o}\right)}$ is given by

$$
\begin{aligned}
\vec{c}_{1}(s)= & \frac{\frac{3 \sqrt{2}}{2} \sin (2 s) \sin \left(\frac{\sqrt{2}}{2} s\right)-\cos \left(\frac{\sqrt{2}}{2} s\right)\left(5 \cos ^{2}(s)+4\right)}{\cos ^{2}(s)-10}, \\
& -\frac{\frac{3 \sqrt{2}}{2} \sin (2 s) \cos \left(\frac{\sqrt{2}}{2} s\right)+\sin \left(\frac{\sqrt{2}}{2} s\right)\left(5 \cos ^{2}(s)+4\right)}{\cos ^{2}(s)-10}, \\
& \left.\frac{\sqrt{2}\left(s \cos ^{2}(s)-3 \sin (2 s)-10 s\right)}{2\left(\cos ^{2}(s)-10\right)}\right)
\end{aligned}
$$

The curvatures of $\varphi_{1\left(\alpha_{1}, q_{o}\right)}$ are computed as $\eta(s)=\frac{3}{2}, \xi(s)=\frac{1}{2} \cos (s), \mu(s)=\frac{1}{2} \sin (s)$ and the functions $f$ and $g$ are given by $f(s, u)=\sin (s)+\frac{3}{2} u, g(s, u)=\frac{1}{2} u \sin (s)$. The graph of $\varphi_{1}\left(\alpha_{1}, q_{o}\right)$ for the intervals $s \in[0,3 \pi], u \in[-1,1]$ is given in Figure 4.1. From Proposition 3.3, the base curve $\alpha_{1}$ (red) and striction line $c_{1}$ (blue) intersect at the points $\varphi_{1\left(\alpha_{1}, q_{o}\right)}(0,0)$, $\varphi_{1\left(\alpha_{1}, q_{o}\right)}(\pi, 0), \varphi_{1\left(\alpha_{1}, q_{o}\right)}(2 \pi, 0), \varphi_{1\left(\alpha_{1}, q_{o}\right)}(3 \pi, 0)$ which are also singular points of $\varphi_{1\left(\alpha_{1}, q_{o}\right)}$ and shown with black color in Figure 4.1.


Fig. 4.1: The OT-ruled surface $\varphi_{1}\left(\alpha_{1}, q_{o}\right)$

Example 4.2. Let the curve $\alpha_{2}$ be given by the parametrization

$$
\vec{\alpha}_{2}(s)=\left(\frac{3}{2} \cos \left(\frac{s}{2}\right)+\frac{1}{6} \cos \left(\frac{3 s}{2}\right), \frac{3}{2} \sin \left(\frac{s}{2}\right)+\frac{1}{6} \sin \left(\frac{3 s}{2}\right), \sqrt{3} \cos \left(\frac{s}{2}\right)\right)
$$

whose required Frenet elements are

$$
\begin{aligned}
\vec{T}(s) & =\left(-\frac{3}{4} \sin \left(\frac{s}{2}\right)-\frac{1}{4} \sin \left(\frac{3 s}{2}\right), \frac{3}{4} \cos \left(\frac{s}{2}\right)+\frac{1}{4} \cos \left(\frac{3 s}{2}\right),-\frac{\sqrt{3}}{2} \sin \left(\frac{s}{2}\right)\right) \\
\vec{N}(s) & =\left(-\frac{\sqrt{3}}{2} \cos (s),-\frac{\sqrt{3}}{2} \sin (s),-\frac{1}{2}\right) \\
\kappa(s) & =\frac{\sqrt{3}}{2} \cos \left(\frac{s}{2}\right), \tau(s)=-\frac{\sqrt{3}}{2} \sin \left(\frac{s}{2}\right)
\end{aligned}
$$

where we calculate

$$
\frac{\kappa^{2}}{\left(\kappa^{2}+\tau^{2}\right)^{3 / 2}}\left(\frac{\tau}{\kappa}\right)^{\prime}=-\frac{\sqrt{3}}{3}=\text { constant }
$$

Therefore, we obtain that $\alpha_{2}$ is a slant helix. By choosing $\theta(s)=\frac{s}{2}$, we get

$$
\begin{aligned}
\vec{q}_{o}(s)=( & -\frac{1}{2} \sin \left(\frac{s}{2}\right)\left(2 \cos ^{2}\left(\frac{s}{2}\right)\left(\cos \left(\frac{s}{2}\right)+\sqrt{3}\right)+\cos \left(\frac{s}{2}\right)-\sqrt{3}\right) \\
& \left.\cos \left(\frac{s}{2}\right)\left(\cos ^{2}\left(\frac{s}{2}\right)\left(\sqrt{3}+\cos \left(\frac{s}{2}\right)\right)-\sqrt{3}\right),-\frac{1}{2} \sin \left(\frac{s}{2}\right)\left(\sqrt{3} \cos \left(\frac{s}{2}\right)+1\right)\right) .
\end{aligned}
$$

Then, the parametrization of the OT-ruled surface $\varphi_{2\left(\alpha_{2}, q_{o}\right)}$ and its striction line $c_{2}$ can be written easily by using the equalities (3.1) and (2.1), respectively. The curvatures of that surface are

$$
\eta(s)=\frac{1}{2}+\frac{\sqrt{3}}{2} \cos \left(\frac{s}{2}\right), \xi(s)=-\frac{\sqrt{3}}{4} \sin (s), \mu(s)=-\frac{\sqrt{3}}{2} \sin ^{2}\left(\frac{s}{2}\right) .
$$

Furthermore, the functions $f$ and $g$ are calculated as

$$
f(s, u)=\sin \left(\frac{s}{2}\right)+u\left(\frac{1}{2}+\frac{\sqrt{3}}{2} \cos \left(\frac{s}{2}\right)\right), g(s, u)=-\frac{\sqrt{3}}{2} u \sin ^{2}\left(\frac{s}{2}\right) .
$$

The graph of $\varphi_{2\left(\alpha_{2}, q_{o}\right)}$ for intervals $s \in[-2 \pi, 2 \pi]$ and $u \in[-1,1]$ is given in Figure 4.2. From Proposition 3.3, the base curve $\alpha_{2}$ (red) and striction line $c_{2}$ (blue) intersect at the points

$$
\begin{aligned}
& p_{1}=\varphi_{2\left(\alpha_{2}, q_{o}\right)}(-2 \pi, 0)=\varphi_{2\left(\alpha_{2}, q_{o}\right)}(\pi, 0), p_{2}=\varphi_{2\left(\alpha_{2}, q_{o}\right)}(0,0) \\
& p_{3}=\varphi_{2\left(\alpha_{2}, q_{o}\right)}\left(2\left(\pi-\arccos \left(\frac{\sqrt{3}}{3}\right)\right), 0\right), p_{4}=\varphi_{2\left(\alpha_{2}, q_{o}\right)}\left(2\left(\pi+\arccos \left(\frac{\sqrt{3}}{3}\right)\right), 0\right) .
\end{aligned}
$$

Here, $p_{1}, p_{2} \in S$ are singular points of $\varphi_{2}\left(\alpha_{2}, q_{o}\right) p_{3}, p_{4} \in Y$ are non-singular points which are given black and green in Figure 4.2, respectively.


Fig. 4.2: The OT-ruled surface $\varphi_{2\left(\alpha_{2}, q_{o}\right)}$

Example 4.3. Let $\alpha_{3}$ be given by the parametrization

$$
\begin{aligned}
& \vec{\alpha}_{3}(s)=\frac{5 \sqrt{26}}{26}\left(\frac{(\sqrt{26}-26) \sin \left(\left(1+\frac{\sqrt{26}}{13}\right) s\right)}{104+8 \sqrt{26}}+\frac{(\sqrt{26}+26) \sin \left(\left(1-\frac{\sqrt{26}}{13}\right) s\right)}{-104+8 \sqrt{26}}-\frac{1}{2} \sin (s)\right. \\
& \frac{(26-\sqrt{26}) \cos \left(\left(1+\frac{\sqrt{26}}{13}\right) s\right)}{104+8 \sqrt{26}}-\frac{(\sqrt{26}+26) \cos \left(\left(1-\frac{\sqrt{26}}{13}\right) s\right)}{-104+8 \sqrt{26}}+\frac{1}{2} \cos (s) \\
&\left.\frac{5}{4} \cos \left(\frac{\sqrt{26}}{13} s\right)\right)
\end{aligned}
$$

which is a special chosen of general Salkowski curve defined in [10]. The required Frenet elements are

$$
\begin{aligned}
\vec{T}(s)= & \left(-\cos (s) \cos \left(\frac{\sqrt{26}}{26} s\right)-\frac{\sqrt{26}}{26} \sin (s) \sin \left(\frac{\sqrt{26}}{26} s\right)\right. \\
& \left.-\sin (s) \cos \left(\frac{\sqrt{26}}{26} s\right)+\frac{\sqrt{26}}{26} \cos (s) \sin \left(\frac{\sqrt{26}}{26} s\right),-\frac{5 \sqrt{26}}{26} \sin \left(\frac{\sqrt{26}}{26} s\right)\right) \\
\vec{N}(s)= & \left(\frac{5 \sqrt{26}}{26} \sin (s),-\frac{5 \sqrt{26}}{26} \cos (s),-\frac{\sqrt{26}}{26}\right) \\
\kappa(s)=1, & \tau(s)=\tan \left(\frac{\sqrt{26}}{26} s\right)
\end{aligned}
$$

By choosing $\theta(s)=\frac{s}{\sqrt{26}}$, we get

$$
\begin{aligned}
\vec{q}_{o}(s)=( & -\frac{\sqrt{26}}{26} \cos \left(\frac{\sqrt{26}}{26} s\right) \sin (s) \sin \left(\frac{\sqrt{26}}{26} s\right)-\cos (s) \cos ^{2}\left(\frac{\sqrt{26}}{26} s\right)+\frac{5 \sqrt{26}}{26} \sin (s) \sin \left(\frac{\sqrt{26}}{26} s\right) \\
& \frac{\sqrt{26}}{26} \cos \left(\frac{\sqrt{26}}{26} s\right) \cos (s) \sin \left(\frac{\sqrt{26}}{26} s\right)-\frac{5 \sqrt{26}}{26} \cos (s) \sin \left(\frac{\sqrt{26}}{26} s\right)-\sin (s) \cos ^{2}\left(\frac{\sqrt{26}}{26} s\right) \\
& \left.-\frac{\sqrt{26}}{26} \sin \left(\frac{\sqrt{26}}{26} s\right)\left(5 \cos \left(\frac{\sqrt{26}}{26} s\right)+1\right)\right)
\end{aligned}
$$

Then the parametrization of the OT-ruled surface $\varphi_{3\left(\alpha_{3}, q_{o}\right)}$ and the equation of striction line $c_{3}$ can be written easily from the equalities (3.1) and (2.1), respectively. This surface has the curvatures

$$
\eta(s)=1+\frac{\sqrt{26}}{26}, \xi(s)=\sin \left(\frac{\sqrt{26}}{26} s\right), \mu(s)=\tan \left(\frac{\sqrt{26}}{26} s\right) \sin \left(\frac{\sqrt{26}}{26} s\right)
$$

and the functions $f$ and $g$ are calculated as

$$
f(s, u)=\sin \left(\frac{\sqrt{26}}{26} s\right)+u\left(1+\frac{\sqrt{26}}{26}\right), g(s, u)=u \tan \left(\frac{\sqrt{26}}{26} s\right) \sin \left(\frac{\sqrt{26}}{26} s\right) .
$$

The graph of $\varphi_{3}\left(\alpha_{3}, q_{o}\right)$ for intervals $s \in\left[-\frac{\sqrt{26}}{2} \pi, \frac{\sqrt{26}}{2} \pi\right]$ and $u \in[-0.5,0.5]$ is given in Figure 4.3. Proposition 3.3, the base curve $\alpha_{3}$ (red) and striction line $c_{3}$ (blue) intersect at the points $\varphi_{3\left(\alpha_{3}, q_{o}\right)}\left(-\frac{\sqrt{26}}{2} \pi, 0\right), \varphi_{3\left(\alpha_{3}, q_{o}\right)}(0,0)$ and $\varphi_{3\left(\alpha_{3}, q_{o}\right)}\left(\frac{\sqrt{26}}{2} \pi, 0\right)$. All these points are singular points of $\varphi_{3}\left(\alpha_{3}, q_{o}\right)$ and given by black in Figure 4.3.


FIG. 4.3: The OT-ruled surface $\varphi_{3}\left(\alpha_{3}, q_{o}\right)$

## 5. Conclusions

A new type of ruled surfaces has been defined according to the position of the ruling. Taking the ruling on the osculating plane of a curve, these surfaces is defined as osculating type ruled surface or OT-ruled surface. Many properties of such surfaces have been obtained. Of course, this subject can be considered in some other spaces such as Lorentzian space and Galilean space, and properties of OT-ruled surfaces can be given in these spaces according to the characters of base curve and ruling.
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#### Abstract

In this paper, entries of sequences, infinite series and infinite matrices are real or complex numbers. We prove some interesting properties of the matrix classes $\left(c_{0}, c\right)$ and $\left(c_{0}, c ; P\right)$.


Keywords: First convolution, Banach space, commutative, non-associative algebra, second convolution, groupoid, subgroupoid, ideal.

## 1. Introduction and Preliminaries

We need the following sequence spaces in the sequel:

$$
\begin{aligned}
c_{0} & =\left\{x=\left\{x_{k}\right\} / \lim _{k \rightarrow \infty} x_{k}=0\right\} \\
c & =\left\{x=\left\{x_{k}\right\} / \lim _{k \rightarrow \infty} x_{k} \text { exists }\right\}
\end{aligned}
$$

We know that $c_{0}$ and $c$ are Banach spaces under the norm

$$
\|x\|=\sup _{k \geq 0}\left|x_{k}\right|, x=\left\{x_{k}\right\} \in c_{0} \text { or } c .
$$

Let $A=\left(a_{n k}\right), n, k=0,1,2, \ldots$ be an infinite matrix. Then we write $A \in\left(c_{0}, c\right)$ if

$$
(A x)_{n}=\sum_{k=0}^{\infty} a_{n k} x_{k}, n=0,1,2, \ldots
$$
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is defined and the sequence $A(x)=\left\{(A x)_{n}\right\} \in c$, whenever $x=\left\{x_{k}\right\} \in c_{0} . A(x)$ is called the $A$-transform of $x=\left\{x_{k}\right\}$. We write $A \in\left(c_{0}, c ; P\right)$ if $A \in\left(c_{0}, c\right)$ and

$$
\lim _{n \rightarrow \infty}(A x)_{n}=\lim _{k \rightarrow \infty} x_{k}=0, x=\left\{x_{k}\right\} \in c_{0}
$$

The following results can be easily proved.

Theorem 1.1. [2] $A=\left(a_{n k}\right) \in\left(c_{0}, c\right)$ if and only if

$$
\begin{equation*}
\sup _{n \geq 0} \sum_{k=0}^{\infty}\left|a_{n k}\right|<\infty \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n k}=\delta_{k} \text { exists, } k=0,1,2, \ldots \tag{1.2}
\end{equation*}
$$

Further, $A \in\left(c_{0}, c ; P\right)$ if and only if (1.1) holds and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n k}=0, k=0,1,2, \ldots \tag{1.3}
\end{equation*}
$$

The following definitions are needed ([1]).

Definition 1.1. Given the infinite matrices $A=\left(a_{n k}\right), B=\left(b_{n k}\right)$, we define

$$
\begin{equation*}
(A * B)_{n k}=\sum_{i=0}^{k} a_{n i} b_{n, k-i}, n, k=0,1,2, \ldots \tag{1.4}
\end{equation*}
$$

$A * B=\left((A * B)_{n k}\right)$ is called the "first convolution" of $A$ and $B$;

$$
\begin{equation*}
(A * * B)_{n k}=\frac{1}{k+1} \sum_{i=0}^{k} a_{n i} b_{n, k-i}, n, k=0,1,2, \ldots \tag{1.5}
\end{equation*}
$$

$A * * B=\left((A * * B)_{n k}\right)$ is called the "second convolution" of $A$ and $B$.

## 2. Main Results

We now have

Theorem 2.1. $\left(c_{0}, c\right)$ is a Banach space under the norm

$$
\begin{equation*}
\|A\|=\sup _{n \geq 0} \sum_{k=0}^{\infty}\left|a_{n k}\right|, A=\left(a_{n k}\right) \in\left(c_{0}, c\right) \tag{2.1}
\end{equation*}
$$

Proof. We can check that $\|\cdot\|$, defined by (2.1), is indeed a norm. We will prove that $\left(c_{0}, c\right)$ is complete with respect to the norm defined by (2.1). To this end, let $\left\{A^{(n)}\right\}$ be a Cauchy sequence in $\left(c_{0}, c\right)$, where

$$
A^{(n)}=\left(a_{i j}^{(n)}\right), i, j=0,1,2, \ldots ; n=0,1,2, \ldots
$$

Since $\left\{A^{n}\right\}$ is Cauchy, for $\epsilon>0$, there exists a positive integer $n_{0}$ such that

$$
\begin{array}{r}
\left\|A^{(m)}-A^{(n)}\right\|<\epsilon, m, n \geq n_{0}, \\
i . e ., \sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}^{(m)}-a_{i j}^{(n)}\right|<\epsilon, m, n \geq n_{0} . \tag{2.2}
\end{array}
$$

Thus, for all $i, j=0,1,2, \ldots$,

$$
\begin{equation*}
\left|a_{i j}^{(m)}-a_{i j}^{(n)}\right|<\epsilon, m, n \geq n_{0} . \tag{2.3}
\end{equation*}
$$

So, $\left\{a_{i j}^{(n)}\right\}_{n=0}^{\infty}$ is a Cacuhy sequence of real (or complex) numbers. Since the field of real (or complex) numbers is complete,

$$
a_{i j}^{(n)} \rightarrow a_{i j}, n \rightarrow \infty,
$$

where $a_{i j}$ is a real (or complex) number, $i, j=0,1,2, \ldots$. Consider the infinite $\operatorname{matrix} A=\left(a_{i j}\right)$. From (2.2), we get, for all $i=0,1,2, \ldots$,

$$
\begin{equation*}
\sum_{j=0}^{J}\left|a_{i j}^{(m)}-a_{i j}^{(n)}\right|<\epsilon, m, n \geq n_{0}, J=0,1,2, \ldots \tag{2.4}
\end{equation*}
$$

Now, for all $n \geq n_{0}$, allowing $m \rightarrow \infty$ in (2.4), we get

$$
\sum_{j=0}^{J}\left|a_{i j}-a_{i j}^{(n)}\right| \leq \epsilon, n \geq n_{0}, i, J=0,1,2, \ldots
$$

from which we have

$$
\sum_{j=0}^{\infty}\left|a_{i j}-a_{i j}^{(n)}\right| \leq \epsilon, n \geq n_{0}, i=0,1,2, \ldots
$$

$$
\begin{array}{ll}
\text { i.e., } & \sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}-a_{i j}^{(n)}\right| \leq \epsilon, n \geq n_{0}  \tag{2.5}\\
\text { i.e., } & \left\|A^{(n)}-A\right\| \leq \epsilon, n \geq n_{0} \\
\text { i.e., } & A^{(n)} \rightarrow A, n \rightarrow \infty
\end{array}
$$

We now claim that $A \in\left(c_{0}, c\right)$. In view of (2.5),

$$
\begin{equation*}
\sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}-a_{i j}^{\left(n_{0}\right)}\right| \leq \epsilon \tag{2.6}
\end{equation*}
$$

Since $A^{\left(n_{0}\right)}=\left(a_{i j}^{\left(n_{0}\right)}\right) \in\left(c_{0}, c\right)$,

$$
\begin{equation*}
\sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}^{\left(n_{0}\right)}\right|=M<\infty \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{i \rightarrow \infty} a_{i j}^{\left(n_{0}\right)}=\delta_{j}^{\left(n_{0}\right)} \text { exists, } j=0,1,2, \ldots \tag{2.8}
\end{equation*}
$$

Now, for all $i=0,1,2, \ldots$,

$$
\begin{aligned}
\sum_{j=0}^{\infty}\left|a_{i j}\right| & =\sum_{j=0}^{\infty}\left|\left\{a_{i j}-a_{i j}^{\left(n_{0}\right)}\right\}+a_{i j}^{\left(n_{0}\right)}\right| \\
& \leq \sum_{j=0}^{\infty}\left|a_{i j}-a_{i j}^{\left(n_{0}\right)}\right|+\sum_{j=0}^{\infty}\left|a_{i j}^{\left(n_{0}\right)}\right| \\
& \leq \sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}-a_{i j}^{\left(n_{0}\right)}\right|+\sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}^{\left(n_{0}\right)}\right| \\
& \leq \epsilon+M, \text { using }(2.6) \text { and }(2.7) \\
& <\infty,
\end{aligned}
$$

so that

$$
\sup _{i \geq 0} \sum_{j=0}^{\infty}\left|a_{i j}\right|<\infty .
$$

Next, we claim that $\left\{a_{i j}\right\}_{i=0}^{\infty}$ is a Cauchy sequence of real (or complex) numbers, $j=0,1,2, \ldots$. To this end,

$$
\begin{align*}
\left|a_{u j}-a_{v j}\right|= & \mid\left\{a_{u j}-a_{u j}^{\left(n_{0}\right)}\right\}+\left\{a_{v j}^{\left(n_{0}\right)}-a_{v j}\right\} \\
& +\left\{a_{u j}^{\left(n_{0}\right)}-a_{v j}^{\left(n_{0}\right)}\right\} \mid \\
\leq & \left|a_{u j}-a_{u j}^{\left(n_{0}\right)}\right|+\left|a_{v j}^{\left(n_{0}\right)}-a_{v j}\right| \\
& \quad+\left|a_{u j}^{\left(n_{0}\right)}-a_{v j}^{\left(n_{0}\right)}\right| \\
\leq & 2 \epsilon+\left|a_{u j}^{\left(n_{0}\right)}-a_{v j}^{\left(n_{0}\right)}\right|, \text { using (2.6). } \tag{2.9}
\end{align*}
$$

Since $\left\{a_{u j}^{\left(n_{0}\right)}\right\}_{u=0}^{\infty}$ converges, $A^{\left(n_{0}\right)} \in\left(c_{0}, c\right)$, it is a Cauchy sequence and so, for $\epsilon>0$, there exists a positive integer $L$ such that

$$
\begin{equation*}
\left|a_{u j}^{\left(n_{0}\right)}-a_{v j}^{\left(n_{0}\right)}\right|<\epsilon, u, v \geq L . \tag{2.10}
\end{equation*}
$$

In view of (2.9) and (2.10), we have

$$
\left|a_{u j}-a_{v j}\right|<2 \epsilon+\epsilon, u, v \geq L
$$

Consequently, $\left\{a_{i j}\right\}_{i=0}^{\infty}$ is a Cauchy sequence of real (or complex) numbers and so it converges, i.e.,

$$
\lim _{i \rightarrow \infty} a_{i j} \text { exists, } j=0,1,2, \ldots
$$

Hence $A=\left(a_{i j}\right) \in\left(c_{0}, c\right)$, completing the proof of the theorem.
Theorem 2.2. $\left(c_{0}, c\right)$ is a commutative Banach algebra with identity under the first convolution $*$.

Proof. It suffices to prove closure under $*$ and the submultiplicative property of the norm. Let $A=\left(a_{n k}\right), B=\left(b_{n k}\right) \in\left(c_{0}, c\right)$ and $C=\left(c_{n k}\right)=A * B$. Now, for $k=0,1,2, \ldots$,

$$
\begin{aligned}
c_{n k} & =(A * B)_{n k} \\
& =\sum_{i=0}^{k} a_{n i} b_{n, k-i} \\
& \rightarrow \sum_{i=0}^{k} a_{i} b_{k-i}, n \rightarrow \infty
\end{aligned}
$$

where, $\lim _{n \rightarrow \infty} a_{n k}=a_{k}, \lim _{n \rightarrow \infty} b_{n k}=b_{k}, k=0,1,2, \ldots$.
For $n=0,1,2, \ldots$,

$$
\begin{aligned}
\sum_{k=0}^{\infty}\left|c_{n k}\right| & =\sum_{k=0}^{\infty}\left|\sum_{i=0}^{k} a_{n i} b_{n, k-i}\right| \\
& \leq \sum_{k=0}^{\infty} \sum_{i=0}^{k}\left|a_{n i}\right|\left|b_{n, k-i}\right| \\
& =\left(\sum_{k=0}^{\infty}\left|a_{n k}\right|\right)\left(\sum_{k=0}^{\infty}\left|b_{n k}\right|\right) \\
& \leq\left(\sup _{n \geq 0} \sum_{k=0}^{\infty}\left|a_{n k}\right|\right)\left(\sup _{n \geq 0} \sum_{k=0}^{\infty}\left|b_{n k}\right|\right) \\
& =\|A\|\|B\|
\end{aligned}
$$

so that

$$
\begin{aligned}
& \sup _{n \geq 0} \sum_{k=0}^{\infty}\left|c_{n k}\right| \leq\|A\|\|B\|, \\
& \text { i.e., }\|A * B\| \leq\|A\|\|B\|,
\end{aligned}
$$

completing the proof of the theorem.

Theorem 2.3. $\left(c_{0}, c\right)$ is a Banach space, which is a commutative, non-associative algebra without identity, under the second convolution **, with norm defined by (2.1).

Proof. Let $A=\left(a_{n k}\right), B=\left(b_{n k}\right) \in\left(c_{0}, c\right)$. Then

$$
(A * * B)_{n k}=\frac{1}{k+1} \sum_{i=0}^{k} a_{n i} b_{n, k-i}, \text { by (1.5). }
$$

We first claim that $\left(c_{0}, c\right)$ is closed under the second convolution $* *$. For $k=$ $0,1,2, \ldots$,

$$
(A * * B)_{n k} \rightarrow \frac{1}{k+1} \sum_{i=0}^{k} a_{i} b_{k-i}, n \rightarrow \infty
$$

where $\lim _{n \rightarrow \infty} a_{n k}=a_{k}, \lim _{n \rightarrow \infty} b_{n k}=b_{k}, k=0,1,2, \ldots$.
Also, for $n=0,1,2, \ldots$,

$$
\begin{aligned}
\sum_{k=0}^{\infty}\left|(A * * B)_{n k}\right| & \leq \sum_{k=0}^{\infty} \sum_{i=0}^{k}\left|a_{n i}\right|\left|b_{n, k-i}\right| \\
& =\left(\sum_{k=0}^{\infty}\left|a_{n k}\right|\right)\left(\sum_{k=0}^{\infty}\left|b_{n k}\right|\right) \\
& \leq\|A\|\|B\|
\end{aligned}
$$

Thus,

$$
\sup _{n \geq 0}\left(\sum_{k=0}^{\infty}\left|(A * * B)_{n k}\right|\right) \leq\|A\|\|B\|
$$

so that $A * * B \in\left(c_{0}, c\right)$ and

$$
\|A * * B\| \leq\|A\|\|B\|
$$

Commutativity can be easily checked. Non-associativity can be established as follows: Let

$$
\begin{gathered}
A=B=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & \ldots \\
1 & 1 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & \ldots \\
\cdots & \ldots & \ldots & \ldots & \ldots
\end{array}\right), \\
C=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & \ldots \\
0 & 0 & 1 & 0 & \ldots \\
\cdots & \ldots & \ldots & \ldots & \ldots
\end{array}\right) .
\end{gathered}
$$

Note that $A, B, C \in\left(c_{0}, c\right)$, using Theorem 1.1. Simple computation shows that

$$
((A * * B) * * C)_{11}=\frac{1}{2}
$$

and

$$
(A * *(B * * C))_{11}=\frac{1}{4},
$$

which proves that

$$
(A * * B) * * C \neq A * *(B * * C)
$$

i.e., $\left(c_{0}, c\right)$ is non-associative. Again $\left(c_{0}, c\right)$ does not have an identity under $* *$. Suppose an identity $E=\left(e_{n k}\right)$ exists. Then

$$
A * * E=A, \text { for all } A=\left(a_{n k}\right) \in\left(c_{0}, c\right)
$$

Consider

$$
A=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & \ldots \\
1 & 1 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right) \in\left(c_{0}, c\right)
$$

Simple computation shows that

$$
\begin{equation*}
e_{11}=1 \tag{2.11}
\end{equation*}
$$

Again, consider

$$
A=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & \ldots \\
1 & 0 & 0 & 0 & \ldots \\
1 & 0 & 0 & 0 & \ldots \\
\cdots & \ldots & \ldots & \ldots & \ldots
\end{array}\right) \in\left(c_{0}, c\right)
$$

Again, simple computation shows that

$$
\begin{equation*}
e_{11}=0 \tag{2.12}
\end{equation*}
$$

(2.11) and (2.12) lead to a contradiction, proving that $\left(c_{0}, c\right)$ has no identity. By Theorem 2.1, $\left(c_{0}, c\right)$ is a Banach space under the norm defined by (2.1). This completes the proof of the theorem.

As noted in ([1], p. 183), the set $S$ of all infinite matrices is a groupoid under the second convolution $* *$, i.e., $S$ is closed under $* *$. Also $S$ is commutative, nonassociative and $S$ has no identity. We now have

Theorem 2.4. $\left(c_{0}, c ; P\right)$ is a subgroupoid of $S$ under the second convolution $* *$.
Proof. Let $A=\left(a_{n k}\right), B=\left(b_{n k}\right) \in\left(c_{0}, c ; P\right)$. Let $C=\left(c_{n k}\right)=A * * B$. We already know that $A * * B \in\left(c_{0}, c\right)$.
Now,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} a_{n k}=\lim _{n \rightarrow \infty} b_{n k}=0, k=0,1,2, \ldots \\
c_{n k} & =\frac{1}{k+1}\left[a_{n 0} b_{n k}+a_{n 1} b_{n, k-1}+\cdots+a_{n k} b_{n 0}\right] \\
& \rightarrow 0, n \rightarrow \infty, k=0,1,2, \ldots
\end{aligned}
$$

Thus, $A * * B \in\left(c_{0}, c ; P\right)$, completing the proof.

Let $\left(c_{0}, c\right)^{\prime}$ denote the subclass of $\left(c_{0}, c\right)$ consisting of all $A=\left(a_{n k}\right) \in\left(c_{0}, c\right)$ such that

$$
a_{n k} \rightarrow 0, k \rightarrow \infty, n=0,1,2, \ldots
$$

Theorem 2.5. $\left(c_{0}, c\right)^{\prime}$ is an ideal of $\left(c_{0}, c\right)$ under the second convolution $* *$.
Proof. Let $A=\left(a_{n k}\right) \in\left(c_{0}, c\right)$ and $B=\left(b_{n k}\right) \in\left(c_{0}, c\right)^{\prime}$. We claim that $A * * B \in$ $\left(c_{0}, c\right)^{\prime}$. We know that $\left(c_{0}, c\right)$ is commutative under the second convolution $*^{*}$. We already know that $A * * B \in\left(c_{0}, c\right)$. Now,

$$
\begin{aligned}
(A * * B)_{n k} & =\frac{1}{k+1}\left(\sum_{i=0}^{k} a_{n i} b_{n, k-i}\right) \\
\left|(A * * B)_{n k}\right| & \leq \frac{1}{k+1}\left(\sum_{i=0}^{k}\left|a_{n i}\right|\left|b_{n, k-i}\right|\right) \\
& \leq \frac{1}{k+1}\|A\|\|B\| \\
& \rightarrow 0, k \rightarrow \infty, n=0,1,2, \ldots
\end{aligned}
$$

Consequently, $A * * B \in\left(c_{0}, c\right)^{\prime}$, completing the proof.
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#### Abstract

In this paper, we consider the concept of probabilistic $(\epsilon, \lambda)$-local contraction which is a generalization of probabilistic contraction of Sehgal type, and the concept of probabilistic G-metric space, which is a generalization of the Menger probabilistic metric space. Then we prove some new coupled fixed point theorems for uniformly locally contractive mappings on probabilistic metric spaces. Also, we establish some coupled fixed point theorems for contractive mappings in probabilistic G-metric space. The article includes some examples and an application to a system of integral equations which supports of main results.


Keywords: Generalized probabilistic metric space, $(\epsilon, \lambda)$-local contraction, Coupled fixed point, Uniformly locally contractive.

## 1. Introduction

In 1942, Menger [9] developed the theory of metric spaces and proposed a generalization of metric spaces called Menger probabilistic metric spaces (briefly, Menger PM-space). After that, the study of contraction mappings defined on probabilistic metric spaces was initiated by Sehgal [15] and Bharucha-Reid [16]. Then different classes of probabilistic contractions have been defined and probabilistic versions of Banach theorem were stated in [6]. Also, Golet and Hedrea [5] discussed local contractions in probabilistic metric spaces, which were formerly introduced by Cain
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and Kasrie [4]. On the other hand, in 2006, Mustafa and Sims [10] introduced a new version of generalized metric spaces, which is called $G$-metric spaces, and proved some of the fixed point theorems in this space (also, see [2, 11]). In 2014, Zhou et al. [19] defined the probabilistic version of $G$-metric spaces and obtained new fixed point results.

In 2004, Ran and Reurings [14] considered a partial order to the metric space $(X, d)$ and discussed the existence and uniqueness of fixed points for contractive conditions and for the comparable elements of $X$. In 2005, Nieto and RodríguezLópez [12] applied this theory for solving ordinary differential equations. After that, Bhaskar and Lakshmikantham [3] defined coupled fixed point and proved some coupled fixed point theorems for a mixed monotone mapping in partially ordered metric spaces. Also, they studied the existence and uniqueness of a solution to a periodic boundary value problem. For more details on coupled, tripled, and n-tupled fixed point theorems in various metric spaces especially in $G$-metric spaces, we refer to $[1,8,13,18]$ and references therein. On the other hand, Samet and Yazidi [17] introduced the notation of partially ordered $\epsilon$-chainable metric spaces and derived new coupled fixed point theorems for uniformly locally contractive mappings on such spaces.

In the following, we give some preliminary definitions which are needed.
Definition 1.1. [6] A function $f:(-\infty,+\infty) \rightarrow[0,1]$ is called a distribution function if it is non-decreasing and left-continuous with $\inf _{x \in \mathbb{R}} f(x)=0$. In addition if $f(0)=0$, then $f$ is called a distance distribution function. Furthermore, a distance distribution function $f$ satisfying $\lim _{x \rightarrow+\infty} f(x)=1$ is called a Menger distance distribution function. The set of all Menger distance distribution functions is denoted by $D^{+}$.

Definition 1.2. [6] A triangular norm (abbreviated, $t$-norm) is a binary operation $T$ on $[0,1]$, which satisfies the conditions: (a) $T$ is associative and commutative; (b) $T$ is continuous; (c) $T(a, 1)=a$ for all $a \in[0,1]$; (d) $T(a, b) \leq T(c, d)$ whenever $a \leq c$ and $b \leq d$ for all $a, b, c, d \in[0,1]$.

Definition 1.3. [6] A triangular norm $T$ is said to be of H-type (Hadzić type) if a family of functions $\left\{T^{n}(t)\right\}$ is equicontinuous at $t=1$; that is, for each $\varepsilon \in(0,1)$, there exists $\delta \in(0,1)$ such that $t>1-\delta$ implies that $T^{n}(t)>1-\epsilon(n \geq 1)$, where $T^{n}:[0,1] \longrightarrow[0,1]$ is defined by $T^{1}(t)=T(t, t)$ and $T^{n}(t)=T\left(t, T^{n-1}(t)\right)$ for $n=2,3, \cdots$. Obviously, $T^{n}(t) \leq t$ for all $n \in \mathbb{N}$ and $t \in[0,1]$.

Definition 1.4. [6] A Menger probabilistic metric space (briefly, Menger PMspace) is a triple ( $X, F, T$ ), where $X$ is a nonempty set, $T$ is a continuous t-norm and $F$ is a mapping from $X^{2}$ in to $D^{+}$such that if $F_{x, y}$ denotes the value of $F$ at the pair $(x, y)$, then the following conditions hold:
(PM1) $F_{x, y}(t)=1$ for all $t>0$ if only if $x=y$;
(PM2) $F_{x, y}(t)=F_{y, x}(t)$ for all $x, y \in X$ and $t>0$;
(PM3) $F_{x, z}(t+s) \geq T\left(F_{x, y}(t), F_{y, z}(s)\right)$ for all $x, y, z \in X$ and $t, s \geq 0$.
Note that Definition 1.4 is the probabilistic version of metric spaces. Also, for notions such as convergent and Cauchy sequences, completeness and examples in Menger PM-space, we refer to [6].

Definition 1.5. [5] Let ( $X, F, T, \preceq$ ) be a partially ordered PM-space. The mapping $f: X^{2} \rightarrow X$ is called an $(\epsilon, \lambda)$-uniformly local contraction with a constant $k \in(0,1)$, if $\frac{1}{2}\left(F_{x, u}(\epsilon)+F_{y, v}(\epsilon)\right) \geq 1-\lambda$ for all $t, \epsilon>0$ and $\lambda \in(0,1)$ implies that $F_{f(x, y), f(u, v)}(t) \geq \frac{1}{2}\left(F_{x, u}\left(\frac{t}{k}\right)+F_{y, v}\left(\frac{t}{k}\right)\right)$ for all $x \succeq u$ and $y \preceq v$.

Under the conditions of Definition 1.5, the set $X$ is called $(\epsilon, \lambda)$-chainable if for all $x, y \in X$ with $x \preceq y$, there exists a finite sequence $x=x_{0} \preceq x_{1} \preceq \cdots \preceq x_{n}=y$ such that $F_{x_{i+1}, x_{i}}(\epsilon)>1-\lambda$ for $i=0,1, \cdots, n-1$. Also, the finite sequence $x=x_{0} \preceq x_{1} \preceq \cdots \preceq x_{n}=y$ is called $(\epsilon, \lambda)$-chain joining $x$ and $y$.

Definition 1.6. [19] A Menger probabilistic $G$-metric space (shortly, PGM-space) is a triple $(X, G, T)$, where $X$ is a nonempty set, $T$ is a continuous $t$-norm and $G$ is a mapping from $X^{3}$ into $D^{+}\left(G_{x, y, z}\right.$ denotes the value of $G$ at the point $\left.(x, y, z)\right)$ satisfying the following conditions:
(PG1) $G_{x, y, z}(t)=1$ for all $x, y, z \in X$ and $t>0$ if and only if $x=y=z$;
(PG2) $G_{x, x, y}(t) \geq G_{x, y, z}(t)$ for all $x, y \in X$ with $z \neq y$ and $t>0$;
(PG3) $G_{x, y, z}(t)=G_{x, z, y}(t)=G_{y, x, z}(t)=\cdots$ (symmetry in all three variables);
(PG4) $G_{x, y, z}(t+s) \geq T\left(G_{x, a, a}(s), G_{a, y, z}(t)\right)$ for all $x, y, z, a \in X$ and $s, t \geq 0$.
Note that Definition 1.6 is the probabilistic version of generalized metric spaces. Also, for notions such as convergent and Cauchy sequences, completeness, and examples in Menger PGM-space, we refer to [19].

Definition 1.7. [19] Let $(X, G, T)$ be a PGM-space and $x_{0} \in X$. For any $\epsilon>0$ and $\delta$ with $0<\delta<1$, an $(\epsilon, \delta)$-neighborhood of $x_{0}$ is the set of all $y \in X$ which $G_{x_{0}, y, y}(\epsilon)>1-\delta$ and $G_{y, x_{0}, x_{0}}(\epsilon)>1-\delta$. We write

$$
N_{x_{0}}(\epsilon, \delta)=\left\{y \in X: G_{x_{0}, y, y}(\epsilon)>1-\delta, G_{y, x_{0}, x_{0}}(\epsilon)>1-\delta\right\}
$$

This means that $N_{x_{0}}(\epsilon, \delta)$ is the set of all points $y$ in $X$ for which the probability of the distance from $x_{0}$ to $y$ being less than $\epsilon$ is greater than $1-\delta$.

Definition 1.8. [3] Let $(X, \preceq)$ be a partially ordered set. The mapping $f: X^{2} \rightarrow$ $X$ is said to be have the mixed monotone property if $f$ is monotone non-decreasing in its first argument and is monotone non-increasing in its second argument; that is, for all $x_{1}, x_{2} \in X, x_{1} \preceq x_{2}$ implies $f\left(x_{1}, y\right) \preceq f\left(x_{2}, y\right)$ for each $y \in X$, and for all $y_{1}, y_{2} \in X, y_{1} \preceq y_{2}$ implies $f\left(x, y_{1}\right) \succeq f\left(x, y_{2}\right)$ for each $x \in X$.

Definition 1.9. [7] Let $(X, \preceq)$ be an ordered partial metric space. If relation $\sqsubseteq$ is defined on $X^{2}$ by $(x, y) \sqsubseteq(u, v)$ iff $x \preceq u$ and $y \succeq v$, then $\left(X^{2}, \sqsubseteq\right)$ is an ordered partial metric space.

## 2. Coupled Fixed Point Theorems on Local Contractions in Menger PM-space

In this section, we prove some new coupled fixed point theorems for uniformly locally contractive mappings on probabilistic metric spaces.

Theorem 2.1. Let $(X, F, T, \preceq)$ be a partially ordered complete Menger PM-space with $T$ of Hadzić-type and $f: X^{2} \rightarrow X$ be a mapping having the mixed monotone property on $X$. Also, suppose that the following conditions are hold:

1. $X$ is $(\epsilon, \lambda)$-chainable with respect to the partial order " $\preceq$ " on $X$,
2. $f$ is continuous,
3. $f$ is $(\epsilon, \lambda)$-uniformly locally contractive mapping,
4. there exists $x_{0}, y_{0} \in X$ such that $x_{0} \preceq f\left(x_{0}, y_{0}\right)$ and $y_{0} \succeq f\left(y_{0}, x_{0}\right)$.

Then, $f$ has a coupled fixed point.
Proof. By condition 4, there exists $x_{0}, y_{0} \in X$ such that $x_{0} \preceq f\left(x_{0}, y_{0}\right)$ and $y_{0} \succeq$ $f\left(y_{0}, x_{0}\right)$. We define $x_{1}, y_{1} \in X$ as $x_{1}=f\left(x_{0}, y_{0}\right) \succeq x_{0}$ and $y_{1}=f\left(y_{0}, x_{0}\right) \preceq y_{0}$. Let $x_{2}=f\left(x_{1}, y_{1}\right)$ and $y_{2}=f\left(y_{1}, x_{1}\right)$. Then we obtain

$$
\begin{aligned}
& f^{2}\left(x_{0}, y_{0}\right)=f\left(f\left(x_{0}, y_{0}\right), f\left(y_{0}, x_{0}\right)\right)=f\left(x_{1}, y_{1}\right)=x_{2} \\
& f^{2}\left(y_{0}, x_{0}\right)=f\left(f\left(y_{0}, x_{0}\right), f\left(x_{0}, y_{0}\right)\right)=f\left(y_{1}, x_{1}\right)=y_{2}
\end{aligned}
$$

Now, the mixed monotone property of $f$ implies that

$$
\begin{aligned}
& x_{2}=f^{2}\left(x_{0}, y_{0}\right)=f\left(x_{1}, y_{1}\right) \succeq f\left(x_{0}, y_{0}\right)=x_{1} \succeq x_{0}, \\
& y_{2}=f^{2}\left(y_{0}, x_{0}\right)=f\left(y_{1}, x_{1}\right) \preceq f\left(y_{0}, x_{0}\right)=y_{1} \preceq y_{0} .
\end{aligned}
$$

Continuing the above procedure, we have

$$
\begin{aligned}
& x_{0} \preceq x_{1} \preceq x_{2} \preceq \cdots \preceq x_{n+1} \preceq \cdots \\
& y_{0} \succeq y_{1} \succeq y_{2} \succeq \cdots \succeq y_{n+1} \succeq \cdots
\end{aligned}
$$

for all $n \geq 0$, where

$$
\begin{aligned}
& x_{n+1}=f^{n+1}\left(x_{0}, y_{0}\right)=f\left(f^{n}\left(x_{0}, y_{0}\right), f^{n}\left(y_{0}, x_{0}\right)\right) \\
& y_{n+1}=f^{n+1}\left(y_{0}, x_{0}\right)=f\left(f^{n}\left(y_{0}, x_{0}\right), f^{n}\left(x_{0}, y_{0}\right)\right)
\end{aligned}
$$

If $\left(x_{n+1}, y_{n+1}\right)=\left(x_{n}, y_{n}\right)$, then $f$ has a coupled fixed point. Otherwise, let $\left(x_{n+1}, y_{n+1}\right) \neq$ $\left(x_{n}, y_{n}\right)$ for all $n \geq 0$; that is, we assume that either $x_{n+1}=f\left(x_{n}, y_{n}\right) \neq x_{n}$ or
$y_{n+1}=f\left(y_{n}, x_{n}\right) \neq y_{n}$. Since $X$ is $\epsilon$-chainable, there exists $\alpha_{0}, \alpha_{1}, \cdots, \alpha_{n} \in X$ and $\beta_{0}, \beta_{1}, \cdots, \beta_{n} \in X$ such that

$$
\begin{aligned}
& x_{i}=\alpha_{0} \preceq \alpha_{1} \preceq \cdots \preceq \alpha_{n}=x_{i+1} \\
& y_{i}=\beta_{0} \succeq \beta_{1} \succeq \cdots \succeq \beta_{n}=y_{i+1}
\end{aligned}
$$

for all $i=1,2, \cdots, n$. Hence, we have $F_{x_{i}, x_{i+1}}(\epsilon) \geq 1-\lambda$ and $F_{y_{i}, y_{i+1}}(\epsilon) \geq 1-\lambda$. Using condition 3, we have

$$
F_{f\left(x_{i}, y_{i}\right), f\left(x_{i+1}, y_{i+1}\right)}(t) \geq \frac{1}{2}\left(F_{x_{i}, x_{i+1}}\left(\frac{t}{k}\right)+F_{y_{i}, y_{i+1}}\left(\frac{t}{k}\right)\right) .
$$

Now, for all $i \geq 0$, one can show by induction that

$$
\left.\begin{array}{rl}
F_{f\left(x_{i}, y_{i}\right), f\left(x_{i+1}, y_{i+1}\right)}(t) & =F_{x_{i}, x_{i+1}}(t) \\
F_{f\left(y_{i}, x_{i}\right), f\left(y_{i+1}, x_{i+1}\right)}(t) & \geq F_{y_{i}, y_{i+1}}(t)
\end{array} F_{x_{1}, x_{0}}\left(\frac{t}{k^{i}}\right)+F_{y_{1}, y_{0}}\left(\frac{t}{k^{i}}\right)\right), ~\left(F_{y_{1}, y_{0}}\left(\frac{t}{k^{i}}\right)+F_{x_{1}, x_{0}}\left(\frac{t}{k^{i}}\right)\right) .
$$

Hence, we have $\frac{1}{2}\left(F_{x_{1}, x_{0}}\left(\frac{t}{k^{i}}\right)+F_{y_{1}, y_{0}}\left(\frac{t}{k^{i}}\right)\right) \rightarrow 1$ and $\frac{1}{2}\left(F_{y_{1}, y_{0}}\left(\frac{t}{k^{i}}\right)+F_{x_{1}, x_{0}}\left(\frac{t}{k^{i}}\right)\right) \rightarrow 1$ as $i \rightarrow \infty$, so

$$
\begin{equation*}
F_{x_{i}, x_{i+1}}(t) \geq 1-\lambda \text { and } F_{y_{i}, y_{i+1}}(t) \geq 1-\lambda \tag{2.1}
\end{equation*}
$$

for all $i \in \mathbb{N}$ and any $t>0$. Now, we show by induction that for any $k \geq 0, n \geq 1$ and $t>0$,

$$
\begin{equation*}
F_{x_{n}, x_{n+k}}(t) \geq T^{k}\left(F_{x_{n}, x_{n+1}}(t-\lambda t)\right) \tag{2.2}
\end{equation*}
$$

For $k=0$, since $T(a, b)$ is a real number, $T^{0}(a, b)=1$ for all $a, b \in[0,1]$. Hence, $F_{x_{n}, x_{n}}(t)=T^{0}\left(F_{x_{n}, x_{n+1}}(t-\lambda t)\right)=1$, which implies that (2.2) holds for $k=0$. Assume that (2.2) holds for some $k \geq 1$. Then, since $T$ is monotone, it follows from (PM3) that

$$
\begin{align*}
F_{x_{n}, x_{n+k+1}}(t) & =F_{x_{n}, x_{n+k+1}}(t-\lambda t+\lambda t) \\
& \geq T\left(F_{x_{n}, x_{n+1}}(t-\lambda t), F_{x_{n+1}, x_{n+k+1}}(\lambda t)\right) \\
& \geq T\left(F_{x_{n}, x_{n+1}}(t-\lambda t), F_{x_{n}, x_{n+k}}(\lambda t)\right) \\
& \geq T\left(F_{x_{n}, x_{n+1}}(t-\lambda t), T^{k}\left(F_{x_{n}, x_{n+1}}(t-\lambda t)\right)\right) \\
& =T^{k+1}\left(F_{x_{n}, x_{n+1}}(t-\lambda t)\right) . \tag{2.3}
\end{align*}
$$

Thus, (2.2) is hold. Now, we show that $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$, i.e., $\lim _{m, n \rightarrow \infty} F_{x_{n}, x_{m}}(t)=1$ for any $t>0$. To this end, by hypothesis of the $t$-norm $T$ is $H$-type we have $\left\{T^{n}: n \geq 1\right\}$ is equicontinuous at 1 ; that is, there exists $\delta>0$ such that

$$
\begin{equation*}
T^{n}(a) \geq 1-\epsilon \tag{2.4}
\end{equation*}
$$

for all $n \geq 1$ and any $a \in(1-\delta, 1]$. On the other hand, it follows from (2.1) that $\lim _{n \rightarrow \infty} F_{x_{n}, x_{n+1}}(t-\lambda t)=1$. Hence, there exists $n_{0} \in \mathbb{N}$ such that $F_{x_{n}, x_{n+1}}(t-\lambda t) \in$ ( $1-\delta, 1$ ] for all $n \geq n_{0}$. By (2.3) and (2.4), we conclude that $F_{x_{n}, x_{n+k}}(t)>1-\epsilon$
for any $k \geq 1$. This shows $\lim _{n, m \rightarrow \infty} F_{x_{n}, x_{m}}(t)=1$ for any $t>0$; that is $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$. Similarly, $\left\{y_{n}\right\}$ is a Cauchy sequence. Since $X$ is a complete space, there exists $x, y \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty} y_{n}=y$. Now, since $x_{n+1}=f\left(x_{n}, y_{n}\right)$ and $f$ is continuous, and by taking the limit as $n \rightarrow \infty$, we have $f(x, y)=x$. Similarly, $f(y, x)=y$. Thus, $(x, y)$ is a coupled fixed point of $f$.

Example 2.1. Let $X=[0, \infty)$, " $\preceq$ " be a partially ordered on $X$ (note that we consider the same ordinary order on real numbers) and $T(a, b)=\min \{a, b\}$. Define $F: X^{2} \rightarrow D^{+}$ by $F_{x, y}(t)=1$ if $x=y$ and otherwise, $F_{x, y}(t)=\exp (-t)$. Clearly, $F$ satisfies in (PM1)(PM4). Define the mapping $f: X^{2} \rightarrow X$ by $f(a, b)=a b$. We have

$$
F_{f(x, y), f(u, v)}(t) \geq \frac{1}{2}\left(F_{x, u}\left(\frac{t}{k}\right)+F_{y, v}\left(\frac{t}{k}\right)\right)
$$

for $k \in(0,1)$. Therefore, $f$ is $(\epsilon, \lambda)$-uniformly locally contractive mapping. Also, $f$ is continuous, $[0, \infty)$ is $(\epsilon, \lambda)$-chainable, and there exists $x_{0}=0$ and $y_{0}=1$ such that $0=x_{0} \preceq f\left(x_{0}, y_{0}\right)=x_{0} y_{0}$ and $1=y_{0} \succeq f\left(y_{0}, x_{0}\right)=y_{0} x_{0}$. Therefore, all the hypothesis of Theorem 2.1 are satisfied and $f$ has a coupled fixed point.

Theorem 2.2. Suppose that the assumptions of Theorem 2.1 is true. If we replace the assumption the continuity of $f$ by the following conditions:

1. if a non-decreasing sequence $\left\{x_{n}\right\}$ converges to $x \in X$, then $x_{n} \preceq x$ for all $n$,
2. if a non-increasing sequence $\left\{y_{n}\right\}$ converges to $y \in X$, then $y_{n} \succeq y$ for all $n$,
then $f$ has a coupled fixed point.
Proof. As in the proof of Theorem 2.1, we construct $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$. Then, by conditions 1 and 2 , we have $x_{n} \preceq x$ and $y_{n} \succeq y$ for all $n \geq 0$. Let $x_{n}=x$ and $y_{n}=y$ for some $n$. Then, due to the structure of both sequences, we have $x_{n+1}=x$ and $y_{n+1}=y$. Hence, $(x, y)$ is a coupled fixed point. Now, we assume either $x_{n} \neq x$ or $y_{n} \neq y$. Since $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$, for given $\epsilon_{1}, \epsilon_{2}, \lambda_{1}, \lambda_{2}>0$, there exists $k_{1}, k_{2} \in \mathbb{N}$ such that $F_{x_{n_{1}}, x}\left(\epsilon_{1}\right) \geq 1-\lambda_{1}$ and $F_{y_{n_{2}}, y}\left(\epsilon_{2}\right) \geq 1-\lambda_{2}$ for all $n_{1} \geq k_{1}$ and $n_{2} \geq k_{2}$, respectively. Let $k=\max \left\{k_{1}, k_{2}\right\}, \lambda=\max \left\{\lambda_{1}, \lambda_{2}\right\}$ and $\epsilon=\max \left\{\epsilon_{1}, \epsilon_{2}\right\}$. Then, by conditions 1 and 2 , we have $\frac{1}{2}\left(F_{x_{n}, x}(\epsilon)+F_{y_{n}, y}(\epsilon)\right) \geq 1-\lambda$ for all $n \geq k$. Since $f$ is $(\epsilon, \lambda)$-uniformly locally contractive, by conditions 1 and 2 , we have

$$
F_{f\left(x_{n}, y_{n}\right), f(x, y)}(t) \geq \frac{1}{2}\left(F_{x_{n}, x}\left(\frac{t}{k}\right)+F_{y_{n}, y}\left(\frac{t}{k}\right)\right)
$$

Now, by letting $n \rightarrow \infty$ by $x_{n+1}=f\left(x_{n}, y_{n}\right)$, we have $x=f(x, y)$. Similarly, one can show that $y=f(y, x)$. This completes the proof.

Theorem 2.3. Adding the following property to the hypotheses of Theorem 2.1 (Theorem 2.2). Then the coupled fixed point of $f$ is unique.
$(H)$ for all $(x, y),\left(x_{1}, y_{1}\right) \in X^{2}$, there exists $\left(z_{1}, z_{2}\right) \in X^{2}$ such that is comparable with $(x, y)$ and $\left(x_{1}, y_{1}\right)$.

Proof. Let $\left(x_{1}, y_{1}\right)$ be another coupled fixed point of $f$. We consider two cases.
Case 1. suppose that $(x, y)$ and $\left(x_{1}, y_{1}\right)$ are comparable with respect to the partial ordering $\sqsubseteq$ in $X^{2}$. Without loss of the generality, we can assume that $x \preceq x_{1}$ and $y \succeq y_{1}$. Applying the procedure of Theorem 2.1, by $X$ is $(\epsilon, \lambda)$-chainable, we have $F_{x, x_{1}}(\epsilon) \geq 1-\lambda$ and $F_{y, y_{1}}(\epsilon) \geq 1-\lambda$. Since $f$ is $(\epsilon, \lambda)$-uniformly locally contractive, we have

$$
F_{f^{n}(x, y), f^{n}\left(x_{1}, y_{1}\right)}(t) \geq \frac{1}{2}\left(F_{x, x_{1}}\left(\frac{t}{k^{n}}\right)+F_{y, y_{1}}\left(\frac{t}{k^{n}}\right)\right)
$$

for all $n \in \mathbb{N}$. Now, by letting $n \rightarrow \infty$, we have $x=x_{1}$. Similarly, $y=y_{1}$.
Case 2. assume that $(x, y)$ and $\left(x_{1}, y_{1}\right)$ are not comparable. From $(H)$, there exists $\left(z_{1}, z_{2}\right) \in X^{2}$ that is comparable to $(x, y)$ and $\left(x_{1}, y_{1}\right)$. Without loss of the generality, we can suppose that $x \preceq z_{1}, y \succeq z_{2}, x_{1} \preceq z_{1}$ and $y_{1} \succeq z_{2}$. Similar to the Case 1, we have

$$
F_{f^{n}(x, y), f^{n}\left(z_{1}, z_{2}\right)}(t) \geq \frac{1}{2}\left(F_{x, z_{1}}\left(\frac{t}{k^{n}}\right)+F_{y, z_{2}}\left(\frac{t}{k^{n}}\right)\right),
$$

which by letting $n \rightarrow \infty$ implies that $\lim _{n \rightarrow \infty} f^{n}(x, y)=\lim _{n \rightarrow \infty} f^{n}\left(z_{1}, z_{2}\right)$. Similarly, we have $\lim _{n \rightarrow \infty} f^{n}(y, x)=\lim _{n \rightarrow \infty} f^{n}\left(z_{2}, z_{1}\right), \lim _{n \rightarrow \infty} f^{n}\left(x_{1}, y_{1}\right)=\lim _{n \rightarrow \infty} f^{n}\left(z_{1}, z_{2}\right)$ and $\lim _{n \rightarrow \infty} f^{n}\left(y_{1}, x_{1}\right)=\lim _{n \rightarrow \infty} f^{n}\left(z_{2}, z_{1}\right)$. Thus, we obtain $F_{x, x_{1}}(t)=F_{f^{n}(x, y), f^{n}\left(x_{1}, y_{1}\right)}(t)$ and $F_{y, y_{1}}(t)=F_{f^{n}(y, x), f^{n}\left(y_{1}, x_{1}\right)}(t)$, which by letting $n \rightarrow \infty$ implies that $x=x_{1}$ and $y=y_{1}$.

Consequently, the coupled fixed point of $f$ is unique in both cases.

Theorem 2.4. In addition of the hypotheses of Theorem 2.1 (Theorem 2.2), suppose that every pair of elements of $X$ has an upper or a lower bound in $X$. Then $x=y$.

Proof. Case 1. suppose that $x$ and $y$ are comparable. Without loss of the generality, we can assume that $x \preceq y$ and $y \succeq y$. Then similar to the proof of Theorem 2.3, we have $x=y$

Case 2. suppose $x$ is not comparable to $y$. Then, there exists an upper bound or lower bound of $x$ and $y$; that is, there exists $z \in X$ comparable with $x$ and $y$. For example, we can suppose that $x \preceq z$ and $y \succeq z$. Similar to the proof of Theorem 2.3, we have $(x, y)=(z, z)$. Thus, $x=y$.

## 3. Coupled Fixed Point Theorems in Menger PGM-spaces

In this section, we establish some coupled fixed point theorems in probabilistic $G$-metric spaces.

Theorem 3.1. Let $(X, G, T, \preceq)$ be a partially ordered complete Menger PGMspace with $T$ of Hadzić-type and $f: X^{2} \rightarrow X$ be a continuous mapping having the mixed monotone property. Assume that there exists $k \in[0,1)$ such that

$$
\begin{equation*}
G_{f(x, y), f(u, v), f(w, z)}(t) \geq \frac{1}{2}\left(G_{x, u, w}\left(\frac{t}{k}\right)+G_{y, v, z}\left(\frac{t}{k}\right)\right) \tag{3.1}
\end{equation*}
$$

for all $x, y, z, u, v, w \in X$ with $x \succeq u \succeq w$ and $y \preceq v \preceq z$, where either $u \neq w$ or $v \neq z$. If there exist $x_{0}, y_{0} \in X$ such that $x_{0} \preceq f\left(x_{0}, y_{0}\right)$ and $y_{0} \succeq f\left(y_{0}, x_{0}\right)$, then $f$ has a coupled fixed point in $X$.

Proof. Construct $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ as in the proof of Theorem 2.1. If $\left(x_{n+1}, y_{n+1}\right)=$ $\left(x_{n}, y_{n}\right)$, then $f$ has a coupled fixed point. Otherwise, let $\left(x_{n+1}, y_{n+1}\right) \neq\left(x_{n}, y_{n}\right)$ for all $n \geq 0$; that is, we assume that either $x_{n+1}=f\left(x_{n}, y_{n}\right) \neq x_{n}$ or $y_{n+1}=$ $f\left(y_{n}, x_{n}\right) \neq y_{n}$. Now, one can show by induction that

$$
\begin{aligned}
G_{x_{n+1}, x_{n+1}, x_{n}}(t) & \geq \frac{1}{2}\left(G_{x_{1}, x_{1}, x_{0}}\left(\frac{t}{k^{n}}\right)+G_{y_{1}, y_{1}, y_{0}}\left(\frac{t}{k^{n}}\right)\right), \\
G_{y_{n+1}, y_{n+1}, y_{n}}(t) & \geq \frac{1}{2}\left(G_{y_{1}, y_{1}, y_{0}}\left(\frac{t}{k^{n}}\right)+G_{x_{1}, x_{1}, x_{0}}\left(\frac{t}{k^{n}}\right)\right)
\end{aligned}
$$

for all $n \geq 0$. Since $X$ is a Menger PGM-space, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} G_{x_{1}, x_{1}, x_{0}}\left(\frac{t}{k^{n}}\right)=1 \quad \text { and } \quad \lim _{n \rightarrow \infty} G_{y_{1}, y_{1}, y_{0}}\left(\frac{t}{k^{n}}\right)=1 \tag{3.2}
\end{equation*}
$$

which imply that

$$
\lim _{n \rightarrow \infty} G_{x_{n+1}, x_{n+1}, x_{n}}(t)=1 \quad \text { and } \quad \lim _{n \rightarrow \infty} G_{y_{n+1}, y_{n+1}, y_{n}}(t)=1
$$

for any $t>0$. Now, by induction, we show that for any $k \geq 0, n \geq 1$ and $t>0$,

$$
\begin{equation*}
G_{x_{n}, x_{n+k}, x_{n+k}}(t) \geq T^{k}\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t)\right) \tag{3.3}
\end{equation*}
$$

For $k=0$, since $T(a, b)$ is a real number, $T^{0}(a, b)=1$ for all $a, b \in[0,1]$. Hence,

$$
G_{x_{n}, x_{n}, x_{n}}(t) \geq T^{0}\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t)\right),
$$

which implies that (3.3) holds for $k=0$. Assume that (3.3) holds for some $k \geq 1$. Since $T$ is monotone, it follows from (PG4) that

$$
\begin{aligned}
G_{x_{n}, x_{n+k+1}, x_{n+k+1}}(t) & =G_{x_{n}, x_{n+k+1}, x_{n+k+1}}(t-\lambda t+\lambda t) \\
& \geq T\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t), G_{x_{n+1}, x_{n+k+1}, x_{n+k+1}}(\lambda t)\right) \\
& \geq T\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t), G_{x_{n}, x_{n+k}, x_{n+k}}(t)\right) \\
& \geq T\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t), T^{k}\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t)\right)\right) \\
& =T^{k+1}\left(G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t)\right) .
\end{aligned}
$$

Thus, (3.3) is hold. Now, we show that $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$, i.e., $\lim _{m, n, l \rightarrow \infty} G_{x_{n}, x_{m}, x_{l}}(t)=1$ for all $t>0$. To this end, we first prove

$$
\lim _{n, m \rightarrow \infty} G_{x_{n}, x_{m}, x_{m}}(t)=1
$$

for any $t>0$. By hypothesis of the t-norm T is H -type we have $\left\{T^{n}: n \geq 1\right\}$ is equicontinuous at 1 ; that is, there exists $\delta>0$ such that $T^{n}(a) \geq 1-\epsilon$ for all $a \in$ $(1-\delta, 1], \epsilon>0$ and $n \geq 1$. From (3.2), it follows that $\lim _{n \rightarrow \infty} G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t)=1$. Hence, there exists $n_{0} \in \mathbb{N}$ such that $G_{x_{n}, x_{n+1}, x_{n+1}}(t-\lambda t) \in(1-\delta, 1]$ for any $n \geq n_{0}$. Thus, by (3.2) and (3.3), we conclude that $G_{x_{n}, x_{n+k}, x_{n+k}}(t)>1-\epsilon$ for any $k \geq 1$. This shows $\lim _{n, m \rightarrow \infty} G_{x_{n}, x_{m}, x_{m}}(t)=1$ for any $t>0$, similarly $\lim _{n, l \rightarrow \infty} G_{x_{n}, x_{l}, x_{l}}(t)=1$ for any $t>0$. By (PG4), we have

$$
\begin{aligned}
& G_{x_{n}, x_{m}, x_{l}}(t) \geq T\left(G_{x_{n}, x_{n}, x_{m}}\left(\frac{t}{2}\right), G_{x_{n}, x_{n}, x_{l}}\left(\frac{t}{2}\right)\right), \\
& G_{x_{n}, x_{n}, x_{m}}\left(\frac{t}{2}\right) \geq T\left(G_{x_{n}, x_{m}, x_{m}}\left(\frac{t}{4}\right), G_{x_{n}, x_{m}, x_{m}}\left(\frac{t}{4}\right)\right), \\
& G_{x_{n}, x_{n}, x_{l}}\left(\frac{t}{2}\right) \geq T\left(G_{x_{n}, x_{l}, x_{l}}\left(\frac{t}{4}\right), G_{x_{n}, x_{l}, x_{l}}\left(\frac{t}{4}\right)\right) .
\end{aligned}
$$

Therefore, by the continuity of $T$, we conclude that $\lim _{m, n, l \rightarrow \infty} G_{x_{n}, x_{m}, x_{l}}(t)=1$ for any $t>0$. Hence, $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$. Similarly, $\left\{y_{n}\right\}$ is a Cauchy sequence in $X$. Since $X$ is complete, there exist $x, y \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty} y_{n}=y$. Now, we show that $f$ has a coupled fixed point in $X$. From $x_{n+1}=$ $f\left(x_{n}, y_{n}\right)$, take the limit as $n \rightarrow \infty$. Since $f$ is continuous, we have $f(x, y)=x$. Similarly, we have $f(y, x)=y$.

Example 3.1. Consider $X, " \preceq "$ and $T(a, b)$ as in Example 2.1. Define $G: X^{3} \rightarrow \mathbb{R}^{+}$ by

$$
G_{x, y, z}(t)=\frac{t}{t+G^{*}(x, y, z)},
$$

where $G^{*}(x, y, z)=|x-y|+|x-z|+|y-z|$ for all $x, y, z \in X$. Clearly, $G$ satisfies in (PG1)-(PG4) (see [19]). Define the mapping $f: X^{2} \rightarrow X$ by $f(x, y)=1$. Then, for all $t>0$ and $k \in[0,1)$, we have

$$
G_{f(x, y), f(u, v), f(w, z)}(t)=G_{1,1,1}(t)=1 \geq \frac{1}{2}\left(G_{x, u, w}\left(\frac{t}{k}\right)+G_{y, v, z}\left(\frac{t}{k}\right)\right)
$$

for all $x, y, z, u, v, w \in X$ with $x \succeq u \succeq w$ and $y \preceq v \preceq z$, where either $u \neq w$ or $v \neq z$. Also, there exist $x_{0}=0$ and $y_{0}=1$ such that $0=x_{0} \preceq f\left(x_{0}, y_{0}\right)=1$ and $1=y_{0} \succeq f\left(y_{0}, x_{0}\right)=1$. Therefore, all the hypothesis of Theorem 3.1 are satisfied. Thus, $f$ has a coupled fixed point.

Theorem 3.2. Assume that the assumptions of Theorem 3.1 are hold and replace the assumption the continuity of $f$ by the following conditions:

1. if a non-decreasing sequence $\left\{x_{n}\right\}$ converges to $x \in X$, then $x_{n} \preceq x$ for all $n$;
2. if a non-increasing sequence $\left\{y_{n}\right\}$ converges to $y \in X$, then $y_{n} \succeq y$ for all $n$.

Then $f$ has a coupled fixed point.
Proof. As in the proof of Theorem 2.1, we construct $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$. Then, by conditions 1 and 2, we have $x_{n} \preceq x$ and $y_{n} \succeq y$ for all $n \geq 0$. Let $x_{n}=x$ and $y_{n}=y$ for some $n$. Then, due to the structure of both sequences, we have $x_{n+1}=x$ and $y_{n+1}=y$. Hence, $(x, y)$ is a coupled fixed point. Now, we assume that either $x_{n} \neq x$ or $y_{n} \neq y$. Then we have

$$
\begin{aligned}
G_{f(x, y), x, x}(2 t) & \geq T\left(G_{f(x, y), f\left(x_{n}, y_{n}\right) f\left(x_{n}, y_{n}\right)}(t), G_{f\left(x_{n}, y_{n}\right), x, x}(t)\right) \\
& \geq T\left(\frac{1}{2}\left(G_{x, x_{n}, x_{n}}\left(\frac{t}{k}\right)+G_{y, y_{n}, y_{n}}\left(\frac{t}{k}\right)\right), G_{x_{n+1}, x, x}(t)\right) .
\end{aligned}
$$

Now, taking $n \rightarrow \infty$, we obtain $G_{f(x, y), x, x}(2 t)=1$; that is, $f(x, y)=x$. Similarly, we have $f(y, x)=y$. This completes the proof of the theorem.

Theorem 3.3. Let $(X, G, T, \preceq)$ be a partially ordered complete Menger PGMspace with $T$ of Hadzić-type and $f: X^{2} \rightarrow X$ be a continuous mapping having the mixed monotone property on $X$, and $f(x, y) \preceq f(y, x)$ whenever $x \preceq y$. Assume that there exists $k \in[0,1)$ such that

$$
G_{f(x, y), f(u, v), f(w, z)}(t) \geq \frac{1}{2}\left(G_{x, u, w}\left(\frac{t}{k}\right)+G_{y, v, z}\left(\frac{t}{k}\right)\right)
$$

for all $x, y, z, u, v, w \in X$ with $x \succeq u \succeq w$ and $y \preceq v \preceq z$, where either $u \neq w$ or $v \neq z$. If there exist $x_{0}, y_{0} \in X$ such that $x_{0} \preceq y_{0}, x_{0} \preceq f\left(x_{0}, y_{0}\right)$ and $y_{0} \succeq f\left(y_{0}, x_{0}\right)$, then $f$ has a coupled fixed point in $X$.

Proof. By the last assumption of the theorem, there exist $x_{0}, y_{0} \in X$ such that $x_{0} \preceq f\left(x_{0}, y_{0}\right)$ and $y_{0} \succeq f\left(y_{0}, x_{0}\right)$. We define $x_{1}, y_{1} \in X$ as $x_{1}=f\left(x_{0}, y_{0}\right) \succeq x_{0}$ and $y_{1}=f\left(y_{0}, x_{0}\right) \preceq y_{0}$. Since $x_{0} \preceq y_{0}$ and by another assumption of the theorem, we have $f\left(x_{0}, y_{0}\right) \preceq f\left(y_{0}, x_{0}\right)$. Hence, $x_{0} \preceq x_{1}=f\left(x_{0}, y_{0}\right) \preceq f\left(y_{0}, x_{0}\right)=y_{1} \preceq y_{0}$. Continuing the above procedure, we have two sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ such that

$$
x_{n} \preceq f\left(x_{n}, y_{n}\right)=x_{n+1} \preceq y_{n+1}=f\left(y_{n}, x_{n}\right) \preceq y_{n}
$$

for all $n \geq 0$. Now, if $x_{n}=y_{n}=c$ for some $n$, then $c \preceq f(c, c) \preceq f(c, c) \preceq c$. Thus, $c=f(c, c)$ and $(c, c)$ is a coupled fixed point. Hence, we assume that $x_{n} \preceq y_{n}$ for all $n \geq 0$. Further, for the same reason as stated in Theorem 3.1, we assume that $\left(x_{n}, y_{n}\right) \neq\left(x_{n+1}, y_{n+1}\right)$. Then, for all $n \geq 0$, (3.1) will hold with $x=x_{n+2}, u=$ $x_{n+1}, w=x_{n}, y=y_{n}, v=y_{n+1}$ and $z=y_{n+2}$. The rest of the proof is obtained by repeating the same steps as in Theorem 3.1.

Theorem 3.4. Suppose that the assumptions of Theorem 3.3 are true and replace the assumption the continuity of $f$ by the following conditions:

1. if a non-decreasing sequence $\left\{x_{n}\right\}$ converges to $x \in X$, then $x_{n} \preceq x$ for all $n$;
2. if a non-increasing sequence $\left\{y_{n}\right\}$ converges to $y \in X$, then $y_{n} \succeq y$ for all $n$.

Then $f$ has a coupled fixed point.
Proof. The proof is similar to the proof of Theorem 3.2.
Remark 3.1. (i) All the previous results can be considered if instead "mixed monotone property" we suppose so-called only "monotone property" as in 1 and 2. It is well known that this property has an advantage under the mixed monotone property.
(ii) Some authors think that the notion of coupled fixed point is not still such actual for research. But Soleimani Rad et al. [18] only showed that some of the results in coupled fixed point theory can be obtained from fixed point theory and conversely (also, see $[1,13]$ ).

## 4. Application to a System of Integral Equations

Consider the following system of integral equations:

$$
\left\{\begin{array}{l}
x(t)=\int_{a}^{b} M(t, s) K(s, x(s), y(s)) d s  \tag{4.1}\\
y(t)=\int_{a}^{b} M(t, s) K(s, y(s), x(s)) d s
\end{array}\right.
$$

for all $t \in I=[a, b]$, where $b>a, M \in C(I \times I,[0, \infty))$ and $K \in C(I \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$.
Let $C(I, \mathbb{R})$ be the Banach space of all real continuous functions defined on $I$ with the sup norm $\|x\|_{\infty}=\max _{t \in I}|x(t)|$ for all $x \in C(I, \mathbb{R})$ and $C(I \times I \times$ $C(I, \mathbb{R}), \mathbb{R})$ be the space of all continuous functions defined on $I \times I \times C(I, \mathbb{R})$ and the induced $G^{*}$-metric be defined by $G^{*}(x, y, z)=\|x-y\|+\|x-z\|+\|y-z\|$ for all $x, y, z \in C(I, \mathbb{R})$. Now, suppose that $G: C(I, \mathbb{R}) \times C(I, \mathbb{R}) \rightarrow D^{+}$is defined by $G_{x, y, z}(t)=\chi\left(\frac{t}{2}-G^{*}(x, y, z)\right)$ for all $x, y, z \in C(I, \mathbb{R})$ and $t>0$, where

$$
\chi(t)= \begin{cases}0 & \text { if } \quad t \leq 0 \\ 1 & \text { if } \quad t>0\end{cases}
$$

The space $(C(I, \mathbb{R}), G, T)$ with $T(a, b)=\min \{a, b\}$ is a complete Menger PGMspace. Also, we define the partial order relation " $\preceq$ " on $C(I, \mathbb{R})$ by $x \preceq y$ iff $\|x\|_{\infty} \leq\|y\|_{\infty}$ for all $x, y \in C(I, \mathbb{R})$. Thus, $(C(I, \mathbb{R}), F, T, \preceq)$ is a partially ordered complete probabilistic $G$-metric space.

Theorem 4.1. Let $(C(I, \mathbb{R}), G, T, \preceq)$ be the partially ordered complete probabilistic $G$-metric space and $f: C(I, \mathbb{R}) \times C(I, \mathbb{R}) \rightarrow C(I, \mathbb{R})$ be an operator defined by $f(x, y) t=\int_{a}^{b} M(t, s) K(s, x(s), y(s)) d s$, where $M \in C(I \times I,[0, \infty))$ and $K \in C(I \times$ $\mathbb{R} \times \mathbb{R}, \mathbb{R})$ are two operators satisfying the following conditions:
(i) $\|K\|_{\infty}=\sup _{s \in I, x, y \in C(I, \mathbb{R})}|K(s, x(s), y(s))|<\infty$,
(ii) for all $x, y \in C(I, \mathbb{R})$ and all $t, s \in I$ we have

$$
\|K(s, x(s), y(s))-K(s, u(s), v(s))\| \leq \frac{1}{4}(\max |x(s)-u(s)|+\max |y(s)-v(s)|)
$$

(iii) $\sup _{t \in I} \int_{a}^{b} G(t, s) d s<1$.

Then, the system of integral equations (4.1) has a solution in $C(I, \mathbb{R}) \times C(I, \mathbb{R})$.
Proof. For all $x, y, z \in C(I, \mathbb{R})$, we consider

$$
G^{*}(x, y, z)=\max _{t \in I}(|x(t)-y(t)|)+\max _{t \in I}(|x(t)-z(t)|)+\max _{t \in I}(|y(t)-z(t)|)
$$

Therefore, for all $x, y, z, u, v, w \in C(I, \mathbb{R})$ with $x \succeq u \succeq w$ and $y \preceq v \preceq z$, where either $u \neq w$ or $v \neq z$, we get

$$
\begin{aligned}
& G^{*}(f(x, y), f(u, v), f(w, z)) \\
\leq & \max _{t \in I} \int_{a}^{b} M(t, s)|K(s, x(s), y(s))-K(s, u(s), v(s))| d s \\
& +\max _{t \in I} \int_{a}^{b} M(t, s)|K(s, x(s), y(s))-K(s, w(s), z(s))| d s \\
& +\max _{t \in I} \int_{a}^{b} M(t, s)|K(s, u(s), v(s))-K(s, w(s), z(s))| d s \\
\leq & \max \left(\frac{1}{4}(|x(s)-u(s)|+|y(s)-v(s)|)\right) \max _{t \in I} \int_{a}^{b} M(t, s) d s \\
& +\max \left(\frac{1}{4}(|x(s)-w(s)|+|y(s)-z(s)|)\right) \max _{t \in I} \int_{a}^{b} M(t, s) d s \\
& +\max \left(\frac{1}{4}(|u(s)-w(s)|+|v(s)-z(s)|)\right) \max _{t \in I} \int_{a}^{b} M(t, s) d s \\
\leq & \max \left(\frac{1}{4}(|x(s)-u(s)|+|y(s)-v(s)|)\right) \\
& +\max \left(\frac{1}{4}(|x(s)-w(s)|+|y(s)-z(s)|)\right) \\
& +\max \left(\frac{1}{4}(|u(s)-w(s)|+|v(s)-z(s)|)\right)
\end{aligned}
$$

which implies that

$$
\begin{aligned}
G_{f(x, y), f(u, v), f(w, z)}(t)= & \chi\left(\frac{t}{2}-G^{*}(f(x, y), f(u, v), f(w, z))\right. \\
\geq & \chi\left(\frac{t}{2}-\left(\max \left(\frac{1}{4}(|x(s)-u(s)|+|y(s)-v(s)|)\right)\right.\right. \\
& +\max \left(\frac{1}{4}(|x(s)-w(s)|+|y(s)-z(s)|)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\max \left(\frac{1}{4}(|u(s)-w(s)|+|v(s)-z(s)|)\right)\right) \\
= & \chi\left(\frac { 1 } { 2 } \left(t-\frac{1}{2}(\max (|x(s)-u(s)|+|x(s)-w(s)|\right.\right. \\
& +|u(s)-w(s)|)+\max (|y(s)-v(s)|+|y(s)-z(s)| \\
& +|v(s)-z(s)|)))) \\
\geq & \frac{1}{2} \chi(t-(\max (|x(s)-u(s)|+|x(s)-w(s)| \\
& +|u(s)-w(s)|)))+\frac{1}{2} \chi(t-(\max (|y(s)-v(s)| \\
& +|y(s)-z(s)|+|v(s)-z(s)|))) \\
= & \frac{1}{2}\left(G_{x, u, w}(2 t)+G_{y, v, z}(2 t)\right) .
\end{aligned}
$$

Therefore, all the hypotheses of Theorem 3.1 are held with $k=\frac{1}{2}$ and the operator $f$ has a coupled fixed point which is the solution of the system of the integral equations.
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# CONSTRUCTION OF OFFSET SURFACES WITH A GIVEN NON-NULL ASYMPTOTIC CURVE 

Ergin Bayram and Fatma Güler<br>Faculty of Science and Arts, Department of Mathematics, P. O. Box 55200, Samsun, Turkey


#### Abstract

In the present work, we study construction of offset surfaces with a given non-null asymptotic curve. Let $\alpha(s)$ be a spacelike or timelike unit speed curve with non-vanishing curvature and $\varphi(s, t)$ be a surface pencil accepting $\alpha(s)$ as a common asymptotic curve. We obtain conditions such that the offset surface possesses the image of $\alpha(s)$ as an asymptotic curve. We validate the method with illustrative examples.


Keywords: Ofset surface, Minkowski 3-space, asymptotic curve.

## 1. Introduction

Traditional research on curves and surfaces focuses on to find chracteristic curves, such as geodesic curve, asymptotic curve, and principal curve etc. on a present surface. However, the reverse problem, that is finding surfaces possessing a prescribed curve, is much more interesting. The construction of surfaces with a given characteristic curve is a new research area that attracts the interests of many researchers. The first study of this type of construction conducted by Wang et al. [18]. They presented a method for surfaces accepting a given curve as a common geodesic. Inspired by Wang et al. [18], researchers obtained constraints for a prescribed curve to be a specific curve on constructed surfaces $[1-3,8,10,16,17]$.

Offset surfaces have a great importance among surfaces. An offset surface is a surface at a fixed distance along the unit normal vector field of a given surface.

[^3]An idea of the value of offset surfaces can be realized from the great volume of literature $[7,9,11,12,14,15]$. Moon [12] presented equivolumetric offset surface. Authors in [14] introduced a new algorithm for the efficient and reliable generation of offset surfaces for polygonal meshes. Hermann [9] showed that a base surface and its offset have the same geometric continuum. Güler et al. [8] obtained necessary constraints such that the image curve is a common asymptotic curve on each offset. The properties of offset surfaces have been examined in [7].

Motivated by the increasing importance of surfaces in mathematical physics, and very restricted knowledge about offset surfaces in Minkowski 3-space, we develop the theory of offset surfaces using non-null curves. We present constraints for a nonnull curve to be a common asymptotic on an offset surface pencil. In particular, given a surface pencil with a common asymptotic curve, we give conditions such that the image curve is also a common asymptotic on each offset. The method is illustrated with several examples.

## 2. Preliminaries

In this section, we review some notions related with curves and surfaces in Minkowski 3 -space.

The real vector space $I R^{3}$ endowed with the scalar product

$$
\begin{equation*}
\langle x, y\rangle=-x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3} \tag{2.1}
\end{equation*}
$$

where $X=\left(x_{1}, x_{2}, x_{3}\right), Y=\left(y_{1}, y_{2}, y_{3}\right) \in I R^{3}$, is called Minkowski 3-space and denoted by $I R_{1}^{3}$.

A vector $X \in I R^{3}$ is called spacelike, timelike or null if

$$
\left\{\begin{array}{c}
\langle X, X\rangle>0 \text { or } X=0  \tag{2.2}\\
\langle X, X\rangle<0 \\
\langle X, X\rangle=0 \text { and } X \neq 0
\end{array}\right.
$$

respectively [5].
The vectoral product of $X$ and $Y$ is defined as [13]

$$
X \times Y=\left|\begin{array}{ccc}
e_{1} & -e_{2} & -e_{3}  \tag{2.3}\\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right|=\left(x_{2} y_{3}-x_{3} y_{2}, x_{1} y_{3}-x_{3} y_{1}, x_{2} y_{1-} x_{1} y_{2}\right)
$$

We denote by $\{T(s), N(s), B(s)\}$ the moving Frenet frame along the curve $\alpha=\alpha(s)$ in Minkowski 3 -space, where the vector fields $T, N$ and $B$ are called the tangent, the principal normal and the binormal vector field of $\alpha$, respectively.

Theorem 2.1. Let $\alpha=\alpha(s)$ be a spacelike or timelike arclength curve with non vanishing curvature. The Frenet formula of $\alpha$ is given by

$$
\left[\begin{array}{l}
T^{\prime}  \tag{2.4}\\
N^{\prime} \\
B^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa & 0 \\
-\varepsilon_{1} \delta_{1} \kappa & 0 & \tau \\
0 & \varepsilon_{1} \tau & 0
\end{array}\right]\left[\begin{array}{l}
T \\
N \\
B
\end{array}\right]
$$

where $\langle T, T\rangle=\varepsilon_{1},\langle N, N\rangle=\delta_{1}$. Also, we have $B=\varepsilon_{1} \delta_{1}(T \times N), \kappa=\delta_{1}\left\langle T^{\prime}, N\right\rangle$ and $\tau=-\varepsilon_{1} \delta_{1}\left\langle N^{\prime}, B\right\rangle$. The functions $\kappa$ and $\tau$ are called the curvature and torsion of $\alpha$, respectively.

If $\alpha(s)$ is a non-null curve on a surface, then we have another frame, the so called Darboux frame $\{T, b, n\}$. Here, $T$ is the unit tangent vector field of $\alpha, n$ is the unit normal vector field of the surface and $b$ is a unit vector field given by $b=\varepsilon_{1} \varepsilon_{3}(n \times T)$, where $\langle n, n\rangle=\varepsilon_{3}$. Because, $T$ is the same in each frame, the other vector fields of these frames lie on the same plane. Thus, we can give the following relation about these frames as:

Let $\varphi$ be a spacelike surface and $\alpha(s)$ a spacelike curve on $\varphi$. We have

$$
\left[\begin{array}{c}
T  \tag{2.5}\\
b \\
n
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cosh \theta & \sinh \theta \\
0 & \sinh \theta & \cosh \theta
\end{array}\right]\left[\begin{array}{c}
T \\
N \\
B
\end{array}\right]
$$

where $\theta$ is the hyperbolic angle between the vectors $b$ and $N$.
Let $\varphi$ be a timelike surface and $\alpha(s)$ a spacelike or timelike curve on $\varphi$.

1) If $\alpha(s)$ is timelike curve, then

$$
\left[\begin{array}{c}
T  \tag{2.6}\\
b \\
n
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
T \\
N \\
B
\end{array}\right]
$$

where $\theta$ is the angle between the vectors $b$ and $N$.
2) If $\alpha(s)$ is a spacelike curve, then

$$
\left[\begin{array}{c}
T  \tag{2.7}\\
b \\
n
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cosh \theta & \sinh \theta \\
0 & \sinh \theta & \cosh \theta
\end{array}\right]\left[\begin{array}{c}
T \\
N \\
B
\end{array}\right]
$$

where $\theta$ is the hyperbolic angle between the vectors $b$ and $N$.
Let $\varphi(s, t)$ be a timelike or spacelike surface. We have the following formula for the Darboux frame as

$$
\left[\begin{array}{c}
T^{\prime}  \tag{2.8}\\
b^{\prime} \\
n^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \varepsilon_{2} k_{g} & \varepsilon_{3} k_{n} \\
-\varepsilon_{1} k_{g} & 0 & \varepsilon_{3} \tau_{g} \\
-\varepsilon_{1} k_{n} & -\varepsilon_{2} \tau_{g} & 0
\end{array}\right]\left[\begin{array}{c}
T \\
b \\
n
\end{array}\right]
$$

where $\varepsilon_{1}=\langle T, T\rangle, \varepsilon_{2}=\langle b, b\rangle, \varepsilon_{3}=\langle n, n\rangle, \quad b=-\varepsilon_{2}(n \times T)$ and $k_{g}, k_{n}$ and $\tau_{g}$ are the geodesic curvature, the normal curvature and the geodesic torsion of $\alpha(s)$, respectively [6].

## 3. Construction of surfaces with a non-null asymptotic curve

Let $\alpha(s)$ be a spacelike or timelike arclength curve with nonvanishing curvature. Surfaces passing through $\alpha(s)$ are given by

$$
\begin{equation*}
\varphi(s, t)=\alpha(s)+x(s, t) T(s)+y(s, t) N(s)+z(s, t) B(s), \tag{3.1}
\end{equation*}
$$

$A_{1} \leq s \leq A_{2}, \quad B_{1} \leq t \leq B_{2}$, where $x(s, t), y(s, t)$ and $z(s, t)$ are $C^{2}$ marchingscale functions. Assume that $\varphi\left(s, t_{0}\right)=\alpha(s)$ for some $t_{0} \in\left[B_{1}, B_{2}\right]$, so that $\alpha$ becomes a parameter curve on $\varphi(s, t)$.

The normal vector field of $\varphi(s, t)$ is

$$
\begin{equation*}
n(s, t)=\frac{\partial \varphi}{\partial s} \times \frac{\partial \varphi}{\partial t} \tag{3.2}
\end{equation*}
$$

and along the curve $\alpha(s)$, one can write it as

$$
\begin{equation*}
n\left(s, t_{0}\right)=\phi_{1}\left(s, t_{0}\right) T(s)+\phi_{2}(s, t) N(s)+\phi_{3}(s, t) B(s) \tag{3.3}
\end{equation*}
$$

where

$$
\left\{\begin{array}{c}
\phi_{1}\left(s, t_{0}\right)=\left[\frac{\partial z}{\partial s}\left(s, t_{0}\right) \frac{\partial y}{\partial t}\left(s, t_{0}\right)-\frac{\partial y}{\partial s}\left(s, t_{0}\right) \frac{\partial z}{\partial t}\left(s, t_{0}\right)\right] \varepsilon_{1},  \tag{3.4}\\
\phi_{2}\left(s, t_{0}\right)=\left[\left(1+\frac{\partial x}{\partial s}\left(s, t_{0}\right)\right) \frac{\partial z}{\partial t}\left(s, t_{0}\right)-\frac{\partial z}{\partial s}\left(s, t_{0}\right) \frac{\partial x}{\partial t}\left(s, t_{0}\right)\right] \delta_{1} \\
\phi_{3}\left(s, t_{0}\right)=\left[\frac{\partial y}{\partial s}\left(s, t_{0}\right) \frac{\partial x}{\partial t}\left(s, t_{0}\right)-\left(1+\frac{\partial x}{\partial s}\left(s, t_{0}\right)\right) \frac{\partial y}{\partial t}\left(s, t_{0}\right)\right] \delta_{2}
\end{array}\right.
$$

$\varepsilon_{1}=\langle T, T\rangle, \delta_{1}=\langle N, N\rangle$ and $\delta_{2}=\langle B, B\rangle$.

Theorem 3.1. A non-null curve $\alpha(s)$ is a common asymptotic curve on the surface pencil $\varphi(s, t)[16]$ if

$$
\begin{equation*}
x\left(s, t_{0}\right)=y\left(s, t_{0}\right)=z\left(s, t_{0}\right)=\frac{\partial z}{\partial t}\left(s, t_{0}\right) \equiv 0 . \tag{3.5}
\end{equation*}
$$

To obtain regular surfaces one need $\frac{\partial y}{\partial t}\left(s, t_{0}\right) \neq 0$ as an extra condition.
Definition 3.1. Let $\varphi(s, t)$ be a parametric surface with unit normal vector field $\widehat{n}(s, t)$. A parametric offset surface is defined by

$$
\begin{equation*}
\bar{\varphi}(s, t)=\varphi(s, t)+r \widehat{n}(s, t), \tag{3.6}
\end{equation*}
$$

r being a non zero real constant [19].
Using Eqn. (3.1) offset surface pencil has the form

$$
\begin{equation*}
\bar{\varphi}(s, t)=\alpha(s)+r \widehat{n}(s, t)+x(s, t) T(s)+y(s, t) N(s)+z(s, t) B(s), \tag{3.7}
\end{equation*}
$$

$\beta(s)=\alpha(s)+r \widehat{n}(s, t)$ being the image of $\alpha(s)$ on $\bar{\varphi}(s, t)$.
Theorem 3.2. Let $\alpha(s)$ be a non-null regular curve on the surface pencil $\varphi(s, t)$. Then

$$
\left.\begin{array}{c}
{\overline{k_{g}}}^{r}=-\frac{1}{v^{3}}\left[-k_{g} v^{2}-r \varepsilon_{3}\left(r \tau_{g} k_{n}^{\prime}+\tau_{g}^{\prime}\left(1+r \varepsilon_{1} k_{n}\right)\right)\right]  \tag{3.8}\\
{\overline{k_{n}}}^{r}=-\frac{1}{v^{2}}\left[k_{n}\left(1+r \varepsilon_{1} k_{n}\right)+r \varepsilon_{2} \tau_{g}^{2}\right] \\
v^{2}
\end{array} r \varepsilon_{1} \varepsilon_{2} k_{n} \tau_{g}-\varepsilon_{2} \tau_{g}\left(1+r \varepsilon_{1} k_{n}\right)\right], ~ \$
$$

for the image curve $\beta(s)$ on the offset surface pencil $\bar{\varphi}(s, t)$, respectively, where

$$
\begin{equation*}
v=\left\|\beta^{\prime}(s)\right\|=\left|\left(1+r \varepsilon_{1} k_{n}\right)^{2} \varepsilon_{1}+\varepsilon_{2} r^{2} \tau_{g}^{2}\right|^{1 / 2} \tag{3.9}
\end{equation*}
$$

and $k_{g}, k_{n}, \tau_{g}$ are the geodesic, the normal curvature and the geodesic torsion of $\alpha(s)$, respectively.

This result also exists in [4] for spacelike surfaces.
Theorem 3.3. Let $\left\{\bar{T}^{r}, \bar{N}^{r}, \bar{B}^{r}\right\}$ be the Frenet frame of the image curve $\beta(s)$ on $\bar{\varphi}(s, t)$ and $\{T, b, n\}$ the Darboux frame of $\alpha(s)$ on $\varphi(s, t)$. Then we have

$$
\left\{\begin{array}{c}
\bar{T}^{r}=\frac{1}{v}\left[\left(1+r \varepsilon_{1} k_{n}\right) T+r \varepsilon_{2} \tau_{g} b\right]  \tag{3.10}\\
\bar{N}^{r}=\frac{1}{v^{4} \sqrt{\left.{\overline{k_{g}}}^{r}\right)^{2}-\left({\overline{k_{n}}}^{r}\right)^{2}}}\left[-r v^{3} \tau_{g}{\overline{k_{g}}}^{r} T+\varepsilon_{1} v^{3}{\overline{k_{g}}}^{r}\left(1+r \varepsilon_{1} k_{n}\right) b-\varepsilon_{3}{\overline{k_{n}}}^{r} v^{4} n\right] \\
\bar{B}^{r}=\frac{1}{v^{3} \sqrt{\left.{\overline{\bar{k}_{g}}}^{r}\right)^{2}-\left({\overline{k_{n}}}^{r}\right)^{2}}\left[r v^{2} \tau_{g}{\overline{k_{n}}}^{r} T-\varepsilon_{1} v^{2}{\overline{k_{n}}}^{r}\left(1+r \varepsilon_{1} k_{n}\right) b+v^{3} \varepsilon_{3}{\overline{k_{g}}}^{r} n\right],}
\end{array}\right.
$$

where $v=\left\|\beta^{\prime}(s)\right\|=\left|\left(1+r \varepsilon_{1} k_{n}\right)^{2} \varepsilon_{1}+\varepsilon_{2} r^{2} \tau_{g}^{2}\right|^{1 / 2},{\overline{k_{g}}}^{r},{\overline{k_{n}}}^{r}$ are the geodesic curvature and the normal curvature of the image curve $\beta(s)$ and $k_{g}, k_{n}, \tau_{g}$ are the geodesic, the normal curvature and the geodesic torsion of $\alpha(s)$, respectively.

Now, suppose that $\alpha(s)$ is a common spacelike asymptotic and parameter curve with timelike binormal on the spacelike surface pencil. Our objective is to find sufficient constraints for the curve $\beta(s)$ to be both an asymptotic curve and parameter curve on the offset surface pencil $\bar{\varphi}(s, t)$.

Observe that, by Eqn. (3.7), $\beta(s)$ is a parameter curve on each offset.
The necessary and sufficient condition forthe image curve $\beta(s)$ to be an asymptotic curve on the offset surface $\bar{\varphi}(s, t)$ is

$$
\begin{equation*}
\left\langle\frac{\partial \bar{n}^{r}}{\partial s}\left(s, t_{0}\right), \bar{T}^{r}(s)\right\rangle=0 \tag{3.11}
\end{equation*}
$$

where $\bar{T}^{r}(s)$ is the tangent vector field of the image curve $\beta(s)$ and $\bar{n}^{r}\left(s, t_{0}\right)$ is the unit normal vector field of $\bar{\varphi}(s, t)$ through the image curve. According to [19], we have $\bar{n}^{r}\left(s, t_{0}\right)= \pm n\left(s, t_{0}\right)$. Now, we have the following equivalent asymptotic requirement

$$
\begin{equation*}
\left\langle\frac{\partial n}{\partial s}\left(s, t_{0}\right), \bar{T}^{r}(s)\right\rangle=0 \tag{3.12}
\end{equation*}
$$

where $n\left(s, t_{0}\right)$ is the normal vector field of $\varphi(s, t)$. By the asymptotic requirement of $\alpha(s)$, we have

$$
\begin{equation*}
n\left(s, t_{0}\right)=\frac{\partial y}{\partial s}\left(s, t_{0}\right) B(s) \tag{3.13}
\end{equation*}
$$

With the help of Eqns. (2.4), (2.7), (3.10) and (3.12) we obtain

$$
\begin{equation*}
\tau(s) \tau_{g}(s) \frac{\partial y}{\partial t}\left(s, t_{0}\right) \operatorname{ch} \theta(s)=\tau_{g}(s) \frac{\partial^{2} y}{\partial s \partial t}\left(s, t_{0}\right) \operatorname{sh} \theta(s) \tag{3.14}
\end{equation*}
$$

for $\beta(s)$ to be an asymptotic curve on every spacelike offset surface pencil $\bar{\varphi}(s, t)$.
Note that, if $\alpha(s)$ is a line of curvature, i.e $\tau_{g}(s) \equiv 0$, then Eqn. (3.14) is satisfied and $\beta(s)$ be an asymptotic curve on the spacelike offset surface pencil $\bar{\varphi}(s, t)$.

Theorem 3.4. Let $\varphi(s, t)$ be a spacelike surface pencil with a common spacelike parametric and asymptotic curve $\alpha(s)$ with timelike binormal. The image curve $\beta(s)$ of $\alpha(s)$ is a common asymptotic curve on the spacelike offset surface pencil $\bar{\varphi}(s, t)$, if

$$
\left\{\begin{array}{c}
x\left(s, t_{0}\right)=y\left(s, t_{0}\right)=z\left(s, t_{0}\right) \equiv 0  \tag{3.15}\\
y(s, t)=e^{\int \tau(s) \operatorname{coth} \theta(s) d s} \int \psi(t) d t+\xi(s)
\end{array}\right.
$$

where $A_{1} \leq s \leq A_{2}, \quad B_{1} \leq t \leq B_{2}, \psi \in C^{2}, \xi \in C^{1}$.

Proof. Since the $\alpha(s)$ curve is a parameter curve on the surface $\varphi(s, t)$, we have

$$
x\left(s, t_{0}\right)=y\left(s, t_{0}\right)=z\left(s, t_{0}\right) \equiv 0 .
$$

For the image curve $\beta(s)$ of $\alpha(s)$ to be a common asymptotic curve on the spacelike offset surface pencil $\bar{\varphi}(s, t)$, we can use Eqn. (3.12). If Eqns. (3.4), (3.10) and (2.7) are written in Eqn. (3.12), then we obtain a second- order linear partial differential equation with variable coefficients as follows,

$$
\begin{equation*}
\tau \cosh \theta \frac{\partial y\left(s, t_{0}\right)}{\partial t}=\sinh \theta \frac{\partial^{2} y\left(s, t_{0}\right)}{\partial s \partial t} \tag{3.16}
\end{equation*}
$$

where since $\alpha(s)$ is an asymptotic on the surface pencil $\varphi(s, t)$, we have $\tau_{g} \neq 0$. The desired result is obtained from the solution of Eqn. (3.17).

Now, suppose that $\varphi(s, t)$ is a timelike surface with a common timelike asymptotic curve $\alpha(s)$. Hence, the offset surface $\bar{\varphi}(s, t)$ of $\varphi(s, t)$ is also a timelike surface.

By a similar investigation we obtain the following theorem:
Theorem 3.5. Let $\varphi(s, t)$ be a timelike surface pencil with a common timelike parametric and asymptotic curve $\alpha(s)$ or spacelike parametric and asymptotic curve $\alpha(s)$ with spacelike binormal. The image curve $\beta(s)$ of $\alpha(s)$ is a common asymptotic curve on the timelike offset surface pencil $\bar{\varphi}(s, t)$, if

$$
\left\{\begin{array}{c}
x\left(s, t_{0}\right)=y\left(s, t_{0}\right)=z\left(s, t_{0}\right) \equiv 0 .  \tag{3.17}\\
y(s, t)=e^{\int \tau(s) \cot \theta(s) d s} \int \psi(t) d t+\xi(s),
\end{array}\right.
$$

where $A_{1} \leq s \leq A_{2}, \quad B_{1} \leq t \leq B_{2}, \psi \in C^{2}, \xi \in C^{1}$.

## 4. Examples

### 4.1. Example 1

Unit speed timelike curve $\alpha(s)=\left(\frac{5}{3} s, \frac{4}{9} \cos (3 s), \frac{4}{9} \sin (3 s)\right)$ has Frenet vector fields as

$$
\left\{\begin{array}{c}
T(s)=\left(\frac{5}{3},-\frac{4}{3} \sin (3 s), \frac{4}{3} \cos (3 s)\right) \\
N(s)=(0,-\cos (3 s),-\sin (3 s)) \\
B(s)=\left(-\frac{4}{3}, \frac{5}{3} \sin (3 s),-\frac{5}{3} \cos (3 s)\right)
\end{array}\right.
$$

and torsion $\tau(s) \equiv 5$. Choosing $\xi(s) \equiv 0, \psi(t) \equiv 1, \quad t_{0}=0$ and $\theta(s)=\frac{\pi}{4}$ yields $y(s, t)=\left(t+c_{1}\right) e^{5 s+c_{2}}$ and for $c_{1}=c_{2}=0, y(s, t)=t e^{5 s}$. Letting $x(s, t)=$ $z(s, t) \equiv 0$ Theorems 3.1 and 3.5 are satisfied. Thus, we obtain the timelike surface

$$
\varphi(s, t)=\left(\frac{5}{3} s,\left(\frac{4}{9}-t e^{5 s}\right) \cos (3 s),\left(\frac{4}{9}-t e^{5 s}\right) \sin (3 s)\right)
$$



FIG. 4.1: Timelike surface $\varphi(s, t)$ and its asymptotic curve $\alpha(s)$.
$0 \leq s \leq 0.3,0 \leq t \leq 0.2$, accepting $\alpha(s)$ as an asymptotic curve (Figure 4.1).
To obtain the offset surface of $\varphi(s, t)$, first we calculate

$$
\widehat{n}(s, t)=\frac{1}{A}\left(4-9 t e^{5 s}, 5 \sin (3 s),-5 \cos (3 s)\right)
$$

where $A=\left|25-\left(9 t e^{5 s}-4\right)^{2}\right|^{\frac{1}{2}}$. Now for $r=3$, the image curve of $\alpha(s)$ is

$$
\begin{aligned}
\beta(s) & =\alpha(s)+3 \widehat{n}(s, 0) \\
& =\left(\frac{5}{3} s+4, \frac{4}{9} \cos (3 s)+5 \sin (3 s), \frac{4}{9} \sin (3 s)-5 \cos (3 s)\right)
\end{aligned}
$$

Using Eqn. (3.6), we get the offset timelike surface

$$
\begin{aligned}
\bar{\varphi}(s, t)= & \left(\frac{5}{3} s-\frac{3\left(9 t e^{5 s}-4\right)}{A},\left(\frac{4}{9}-t e^{5 s}\right) \cos (3 s)+\frac{15 \sin (3 s)}{A}\right. \\
& \left.\left(\frac{4}{9}-t e^{5 s}\right) \sin (3 s)-\frac{15 \cos (3 s)}{A}\right)
\end{aligned}
$$

$0 \leq s \leq 0.3,0 \leq t \leq 0.2$, accepting $\beta(s)$ as an asymptotic curve (Figure 4.2).

### 4.2. Example 2

The Frenet vector fields of the spacelike curve $\alpha(s)=\left(\frac{1}{3} \sinh (\sqrt{3} s), \frac{2 \sqrt{3}}{3} s, \frac{1}{3} \cosh (\sqrt{3} s)\right)$ with timelike binormal are

$$
\left\{\begin{array}{c}
T(s)=\left(\frac{\sqrt{3}}{3} \cosh (\sqrt{3} s), \frac{2 \sqrt{3}}{3}, \frac{\sqrt{3}}{3} \sinh (\sqrt{3} s)\right) \\
N(s)=(\sinh (\sqrt{3} s), 0, \cosh (\sqrt{3} s)) \\
B(s)=\left(\frac{2 \sqrt{3}}{3} \cosh (\sqrt{3} s), \frac{\sqrt{3}}{3}, \frac{2 \sqrt{3}}{3} \sinh (\sqrt{3} s)\right)
\end{array}\right.
$$



FIG. 4.2: Timelike offset surface $\bar{\varphi}(s, t)$ and its asymptotic curve $\beta(s)$.
and its torsion is $\tau(s) \equiv-2$. Choosing $\xi(s) \equiv 0, \psi(t) \equiv 1, t_{0}=0$ and $\theta(s)=$ $\operatorname{coth}^{-1}\left(-\frac{1}{2}\right)$ yields $y(s, t)=\left(t+c_{1}\right) e^{s+c_{2}}$ and for $c_{1}=c_{2}=0, y(s, t)=t e^{s}$. Letting $x(s, t)=z(s, t) \equiv 0$, Theorems 3.1 and 3.4 are satisfied. Thus, we obtain the spacelike surface

$$
\varphi(s, t)=\left(\left(3+t e^{s}\right) \sinh \frac{s}{4}, \frac{5}{4} s,\left(3+t e^{s}\right) \cosh \frac{s}{4}\right)
$$

$0 \leq s \leq 1,-1 \leq t \leq 1$, accepting $\alpha(s)$ as an asymptotic curve (Figure 4.3).


Fig. 4.3: Spacelike surface $\varphi(s, t)$ and its asymptotic curve $\alpha(s)$.
Using Eqn. (3.6), we get the offset spacelike surface

$$
\bar{\varphi}(s, t)=\left(\left(3+t e^{s}\right) \sinh \frac{s}{4}+\frac{20}{A} \cosh \frac{s}{4}, \frac{5}{4} s+\frac{4\left(t e^{s}+3\right)}{A},\left(3+t e^{s}\right) \cosh \frac{s}{4}+\frac{20}{A} \sinh \frac{s}{4}\right)
$$

$0 \leq s \leq 5,0 \leq t \leq 5$, accepting $\beta(s)$ as an asymptotic curve (Figure 4.4).


Fig. 4.4: Spacelike offset surface $\bar{\varphi}(s, t)$ and its asymptotic curve $\beta(s)$.
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#### Abstract

Let $R$ be a commutative ring with unity, $A, B$ be $R$-algebras and $M$ be an (A, B)-bimodule. Let $\mathfrak{T}=\operatorname{Tri}(\mathrm{A}, \mathrm{M}, \mathrm{B})$ be a $(n-1)$-torsion free triangular algebra. In this article, we prove that every multiplicative Lie $n$-higher derivation on triangular algebras has the standard form. Also, the main result is applied to some classical examples of triangular algebras such as upper triangular matrix algebras and nest algebras. Keywords: Triangular algebras, Lie type derivation.


## 1. Brief Historical Development

Many authors studied Lie type derivations on several rings and algebras [6, 7, 10, $12,14-17,19,25]$. In most of the cases, authors found that any Lie type derivation has the standard from on that particular ring or algebra under consideration. The first characterization of Lie derivations was obtained by Martindale [17] in 1964 who proved that every Lie derivation on a primitive ring can be written as a sum of derivations and an additive mapping of a ring to its center that maps commutators into zero, i.e, Lie derivation has the standard form.

Moreover, during last few decades, the multiplicative mappings on rings and algebras have been studied by many authors. Martindale [18] established a condition

[^4]on a ring such that multiplicative bijective mappings on this ring are all additive. In particular, he proved that every multiplicative bijective mapping from a prime ring containing a nontrivial idempotent onto an arbitrary ring is additive. Daif [8] studied the additivity of derivable map on a 2 -torsion free prime ring containing a nontrivial idempotent. In the year 1978, Miers [19] studied Lie triple derivations of von Neumann algebras and proved that if $M$ is a von Neumann algebra with no central abelian summands then there exists an operator $A \in M$ such that $L(X)=$ $[A, X]+\lambda(X)$ where $\lambda: M \rightarrow \mathrm{Z}(M)$ is a linear map which annihilates brackets of operators in $M$. In [7] Cheung initiated the study of Lie derivations of triangular algebras $\mathfrak{T}$ and gave a sufficient condition under which every Lie derivation on $\mathfrak{T}$ is a sum of derivations on $\mathfrak{T}$ and a mapping from $\mathfrak{T}$ to its center $Z(\mathfrak{T})$. Further, Lie derivations on triangular algebras were studied in [15, 25], whereas the study of Lie triple derivations on triangular algebras can be found in $[14,16]$. Yu and Zhang [25] proved that every nonlinear Lie derivation of triangular algebras is the sum of an additive derivation and a map from triangular algebra into its center sending commutators to zero. Ji et al. [14] proved the similar result for nonlinear Lie triple derivation of triangular algebras.

Benkovič and Eremita [6] discussed multiplicative Lie $n$-derivations of triangular rings, which in fact, generalized some results on nonlinear Lie (triple) derivations of triangular algebras (see [14, 25]).

Several authors have made important contributions to the related topics see for reference $[5,11,13,14,16,20,23-25]$ where further references can be found. Xiao and Wei [24] considered the case of nonlinear Lie higher derivation on a triangular algebra and they proved that if $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ is a nonlinear Lie higher derivation on a triangular algebra, then $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ is of the standard form, i.e., $\mathrm{L}_{r}=d_{r}+\gamma_{r}$, where $\left\{d_{r}\right\}_{r \in \mathbb{N}}$ is an additive higher derivation and $\left\{\gamma_{r}\right\}_{r \in \mathbb{N}}$ is a functional vanishing on all commutators of triangular algebra. However, much less attention to the study of Lie $n$-higher derivations on operator algebras has been paid. To the best of our knowledge, there are very few articles dealing with Lie $n$-higher derivations on rings and algebras except for $[9,11]$. The objective of this article is to describe the structure of multiplicative Lie $n$-higher derivations on triangular algebras.

## 2. Basic Definitions \& Preliminaries

Let R be a commutative ring with unity and $\mathrm{Z}(\mathcal{A})$ be the center of an R-algebra $\mathcal{A}$. A map $\mathrm{L}: \mathcal{A} \rightarrow \mathcal{A}$ (not necessarily linear) is called a multiplicative derivation (resp. multiplicative Lie derivation) on $\mathcal{A}$ if $\mathrm{L}(a b)=\mathrm{L}(a) b+a \mathrm{~L}(b)$ (resp. $\mathrm{L}([a, b])=$ $[\mathrm{L}(a), b]+[a, \mathrm{~L}(b)])$ holds for all $a, b \in \mathcal{A}$. In addition, if L is linear on $\mathcal{A}$, then L is said to be a derivation (resp. Lie derivation) on $\mathcal{A}$.

To explore a more approximate kind of maps. Define a sequence of polynomials:

$$
\begin{array}{rll}
\mathfrak{p}_{1}\left(x_{1}\right) & = & x_{1} \\
\mathfrak{p}_{2}\left(x_{1}, x_{2}\right) & = & {\left[\mathfrak{p}_{1}\left(x_{1}\right), x_{2}\right]=\left[x_{1}, x_{2}\right],} \\
& \vdots & \vdots \\
\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right) & = & {\left[\mathfrak{p}_{n-1}\left(x_{1}, x_{2}, \cdots, x_{n-1}\right), x_{n}\right] .}
\end{array}
$$

The polynomial $\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is called $(n-1)$-th commutator where $n \geq 2$. A $\operatorname{map}$ (not necessarily linear) $\mathrm{L}: \mathcal{A} \rightarrow \mathcal{A}$ is said to be a multiplicative Lie $n$-derivation on $\mathcal{A}$ if

$$
\mathrm{L}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=\sum_{i=1}^{n} \mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{i-1}, \mathrm{~L}\left(x_{i}\right), x_{i+1}, \cdots, x_{n}\right)
$$

for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathcal{A}$. The concept of Lie $n$-derivation was first introduced by Abdullaev [1] on certain von Neumann algebras. Note that any multiplicative Lie 2-derivation is known as multiplicative Lie derivation and multiplicative Lie 3derivation is said to be multiplicative Lie triple derivation. Thus multiplicative Lie derivation, multiplicative Lie triple derivation and multiplicative Lie $n$-derivation collectively known as multiplicative Lie type derivations on $\mathcal{A}$.

Apart from these, the concept of derivation were extended to higher derivation. Let us recall the basic facts about higher derivations. Let $\mathbb{N}$ be the set of nonnegative integers and $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ be a family of maps $\mathrm{L}_{r}: \mathcal{A} \rightarrow \mathcal{A}$ (not necessarily linear) such that $\mathrm{L}_{0}=I_{\mathcal{A}}$. Then $\mathfrak{L}$ is called

1. a multiplicative higher derivation if $\mathrm{L}_{r}\left(x_{1} x_{2}\right)=\sum_{i_{1}+i_{2}=r} \mathrm{~L}_{i_{1}}\left(x_{1}\right) \mathrm{L}_{i_{2}}\left(x_{2}\right)$,
2. a multiplicative Lie $n$-higher derivation if

$$
\mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=\sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}\left(x_{1}\right), \mathrm{L}_{i_{2}}\left(x_{2}\right), \cdots, \mathrm{L}_{i_{n}}\left(x_{n}\right)\right)
$$

for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathcal{A}$ and for each $r \in \mathbb{N}$. Note that any multiplicative Lie 2-higher derivation is multiplicative Lie higher derivation and multiplicative Lie 3higher derivation is multiplicative Lie triple higher derivation. Thus multiplicative Lie higher derivation, multiplicative Lie triple higher derivation and multiplicative Lie $n$-higher derivation collectively known as multiplicative Lie type higher derivations on $\mathcal{A}$. It is easy to observe that every higher derivation is a Lie higher derivation and every Lie higher derivation is a Lie triple higher derivation and so on but the converse need not be true in general.

Note that if $\mathfrak{D}=\left\{d_{r}\right\}_{r \in \mathbb{N}}$ is a higher derivation on $\mathcal{A}$ and for each $r \in \mathbb{N}$, $\mathrm{L}_{r}=d_{r}+f_{r}$ where $f_{r}: \mathcal{A} \rightarrow \mathrm{Z}(\mathcal{A})$ is a linear (resp. nonlinear) mapping, then it is easy to see that $\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ is a Lie $n$-higher derivation (resp. nonlinear Lie $n$-higher derivation) if and only if $f_{r}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=0$ for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathcal{A}$. Lie
$n$-higher derivation (resp. nonlinear Lie $n$-higher derivation) of the above kind are called standard. The natural problem that one considers in this context is whether or not every Lie $n$-higher derivation (resp. nonlinear Lie $n$-higher derivation) is standard.

Throughout this paper, R will always denote a commutative ring with unity element. Let A and B be unital algebras over R and let M be a unital ( $\mathrm{A}, \mathrm{B}$ )bimodule ( i.e., $1_{\mathrm{A}} \cdot m=m$ and $m \cdot 1_{\mathrm{B}}=m$ for all $m \in \mathrm{M}$.) which is faithful as a left A-module and also as a right B-module. The R-algebra

$$
\mathfrak{T}=\operatorname{Tri}(\mathrm{A}, \mathrm{M}, \mathrm{~B})=\left\{\left.\left[\begin{array}{cc}
a & m \\
0 & b
\end{array}\right] \right\rvert\, a \in \mathrm{~A}, m \in \mathrm{M}, b \in \mathrm{~B}\right\}
$$

under the usual matrix operations is called triangular algebra. The center of $\mathfrak{T}$ is

$$
\mathrm{Z}(\mathfrak{T})=\left\{\left.\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right] \right\rvert\, a m=m b \forall m \in \mathrm{M}\right\}
$$

Define two natural projections $\pi_{\mathrm{A}}: \mathfrak{T} \rightarrow \mathrm{A}$ and $\pi_{\mathrm{B}}: \mathfrak{T} \rightarrow \mathrm{B}$ by

$$
\pi_{\mathrm{A}}\left(\left[\begin{array}{cc}
a & m \\
0 & b
\end{array}\right]\right)=a \text { and } \pi_{\mathrm{B}}\left(\left[\begin{array}{cc}
a & m \\
0 & b
\end{array}\right]\right)=b
$$

Moreover, $\pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T})) \subseteq \mathrm{Z}(\mathrm{A})$ and $\pi_{\mathrm{B}}(\mathrm{Z}(\mathfrak{T})) \subseteq \mathrm{Z}(\mathrm{B})$ and there exists a unique algebraic isomorphism $\tau: \pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T})) \rightarrow \pi_{\mathrm{B}}(\mathrm{Z}(\mathfrak{T}))$ such that $a m=m \tau(a)$ for all $a \in \pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T})), m \in \mathrm{M}$.

Let $1_{\mathrm{A}}\left(\right.$ resp. $1_{\mathrm{B}}$ ) be the identity of the algebra A (resp. B) and let $I$ be the unity of triangular algebra $\mathfrak{T}$. Throughout, this paper we shall use the following notions: $p=\left[\begin{array}{cc}1_{\mathrm{A}} & 0 \\ 0 & 0\end{array}\right], q=I-p=\left[\begin{array}{cc}0 & 0 \\ 0 & 1_{\mathrm{B}}\end{array}\right]$ and $\mathrm{A} \cong p \mathfrak{T} p, \mathrm{M} \cong p \mathfrak{T} q, \mathrm{~B} \cong q \mathfrak{T} q$. Thus, $\mathfrak{T}=p \mathfrak{T} p+p \mathfrak{T} q+q \mathfrak{T} q \cong \mathrm{~A}+\mathrm{M}+\mathrm{B}$. Also, $\pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T}))$ and $\pi_{\mathrm{B}}(\mathrm{Z}(\mathfrak{T}))$ are isomorphic to $p \mathrm{Z}(\mathfrak{T}) p$ and $q \mathrm{Z}(\mathfrak{T}) q$ respectively. Then there is an algebra isomorphisms $\tau$ : $p \mathrm{Z}(\mathfrak{T}) p \rightarrow q \mathrm{Z}(\mathfrak{T}) q$ such that $a m=m \tau(a)$ for all $m \in p \mathfrak{T} q$.

Let us describe the result which is used subsequently in this article as :
Lemma 2.1. [6, Theorem 5.9] Let $\mathfrak{T}=\operatorname{Tri}(\mathrm{A}, \mathrm{M}, \mathrm{B})$ be $a(n-1)$-torsion free triangular ring. Suppose that $\mathfrak{T}$ satisfies the following conditions:

1. $\pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T}))=\mathrm{Z}(\mathrm{A})$ and $\pi_{\mathrm{B}}(\mathrm{Z}(\mathfrak{T}))=\mathrm{Z}(\mathrm{B})$,
2. $\mathrm{Z}(\mathrm{A})=\{a \in \mathrm{~A} \mid[[a, x], y]=0 \forall x, y \in \mathrm{~A}\}$ or $\mathrm{Z}(\mathrm{B})=\{b \in \mathrm{~B} \mid[[b, x], y]=0 \forall x, y \in \mathrm{~B}\}$.

Then any multiplicative Lie $n$-derivation $\mathrm{L}: \mathfrak{T} \rightarrow \mathfrak{T}$ has the standard form.

## 3. Multiplicative Lie $n$-higher derivation

In this section, we will prove the main result by a series of lemmas. It is clear that every Lie higher derivation is a Lie $n$-higher derivation for $n \geq 3$. Therefore, without loss of generality we assume $n \geq 3$ for convenience and for $n=2$ we can look into [24].

Theorem 3.1. Let $\mathfrak{T}=\operatorname{Tri}(\mathrm{A}, \mathrm{M}, \mathrm{B})$ be $a(n-1)$-torsion free triangular algebra consisting of unital algebras A, B and a faithful unital (A, B)-bimodule M. Suppose that $\mathfrak{T}$ satisfies the following conditions:
( $) \pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T}))=\mathrm{Z}(\mathrm{A})$ and $\pi_{\mathrm{B}}(\mathrm{Z}(\mathfrak{T}))=\mathrm{Z}(\mathrm{B})$,
( $\quad \mathrm{Z}(\mathrm{A})=\{a \in \mathrm{~A} \mid[[a, x], y]=0 \forall x, y \in \mathrm{~A}\}$
or $\mathrm{Z}(\mathrm{B})=\{b \in \mathrm{~B} \mid[[b, x], y]=0 \forall x, y \in \mathrm{~B}\}$.
Then every multiplicative Lie $n$-higher derivation $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ on $\mathfrak{T}$ has the standard form. More precisely, there exists an additive higher derivation $\mathfrak{D}=\left\{d_{r}\right\}_{r \in \mathbb{N}}$ on $\mathfrak{T}$ and a sequence of functionals $\left\{h_{r}\right\}_{r \in \mathbb{N}}$ which annihilates all Lie $n$-product $\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathfrak{T}$ such that $\mathrm{L}_{r}(x)=d_{r}(x)+h_{r}(x)$ for all $x \in \mathfrak{T}$ and $r \in \mathbb{N}$.

In order to prove our main theorem, we apply an induction method for the component index $r$. For $r=1, \mathrm{~L}_{1}$ is multiplicative Lie $n$-derivation on $\mathfrak{T}$. Hence by Lemma 2.1 it follows that there exists an additive derivation $d_{1}$ and a functional $h_{1}$ satisfying $h_{1}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=0$ for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathfrak{T}$ such that $\mathrm{L}_{1}(x)=d_{1}(x)+h_{1}(x)$ for all $x \in \mathfrak{T}$. Moreover, $\mathrm{L}_{1}$ and $d_{1}$ satisfy the following properties:

$$
\mathrm{C}_{1}: \begin{cases}\mathrm{L}_{1}(0)=0, & \mathrm{~L}_{1}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}+\mathrm{Z}(\mathfrak{T}) \\ \mathrm{L}_{1}(\mathrm{M}) \subseteq \mathrm{M}, & \mathrm{~L}_{1}(\mathrm{~B}) \subseteq \mathrm{B}+\mathrm{M}+\mathrm{Z}(\mathfrak{T}) \\ \mathrm{L}_{1}(p) \in \mathrm{M}+\mathrm{Z}(\mathfrak{T}), & \mathrm{L}_{1}(q) \in \mathrm{M}+\mathrm{Z}(\mathfrak{T}) \\ d_{1}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}, & d_{1}(\mathrm{~B}) \subseteq \mathrm{M}+\mathrm{B} \\ d_{1}(\mathrm{M}) \subseteq \mathrm{M}, & d_{1}(p), d_{1}(q) \in \mathrm{M}\end{cases}
$$

We assume that the result holds for all $1<s<r, r \in \mathbb{N}$. Then there exists an additive mapping $d_{s}$ and a functional $h_{s}$ satisfying $h_{s}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=0$ for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathfrak{T}$ such that $\mathrm{L}_{s}(x)=d_{s}(x)+h_{s}(x)$ for all $x \in \mathfrak{T}$. Thus the mapping $\mathrm{L}_{s}$ and $d_{s}$ satisfy the following properties:

$$
\mathrm{C}_{s}: \begin{cases}\mathrm{L}_{s}(0)=0, & \mathrm{~L}_{s}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}+\mathrm{Z}(\mathfrak{T}) \\ \mathrm{L}_{s}(\mathrm{M}) \subseteq \mathrm{M}, & \mathrm{~L}_{s}(\mathrm{~B}) \subseteq \mathrm{B}+\mathrm{M}+\mathrm{Z}(\mathfrak{T}) \\ \mathrm{L}_{s}(p) \in \mathrm{M}+\mathrm{Z}(\mathfrak{T}), & \mathrm{L}_{s}(q) \in \mathrm{M}+\mathrm{Z}(\mathfrak{T}) \\ d_{s}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}, & d_{s}(\mathrm{~B}) \subseteq \mathrm{M}+\mathrm{B} \\ d_{s}(\mathrm{M}) \subseteq \mathrm{M}, & d_{s}(p), d_{s}(q) \in \mathrm{M}\end{cases}
$$

Our aim is to show that above conditions also hold for $r$, it follows from the series of Lemmas:

Lemma 3.1. Let $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ be a multiplicative Lie $n$-higher derivation on ( $n-$ 1 )-torsion free triangular algebra $\mathfrak{T}$. Then $\mathrm{L}_{r}(0)=0$, and $\mathrm{L}_{r}(\mathrm{M}) \subseteq \mathrm{M}$ for each $r \in \mathbb{N}$.

Proof. For each $r \in \mathbb{N}, \mathrm{~L}_{r}(0)=0$ is trivially true. For any $m \in \mathrm{M}$ using conditions $C_{s}$, we have

$$
\begin{aligned}
\mathrm{L}_{r}(m)= & \mathrm{L}_{r}\left(\mathfrak{p}_{n}(m, q, \cdots, q)\right) \\
= & \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(m), \mathrm{L}_{i_{2}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n}\left(\mathrm{~L}_{r}(m), q, \cdots, q\right)+\mathfrak{p}_{n}\left(m, \mathrm{~L}_{r}(q), \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(m, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(r), \mathrm{L}_{i_{2}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n}\left(\mathrm{~L}_{r}(m), q, \cdots, q\right)+\mathfrak{p}_{n}\left(m, \mathrm{~L}_{r}(q), \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(m, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
= & p \mathrm{~L}_{r}(m) q+(n-1)\left[m, \mathrm{~L}_{r}(q)\right] .
\end{aligned}
$$

On multiplying the above equality from left by $p$ and right by $q$, we get ( $n-$ 1) $\left[\mathrm{M}, \mathrm{L}_{r}(q)\right]=0$ and hence $\mathrm{L}_{r}(m)=p \mathrm{~L}_{r}(m) q$. This implies that $\mathrm{L}_{r}(\mathrm{M}) \subseteq \mathrm{M}$.

Lemma 3.2. Let $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ be a multiplicative Lie $n$-higher derivation on ( $n-$ $1)$-torsion free triangular algebra $\mathfrak{T}$. Then $\mathrm{L}_{r}(p), \mathrm{L}_{r}(q) \in \mathrm{Z}(\mathfrak{T})+\mathrm{M}$ for each $r \in \mathbb{N}$.

Proof. From the proof of Lemma 3.1, we have seen that $(n-1)\left[M, L_{r}(q)\right]=0$. Since $\mathfrak{T}$ is $(n-1)$-torsion free, we have $\left[\mathrm{M}, \mathrm{L}_{r}(q)\right]=0$ and hence $p \mathrm{~L}_{r}(q) p+q \mathrm{~L}_{r}(q) q \in \mathrm{Z}(\mathfrak{T})$. Therefore, we have $\mathrm{L}_{r}(q) \in \mathrm{Z}(\mathfrak{T})+\mathrm{M}$. Also, for any arbitrary $m \in \mathrm{M}$, we obtain that

$$
\begin{aligned}
\mathrm{L}_{r}(m)= & \mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, m, q, \cdots, q)\right) \\
= & \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(p), \mathrm{L}_{i_{2}}(m), \mathrm{L}_{i_{3}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), m, q, \cdots, q\right)+\mathfrak{p}_{n}\left(p, \mathrm{~L}_{r}(m), q, \cdots, q\right) \\
& +\cdots+\mathfrak{p}_{n}\left(p, m, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(p), \mathrm{L}_{i_{2}}(m), \mathrm{L}_{i_{3}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n-1}\left(\left[\mathrm{~L}_{r}(p), m\right], q, \cdots, q\right)+\mathfrak{p}_{n-1}\left(\left[p, \mathrm{~L}_{r}(m)\right], q, \cdots, q\right) \\
= & p\left[\mathrm{~L}_{r}(p), m\right] q+p\left[p, \mathrm{~L}_{r}(m)\right] q .
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
\mathrm{L}_{r}(m)=p\left[\mathrm{~L}_{r}(p), m\right] q+p \mathrm{~L}_{r}(m) q \text { for all } m \in \mathrm{M} \tag{3.1}
\end{equation*}
$$

Hence, $p \mathrm{~L}_{r}(m) q=p\left[\mathrm{~L}_{r}(p), m\right] q+p \mathrm{~L}_{r}(m) q$, which implies that $\left[\mathrm{L}_{r}(p), \mathrm{M}\right]=0$. Then $\mathrm{L}_{r}(p) \in \mathrm{Z}(\mathfrak{T})+\mathrm{M}$.

Lemma 3.3. Let $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ be a multiplicative Lie $n$-higher derivation on ( $n-$ $1)$-torsion free triangular algebra $\mathfrak{T}$. Then for any $a \in \mathrm{~A}, b \in \mathrm{~B}$ and $m \in \mathrm{M}$, the following hold true:

1. $p \mathrm{~L}_{r}(b) p \in \mathrm{Z}(\mathrm{A})$ and $q \mathrm{~L}_{r}(a) q \in \mathrm{Z}(\mathrm{B})$,
2. $\mathrm{L}_{r}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}+\mathrm{Z}(\mathfrak{T})$ and $\mathrm{L}_{r}(\mathrm{~B}) \subseteq \mathrm{B}+\mathrm{M}+\mathrm{Z}(\mathfrak{T})$
for each $r \in \mathbb{N}$.

Proof. Let $a \in \mathrm{~A}, b \in \mathrm{~B}, m \in \mathrm{M}$. Using the condition $\mathbf{C}_{s}$ and the fact that $[a, b]=0$, we have

$$
\begin{aligned}
0= & \mathrm{L}_{r}\left(\mathfrak{p}_{n}(a, b, m, q, \cdots, q)\right) \\
= & \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(a), \mathrm{L}_{i_{2}}(b), \mathrm{L}_{i_{3}}(m), \mathrm{L}_{i_{4}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n}\left(\mathrm{~L}_{r}(a), b, m, q, \cdots, q\right)+\mathfrak{p}_{n}\left(a, \mathrm{~L}_{r}(b), m, q, \cdots, q\right)+\mathfrak{p}_{n}\left(a, b, \mathrm{~L}_{r}(m), \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(a, b, m, \mathrm{~L}_{r}(q), q, \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(a, b, m, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(a), \mathrm{L}_{i_{2}}(b), \mathrm{L}_{i_{3}}(m), \mathrm{L}_{i_{4}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n-2}\left(\left[\left[\mathrm{~L}_{r}(a), b\right], m\right], q, \cdots, q\right)+\mathfrak{p}_{n-2}\left(\left[\left[a, \mathrm{~L}_{r}(b)\right], m\right], q, \cdots, q\right) \\
= & {\left[\left[\mathrm{L}_{r}(a), b\right], m\right]+\left[\left[a, \mathrm{~L}_{r}(b)\right], m\right] . }
\end{aligned}
$$

Hence, $\left[q \mathrm{~L}_{r}(a) q, b\right]+\left[a, p \mathrm{~L}_{r}(b) p\right] \in \mathrm{Z}(\mathfrak{T})$. Now multiplying from right as well as left side by $p$ and $q$ respectively and on applying the assumptions $(\star)$ and $(\sharp)$, we get

$$
p \mathrm{~L}_{r}(b) p \in \mathrm{Z}(\mathrm{~A}) \text { and } q \mathrm{~L}_{r}(a) q \in \mathrm{Z}(\mathrm{~B}) .
$$

Then we obtain

$$
\mathrm{L}_{r}(a)=\left(p \mathrm{~L}_{r}(a) p-\tau^{-1}\left(q \mathrm{~L}_{r}(a) q\right)\right)+p \mathrm{~L}_{r}(a) q+\left(\tau^{-1}\left(q \mathrm{~L}_{r}(a) q\right)+q \mathrm{~L}_{r}(a) q\right)
$$

and

$$
\mathrm{L}_{r}(b)=\left(p \mathrm{~L}_{r}(b) p+\tau\left(p \mathbf{L}_{r}(b) p\right)\right)+p \mathrm{~L}_{r}(b) q+\left(q \mathrm{~L}_{r}(b) q-\tau\left(p \mathrm{~L}_{r}(b) p\right)\right.
$$

which gives $\mathrm{L}_{r}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}+\mathrm{Z}(\mathfrak{T})$ and $\mathrm{L}_{r}(\mathrm{~B}) \subseteq \mathrm{B}+\mathrm{M}+\mathrm{Z}(\mathfrak{T})$.

Remark 3.1. We define $f_{r_{1}}(a)=q \mathrm{~L}_{r}(a) q$ and $f_{r_{2}}(b)=p \mathrm{~L}_{r}(b) p$ for any $a \in \mathrm{~A}, b \in \mathrm{~B}$. By Lemma 3.3 follows that $f_{r_{1}}: \mathrm{A} \rightarrow q \mathrm{Z}(\mathfrak{T}) q$ is a mapping such that $f_{r_{1}}\left(\mathfrak{p}_{n}(\mathrm{~A}, \mathrm{~A}, \cdots, \mathrm{~A})\right)=0$ and $f_{r_{2}}: \mathrm{B} \rightarrow p \mathrm{Z}(\mathfrak{T}) p$ is a mapping such that $f_{r_{2}}\left(\mathfrak{p}_{n}(\mathrm{~B}, \mathrm{~B}, \cdots, \mathrm{~B})\right)=0$. Define the maps $\delta_{r}: \mathfrak{T} \rightarrow \mathfrak{T}$ and $f_{r}: \mathfrak{T} \rightarrow \mathrm{Z}(\mathfrak{T})$ by $\delta_{r}=\mathrm{L}_{r}-f_{r}$ and

$$
f_{r}(x)=f_{r_{1}}(p x p)+\tau^{-1}\left(f_{r_{1}}(p x p)\right)+f_{r_{2}}(q x q)+\tau\left(f_{r_{2}}(q x q)\right) \text { for all } x \in \mathfrak{T} .
$$

Obviously, $f_{r}(\mathrm{M})=0$. Hence $\delta_{r}(\mathrm{M})=\mathrm{L}_{r}(\mathrm{M})$. We claim that $f_{r}\left(\mathfrak{p}_{n}(\mathfrak{T}, \mathfrak{T}, \cdots, \mathfrak{T})\right)=0$.

Assume $x_{1}, x_{2}, \cdots, x_{n} \in \mathfrak{T}$. Since $f_{r}(x)=f_{r}(p x p+q x q)$ for each $x \in \mathfrak{T}$, we find that

$$
\begin{aligned}
f_{r}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)= & f_{r}\left(p\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right) p+q\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right) q\right) \\
= & q \mathrm{~L}_{r}\left(p\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right) p\right) q\right. \\
& +\tau^{-1}\left(q \mathrm{~L}_{r}\left(p\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right) p\right) q\right)\right. \\
& +p \mathrm{~L}_{r}\left(q\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right) q\right) p\right. \\
& +\tau\left(p \mathrm{~L}_{r}\left(q\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right) q\right) p\right)\right. \\
= & q \mathrm{~L}_{r}\left(\mathfrak{p}_{n}\left(p x_{1} p, p x_{2} p, \cdots, p x_{n} p\right)\right) q \\
& +\tau^{-1}\left(q \mathrm{~L}_{r}\left(\mathfrak{p}_{n}\left(p x_{1} p, p x_{2} p, \cdots, p x_{n} p\right) q\right)\right. \\
& +p \mathrm{~L}_{r}\left(\mathfrak{p}_{n}\left(q x_{1} q, q x_{2} q, \cdots, q x_{n} q\right) p\right. \\
& +\tau\left(p \mathrm{~L}_{r}\left(\mathfrak{p}_{n}\left(q x_{1} q, q x_{2} q, \cdots, q x_{n} q\right) p\right) .\right.
\end{aligned}
$$

Since

$$
\begin{aligned}
& p \mathrm{~L}_{r}\left(\mathfrak{p}_{n}\left(q x_{1} q, q x_{2} q, \cdots, q x_{n} q\right) p\right. \\
&= p\left(\mathfrak{p}_{n}\left(\mathrm{~L}_{r}\left(q x_{1} q\right), q x_{2} q, \cdots, q x_{n} q\right)\right) p \\
&+p\left(\mathfrak{p}_{n}\left(q x_{1} q, \mathrm{~L}_{r}\left(q x_{2} q\right), \cdots, q x_{n} q\right)\right) p \\
&+p\left(\mathfrak{p}_{n}\left(q x_{1} q, q x_{2} q, \cdots, \mathrm{~L}_{r}\left(q x_{n} q\right)\right)\right) p \\
& \quad+p\left(\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}\left(q x_{1} q\right), \mathrm{L}_{i_{2}}\left(q x_{2} q\right), \cdots, \mathrm{L}_{i_{n}}\left(q x_{n} q\right)\right)\right) p \\
& 0 .
\end{aligned}
$$

Similarly, $q \mathrm{~L}_{r}\left(\mathfrak{p}_{n}\left(p x_{1} p, p x_{2} p, \cdots, p x_{n} p\right)\right) q=0$, and hence $f_{r}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=0$ for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathfrak{T}$. Consequently,

$$
\begin{aligned}
\delta_{r}\left(\mathfrak{p}_{n}( \right. & \left.\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right) \\
= & \mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right) \\
= & \mathfrak{p}_{n}\left(\mathrm{~L}_{r}\left(x_{1}\right), x_{2}, \cdots, x_{n}\right)+\mathfrak{p}_{n}\left(x_{1}, \mathrm{~L}_{r}\left(x_{2}\right), \cdots, x_{n}\right)+\cdots+\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, \mathrm{~L}_{r}\left(x_{n}\right)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}\left(x_{1}\right), \mathrm{L}_{i_{2}}\left(x_{2}\right), \cdots, \mathrm{L}_{i_{n}}\left(x_{n}\right)\right) \\
= & \mathfrak{p}_{n}\left(\mathrm{~L}_{r}\left(x_{1}\right)-f_{r}\left(x_{1}\right), x_{2}, \cdots, x_{n}\right)+\mathfrak{p}_{n}\left(x_{1}, \mathrm{~L}_{r}\left(x_{2}\right)-f_{r}\left(x_{2}\right), \cdots, x_{n}\right) \\
& +\cdots+\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, \mathrm{~L}_{r}\left(x_{n}\right)-f_{r}\left(x_{n}\right)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{2}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}\left(x_{1}\right)-d_{i_{1}}\left(x_{1}\right), \mathrm{L}_{i_{2}}\left(x_{2}\right)-d_{i_{2}}\left(x_{2}\right), \cdots, \mathrm{L}_{i_{n}}\left(x_{n}\right)-d_{i_{n}}\left(x_{n}\right)\right) \\
= & \mathfrak{p}_{n}\left(\delta_{r}\left(x_{1}\right), x_{2}, \cdots, x_{n}\right)+\mathfrak{p}_{n}\left(x_{1}, \delta_{r}\left(x_{2}\right), \cdots, x_{n}\right)+\mathfrak{p}_{n}\left(x_{1}, x_{2}, \cdots, \delta_{r}\left(x_{n}\right)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(d_{i_{1}}\left(x_{1}\right), d_{i_{2}}\left(x_{2}\right), \cdots, d_{i_{n}}\left(x_{n}\right)\right)
\end{aligned}
$$

for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathfrak{T}$. Thus $\left\{\delta_{r}\right\}_{r \in \mathbb{N}}$ is a multiplicative Lie $n$-higher derivation on $\mathfrak{T}$.

Since $\mathfrak{p}_{n}(p, x, q, \cdots, q)=\mathfrak{p}_{n}(x, q, q, \cdots, q)$ for all $x \in \mathfrak{T}$, we find that

$$
\begin{aligned}
\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), x, q, \cdots, q\right) & +\mathfrak{p}_{n}\left(p, \mathrm{~L}_{r}(x), q, \cdots, q\right)+\mathfrak{p}_{n}\left(p, x, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(p), \mathrm{L}_{i_{2}}(x), q, \cdots, \mathrm{~L}_{i_{n}}(q)\right) \\
=\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(x), q, \cdots,\right. & q)+\mathfrak{p}_{n}\left(x, \mathrm{~L}_{r}(q), \cdots, q\right)+\mathfrak{p}_{n}\left(x, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\mathrm{~L}_{i_{1}}(x), \mathrm{L}_{i_{2}}(q), \cdots, \mathrm{L}_{i_{n}}(q)\right) .
\end{aligned}
$$

Considering the induction hypothesis, the above equation becomes

$$
\left[\delta_{r}(p), x\right]+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}}\left[d_{i_{1}}(p), d_{i_{2}}(x)\right]=\left[x, \delta_{r}(q)\right]+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}}\left[d_{i_{1}}(x), d_{i_{2}}(q)\right] .
$$

Note that $d_{i}$ is additive and $d_{i}(I)=0$ for all $0<i<r$. Thus we arrive $\left[\delta_{r}(p), x\right]=\left[x, \delta_{r}(q)\right]$. That is $\delta_{r}(p)+\delta_{r}(q) \in \mathrm{Z}(\mathfrak{T})$. On the other hand, $\delta_{r}(p)=\mathrm{L}_{r}(p)-f_{r}(p) \in \mathrm{M}$ by Lemma 3.2 and $\delta_{r}(q) \in \mathrm{M}$. By the characterization of the centre of $\mathfrak{T}$, we can calculate that $\delta_{r}(p)+\delta_{r}(q)=0$.

Now from Lemma 3.1 and Lemma 3.2, it is clear that

Lemma 3.4. For $r \in \mathbb{N}$, we have the following:

1. $\delta_{r}(0)=0$,
2. $\delta_{r}(\mathrm{M}) \subseteq \mathrm{M}$,
3. $\delta_{r}(p), \delta_{r}(q) \in \mathrm{M}$ and $\delta_{r}(p)+\delta_{r}(q)=0$,
4. $\delta_{r}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}$ and $\delta_{r}(\mathrm{~B}) \subseteq \mathrm{B}+\mathrm{M}$.

Lemma 3.5. For any $a \in \mathrm{~A}, m \in \mathrm{M}$ and $b \in \mathrm{~B}$, we have

1. $\delta_{r}(a m)=\delta_{r}(a) m+a \delta_{r}(m)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}(a) d_{i_{2}}(m)$,
2. $\delta_{r}(m b)=\delta_{r}(m) b+m \delta_{r}(b)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}(m) d_{i_{2}}(b)$
for $r \in \mathbb{N}$.

Proof. Using the fact that $\delta_{s}(q) \in \mathrm{M}$ for all $0<s \leq r$, we get

$$
\begin{aligned}
\delta_{r}(a m)= & \mathrm{L}_{r}([a, m]) \\
= & \mathrm{L}_{r}\left(\mathfrak{p}_{n}(a, m, q, \cdots, q)\right) \\
= & \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(a), \delta_{i_{2}}(m), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n}\left(\delta_{r}(a), m, q, \cdots, q\right)+\mathfrak{p}_{n}\left(a, \delta_{r}(m), q, \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(a, m, \delta_{r}(q), q, \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(a, m, q, \cdots, \delta_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(d_{i_{1}}(a), d_{i_{2}}(m), d_{i_{3}}(q), \cdots, d_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n-1}\left(\left[\delta_{r}(a), m\right], q, \cdots, q\right)+\mathfrak{p}_{n-1}\left(\left[a, \delta_{r}(m)\right], q, \cdots, q\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} \mathfrak{p}_{n-1}\left(\left[d_{i_{1}}(a), d_{i_{2}}(m)\right], q, \cdots, q\right) \\
= & \delta_{r}(a) m+a \delta_{r}(m)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}(a) d_{i_{2}}(m) .
\end{aligned}
$$

for $a \in \mathrm{~A}, m \in \mathrm{M}$. Likewise, $\delta_{r}(m b)=\delta_{r}(m) b+m \delta_{r}(b)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}(m) d_{i_{2}}(b)$ for all $b \in \mathrm{~B}, m \in \mathrm{M}$.

Lemma 3.6. For any $a_{1}, a_{2} \in \mathrm{~A}$ and $b_{1}, b_{2} \in \mathrm{~B}$, we have

1. $\delta_{r}\left(a_{1} a_{2}\right)=\delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right)$;
2. $\delta_{r}\left(b_{1} b_{2}\right)=\delta_{r}\left(b_{1}\right) b_{2}+b_{1} \delta_{r}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(b_{2}\right)$
for $r \in \mathbb{N}$.

Proof. For any $a_{1}, a_{2} \in \mathrm{~A}$ and $m \in \mathrm{M}$.

$$
\begin{aligned}
\delta_{r}\left(a_{1} a_{2} m\right) & =\delta_{r}\left(\left(a_{1} a_{2}\right) m\right) \\
& =\delta_{r}\left(a_{1} a_{2}\right) m+a_{1} a_{2} \delta_{r}(m)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1} a_{2}\right) d_{i_{2}}(m) \\
& =\delta_{r}\left(a_{1} a_{2}\right) m+a_{1} a_{2} \delta_{r}(m)+\sum_{\substack{i_{1}+i_{2}+i_{3}=r \\
0 \leq i_{1}, i_{3}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right) d_{i_{3}}(m) .
\end{aligned}
$$

On the other way,

$$
\begin{aligned}
\delta_{r}\left(a_{1} a_{2} m\right)= & \delta_{r}\left(a_{1}\left(a_{2} m\right)\right) \\
= & \delta_{r}\left(a_{1}\right) a_{2} m+a_{1} \delta_{r}\left(a_{2} m\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2} m\right) \\
= & \delta_{r}\left(a_{1}\right) a_{2} m+a_{1} \delta_{r}\left(a_{2}\right) m+a_{1} a_{2} \delta_{r}(m) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right) m+\sum_{\substack{i_{1}+i_{2}+i_{3}=r \\
0 \leq i_{1}, i_{2}<r \\
0<i_{3}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right) d_{i_{3}}(m) .
\end{aligned}
$$

By the condition $\mathbf{C}_{s}$, the above expression becomes

$$
\delta_{r}\left(a_{1} a_{2}\right) m=\left\{\delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right)\right\} m .
$$

Since $\delta_{r}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}$ and M is faithful as left A-module, the above relation implies that

$$
\begin{equation*}
\delta_{r}\left(a_{1} a_{2}\right) p=\left\{\delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right)\right\} p . \tag{3.2}
\end{equation*}
$$

Also, $\left[a_{1}, q\right]=0$ for all $a_{1} \in \mathrm{~A}$

$$
\begin{aligned}
0= & \mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(a_{1}, q, q, \cdots, q\right)\right) \\
= & \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}\left(a_{1}\right), \delta_{i_{2}}(q), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n}\left(\delta_{r}\left(a_{1}\right), q, q, \cdots, q\right)+\mathfrak{p}_{n}\left(a_{1}, \delta_{r}(q), q, \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(a_{1}, q, \delta_{r}(q), q, \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(a_{1}, q, q, \cdots, \delta_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(d_{i_{1}}\left(a_{1}\right), d_{i_{2}}(q), d_{i_{3}}(q), \cdots, d_{i_{n}}(q)\right) \\
= & \mathfrak{p}_{n-1}\left(\left[\delta_{r}\left(a_{1}\right), q\right], q, \cdots, q\right)+\mathfrak{p}_{n-1}\left(\left[a_{1}, \delta_{r}(q)\right], q, \cdots, q\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} \mathfrak{p}_{n-1}\left(\left[d_{i_{1}}\left(a_{1}\right), d_{i_{2}}(q)\right], q, \cdots, q\right) .
\end{aligned}
$$

Since $\delta_{r}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}, \delta_{r}(q) \in \mathrm{M}$. The above equation implies that

$$
\begin{equation*}
0=\delta_{r}\left(a_{1}\right) q+a_{1} \delta_{r}(q)+\sum_{\substack{i_{1}+i_{2} r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}(q) \text { for all } a_{1} \in \mathrm{~A} . \tag{3.3}
\end{equation*}
$$

On substituting $a_{1}$ by $a_{2}$ and $a_{1} a_{2}$ in (3.3) respectively, we get

$$
\begin{equation*}
0=\delta_{r}\left(a_{2}\right) q+a_{2} \delta_{r}(q)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{2}\right) d_{i_{2}}(q) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\delta_{r}\left(a_{1} a_{2}\right) q+a_{1} a_{2} \delta_{r}(q)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1} a_{2}\right) d_{i_{2}}(q) . \tag{3.5}
\end{equation*}
$$

Now left multiplying $a_{1}$ in (3.4) and combining it with (3.5) gives

$$
\delta_{r}\left(a_{1} a_{2}\right) q+\sum_{\substack{i_{1}+i_{2}+i_{3}=r \\ 0<i_{1}, i_{2}, i_{3}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right) d_{i_{3}}(q)=a_{1} \delta_{r}\left(a_{2}\right) q
$$

which implies that

$$
\delta_{r}\left(a_{1} a_{2}\right) q+\sum_{i_{1}=1}^{r-1} d_{i_{1}}\left(a_{1}\right) \sum_{\substack{i_{2}+i_{3}=r \\ 0<i_{2}, i_{3}<r}} d_{i_{2}}\left(a_{2}\right) d_{i_{3}}(q)=a_{1} \delta_{r}\left(a_{2}\right) q
$$

Now using the condition $\mathbf{C}_{s}$, we find that

$$
\delta_{r}\left(a_{1} a_{2}\right) q-\sum_{i_{1}=1}^{r-1} d_{i_{1}}\left(a_{1}\right) d_{r-i_{1}}\left(a_{2}\right) q=a_{1} \delta_{r}\left(a_{2}\right) q
$$

gives us

$$
\delta_{r}\left(a_{1} a_{2}\right) q=a_{1} \delta_{r}\left(a_{2}\right) q+\sum_{i_{1}=1}^{r-1} d_{i_{1}}\left(a_{1}\right) d_{r-i_{1}}\left(a_{2}\right) q
$$

Hence,

$$
\begin{equation*}
\delta_{r}\left(a_{1} a_{2}\right) q=\left\{\delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right)\right\} q . \tag{3.6}
\end{equation*}
$$

Now adding the (3.2) and (3.6), we have

$$
\delta_{r}\left(a_{1} a_{2}\right)=\delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right) .
$$

Similarly, we can obtain that

$$
\delta_{r}\left(b_{1} b_{2}\right)=\delta_{r}\left(b_{1}\right) b_{2}+b_{1} \delta_{r}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(b_{2}\right)
$$

for all $b_{1}, b_{2} \in \mathrm{~B}$.
Lemma 3.7. For any $a \in \mathrm{~A}, m \in \mathrm{M}$ and $b \in \mathrm{~B}$, we have

1. $\delta_{r}(a+m)-\delta_{r}(a)-\delta_{r}(m) \in \mathrm{Z}(\mathfrak{T})$;
2. $\delta_{r}(b+m)-\delta_{r}(b)-\delta_{r}(m) \in \mathrm{Z}(\mathfrak{T})$
for $r \in \mathbb{N}$.

Proof. Let $a \in \mathrm{~A}$ and $m, m_{1} \in \mathrm{M}$. Since $\left[a, m_{1}\right]=\left[a+m, m_{1}\right]$, we find

$$
\begin{equation*}
\mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(a, m_{1}, q, \cdots, q\right)\right)=\mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(a+m, m_{1}, q, \cdots, q\right)\right) \tag{3.7}
\end{equation*}
$$

Using induction hypothesis, Lemma 3.3 and (3.7) reduces to

$$
\mathfrak{p}_{n}\left(\delta_{r}(a), m_{1}, q, \cdots, q\right)=\mathfrak{p}_{n}\left(\delta_{r}(a+m), m_{1}, q, \cdots, q\right)
$$

Therefore, $\left[\delta_{r}(a), m_{1}\right]=\left[\delta_{r}(a+m), m_{1}\right]$ and hence $\left[\delta_{r}(a+m)-\delta_{r}(a), \mathrm{M}\right]=0$. Hence, we get that

$$
\begin{align*}
& \delta_{r}(a+m)-\delta_{r}(a)-p\left(\delta_{r}(a+m)-\delta_{r}(a)\right) q \\
& \quad=p\left(\delta_{r}(a+m)-\delta_{r}(a)\right) p+q\left(\delta_{r}(a+m)-\delta_{r}(a)\right) q \in \mathrm{Z}(\mathfrak{T}) \tag{3.8}
\end{align*}
$$

for all $a \in \mathrm{~A}, m \in \mathrm{M}$. Applying Lemma 3.2, 3.4 and Remark 3.1, we have

$$
\begin{aligned}
& p\left(\delta_{r}(a+m)-\delta_{r}(a)\right) q \\
&= {\left[p, \delta_{r}(a+m)-\delta_{r}(a)\right] } \\
&= {\left[p, \mathrm{~L}_{r}(a+m)\right]-\left[p, \mathrm{~L}_{r}(a)\right] } \\
&= \mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, a+m, q, \cdots, q)\right)-\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), a+m, q, \cdots, q\right) \\
&-\mathfrak{p}_{n}\left(p, a+m, \mathrm{~L}_{r}(q), \cdots, q\right)-\cdots-\mathfrak{p}_{n}\left(p, a+m, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
&-\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
\\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\delta_{i_{1}}(p), \delta_{i_{2}}(a+m), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&-\mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, a, q, \cdots, q)\right)+\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), a, q, \cdots, q\right) \\
&+\mathfrak{p}_{n}\left(p, a, \mathrm{~L}_{r}(q), \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(p, a, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
&+\sum \sum^{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(p), \delta_{i_{2}}(a), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&= \mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, m, q, \cdots, q)\right) \\
&= \mathrm{L}_{r}(m)=\delta_{r}(m) .
\end{aligned}
$$

From (3.8), it follows that $\delta_{r}(a+m)-\delta_{r}(a)-\delta_{r}(m) \in \mathrm{Z}(\mathfrak{T})$ for all $a \in \mathrm{~A}, m \in \mathrm{M}$. Similarly, we can prove $\delta_{r}(b+m)-\delta_{r}(b)-\delta_{r}(m) \in \mathrm{Z}(\mathfrak{T})$ for all $b \in \mathrm{~B}, m \in \mathrm{M}$.

Lemma 3.8. $\delta_{r}$ is additive on $\mathrm{A}, \mathrm{M}$ and B .

Proof. Using $m_{1}+m_{2}=\mathfrak{p}_{n}\left(p+m_{1}, m_{2}+q, q, \cdots, q\right)$ and Lemma 3.4, we find that

$$
\begin{aligned}
& \delta_{r}\left(m_{1}+m_{2}\right)=\mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(p+m_{1}, m_{2}+q, q, \cdots, q\right)\right) \\
& =\sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}\left(p+m_{1}\right), \delta_{i_{2}}\left(m_{2}+q\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
& =\mathfrak{p}_{n}\left(\delta_{r}\left(p+m_{1}\right), m_{2}+q, q, \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(p+m_{1}, \delta_{r}\left(m_{2}+q\right), q, \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(p+m_{1}, m_{2}+q, \delta_{r}(q), q, \cdots, q\right) \\
& +\cdots+\mathfrak{p}_{n}\left(p+m_{1}, m_{2}+q, q, \cdots, \delta_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\delta_{i_{1}}\left(p+m_{1}\right), \delta_{i_{2}}\left(m_{2}+q\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
& =\mathfrak{p}_{n-1}\left(\left[\delta_{r}\left(p+m_{1}\right), m_{2}+q\right], q, \cdots, q\right) \\
& +\mathfrak{p}_{n-1}\left(\left[p+m_{1}, \delta_{r}\left(m_{2}+q\right)\right], q, \cdots, q\right) \\
& =\mathfrak{p}_{n-1}\left(\left[\delta_{r}(p)+\delta_{r}\left(m_{1}\right), m_{2}+q\right], \cdots, q\right) \\
& +\mathfrak{p}_{n-1}\left(\left[p+m_{1}, \delta_{r}\left(m_{2}\right)+\delta_{r}(q)\right], \cdots, q\right) \\
& =\delta_{r}(p)+\delta_{r}\left(m_{1}\right)+\delta_{r}\left(m_{2}\right)+\delta_{r}(q) \\
& =\delta_{r}\left(m_{1}\right)+\delta_{r}\left(m_{2}\right)
\end{aligned}
$$

for all $m_{1}, m_{2} \in \mathrm{M}$. Now,

$$
\begin{align*}
\delta_{r}\left(\left(a_{1}+a_{2}\right) m\right)= & \delta_{r}\left(a_{1} m\right)+\delta_{r}\left(a_{2} m\right) \\
= & \delta_{r}\left(a_{1}\right) m+a_{1} \delta_{r}(m)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}(m) \\
& +\delta_{r}\left(a_{2}\right) m+a_{2} \delta_{r}(m)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{2}\right) d_{i_{2}}(m) \tag{3.9}
\end{align*}
$$

for all $a_{1}, a_{2} \in \mathrm{~A}$ and $m \in \mathrm{M}$. On the other hand,

$$
\begin{align*}
\delta_{r}\left(\left(a_{1}+a_{2}\right) m\right)= & \delta_{r}\left(a_{1}+a_{2}\right) m+\left(a_{1}+a_{2}\right) \delta_{r}(m) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}+a_{2}\right) d_{i_{2}}(m) . \tag{3.10}
\end{align*}
$$

Combining (3.9), (3.10) and applying condition $\mathbf{C}_{s}$, we have

$$
\begin{equation*}
\delta_{r}\left(a_{1}+a_{2}\right) m=\delta_{r}\left(a_{1}\right) m+\delta_{r}\left(a_{2}\right) m \tag{3.11}
\end{equation*}
$$

Since $\delta_{r}(\mathrm{~A}) \subseteq \mathrm{A}+\mathrm{M}$ and M is faithful as left A . Then (3.11) implies that

$$
\begin{equation*}
\delta_{r}\left(a_{1}+a_{2}\right) p=\delta_{r}\left(a_{1}\right) p+\delta_{r}\left(a_{2}\right) p . \tag{3.12}
\end{equation*}
$$

Replace $a_{1}$ for $a_{1}+a_{2}$ in (3.3), we get

$$
\begin{equation*}
0=\delta_{r}\left(a_{1}+a_{2}\right) q+\left(a_{1}+a_{2}\right) \delta_{r}(q)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}+a_{2}\right) d_{i_{2}}(q) \tag{3.13}
\end{equation*}
$$

for all $a_{1} \in \mathrm{~A}$. Combining (3.13) with (3.3) and (3.4), we obtain

$$
\begin{equation*}
\delta_{r}\left(a_{1}+a_{2}\right) q=\delta_{r}\left(a_{1}\right) q+\delta_{r}\left(a_{2}\right) q . \tag{3.14}
\end{equation*}
$$

Addition of (3.12) and (3.14) implies that $\delta_{r}\left(a_{1}+a_{2}\right)=\delta_{r}\left(a_{1}\right)+\delta_{r}\left(a_{2}\right)$ for all $a_{1}, a_{2} \in$ A.

Similarly, we can deduce that $\delta_{r}\left(b_{1}+b_{2}\right)=\delta_{r}\left(b_{1}\right)+\delta_{r}\left(b_{2}\right)$ for all $b_{1}, b_{2} \in \mathrm{~B}$.
Lemma 3.9. $\quad \delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(m)-\delta_{r}(b) \in \mathrm{Z}(\mathfrak{T})$ for all $a \in \mathrm{~A}, m \in$ $\mathrm{M}, b \in \mathrm{~B}$.

Proof. Using induction hypothesis and fact $\delta_{r}(q) \in \mathrm{M}$. On one hand, we have

$$
\begin{align*}
&\left.\mathrm{L}_{r}\left(\mathfrak{p}_{n}(a+m+b), m_{1}, q, \cdots, q\right)\right) \\
&= \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(a+m+b), \delta_{i_{2}}\left(m_{1}\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&= \mathfrak{p}_{n}\left(\delta_{r}(a+m+b), m_{1}, q, \cdots, q\right)+\mathfrak{p}_{n}\left(a+m+b, \delta_{r}\left(m_{1}\right), q, \cdots, q\right) \\
&+\mathfrak{p}_{n}\left(a+m+b, m_{1}, \delta_{r}(q), q, \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(a+m+b, m_{1}, q, \cdots, \delta_{r}(q)\right) \\
&+\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\delta_{i_{1}}(a+m+b), \delta_{i_{2}}\left(m_{1}\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&= \mathfrak{p}_{n-1}\left(\left[\delta_{r}(a+m+b), m_{1}\right], q, \cdots, q\right)+\mathfrak{p}_{n-1}\left(\left[a+m+b, \delta_{r}\left(m_{1}\right)\right], q, \cdots, q\right) \\
&= {\left[\delta_{r}(a+m+b), m_{1}\right]+\left[a+m+b, \delta_{r}\left(m_{1}\right)\right] } \\
&= {\left[\delta_{r}(a+m+b), m_{1}\right]+\left[a, \delta_{r}\left(m_{1}\right)\right]+\left[b, \delta_{r}\left(m_{1}\right)\right] } \tag{3.15}
\end{align*}
$$

for all $a \in \mathrm{~A}, m, m_{1} \in \mathrm{M}, b \in \mathrm{~B}$. On the other hand, using Lemma 3.8, we obtain

$$
\begin{align*}
& \mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(a+m+b, m_{1}, q, \cdots, q\right)\right) \\
&= \mathrm{L}_{r}\left(\left[a, m_{1}\right]+\left[b, m_{1}\right]\right) \\
&= \mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(a, m_{1}, q, \cdots, q\right)\right)+\mathrm{L}_{r}\left(\mathfrak{p}_{n}\left(b, m_{1}, q, \cdots, q\right)\right) \\
&= \sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(a), \delta_{i_{2}}\left(m_{1}\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&+\sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(b), \delta_{i_{2}}\left(m_{1}\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&= \mathfrak{p}_{n}\left(\delta_{r}(a), m_{1}, q, \cdots, q\right)+\mathfrak{p}_{n}\left(a, \delta_{r}\left(m_{1}\right), q, \cdots, q\right) \\
&+\sum^{\sum_{1+i}+i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(a), \delta_{i_{2}}\left(m_{1}\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
&+\mathfrak{p}_{n}\left(\delta_{r}(b), m_{1}, q, \cdots, q\right)+\mathfrak{p}_{n}\left(b, \delta_{r}\left(m_{1}\right), q, \cdots, q\right) \\
&+\sum^{i_{1} \leq i_{2}+\cdots+i_{n}=r} \mathfrak{p}_{n}\left(\delta_{i_{1}}(b), \delta_{i_{2}}\left(m_{1}\right), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
& 0 \leq \mathfrak{p}_{n-1}\left(\left[\delta_{r}(a), m_{1}\right], q, \cdots, q\right)+\mathfrak{p}_{n-1}\left(\left[a, \delta_{r}\left(m_{1}\right)\right], q, \cdots, q\right) \\
&+\mathfrak{p}_{n-1}\left(\left[\delta_{r}(b), m_{1}\right], q, \cdots, q\right)+\mathfrak{p}_{n-1}\left(\left[b, \delta_{r}\left(m_{1}\right)\right], q, \cdots, q\right) \\
&= {\left[\delta_{r}(a), m_{1}\right]+\left[a, \delta_{r}\left(m_{1}\right)\right]+\left[\delta_{r}(b), m_{1}\right]+\left[b, \delta_{r}\left(m_{1}\right)\right] } \tag{3.16}
\end{align*}
$$

for all $a \in \mathrm{~A}, m, m_{1} \in \mathrm{M}, b \in \mathrm{~B}$. Combining (3.15) and (3.16), we get

$$
\left[\delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(b), \mathrm{M}\right]=0,
$$

which in turn implies that

$$
\delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(b)-p\left(\delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(b)\right) q \in \mathrm{Z}(\mathfrak{T})
$$

for all $a \in \mathrm{~A}, m \in \mathrm{M}, b \in \mathrm{~B}$.

$$
\begin{aligned}
& p\left(\delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(b)\right) q \\
& =\left[p, \delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(b)\right] \\
& =\left[p, \mathrm{~L}_{r}(a+m+b)\right]-\left[p, \mathrm{~L}_{r}(a)\right]-\left[p, \mathrm{~L}_{r}(b)\right] \\
& =\mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, a+m+b, q, \cdots, q)\right)-\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), a+m+b, q, \cdots, q\right) \\
& -\mathfrak{p}_{n}\left(p, a+m+b, \mathrm{~L}_{r}(q), \cdots, q\right)-\cdots-\mathfrak{p}_{n}\left(p, a+m+b, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& -\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\delta_{i_{1}}(p), \delta_{i_{2}}(a+m+b), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
& -\mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, a, q, \cdots, q)\right)+\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), a, q, \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(p, a, \mathrm{~L}_{r}(q), \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(p, a, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\delta_{i_{1}}(p), \delta_{i_{2}}(a), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
& -\mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, b, q, \cdots, q)\right)+\mathfrak{p}_{n}\left(\mathrm{~L}_{r}(p), b, q, \cdots, q\right) \\
& +\mathfrak{p}_{n}\left(p, b, \mathrm{~L}_{r}(q), \cdots, q\right)+\cdots+\mathfrak{p}_{n}\left(p, b, q, \cdots, \mathrm{~L}_{r}(q)\right) \\
& +\sum_{\substack{i_{1}+i_{2}+\cdots+i_{n}=r \\
0 \leq i_{1}, i_{2}, \cdots, i_{n}<r}} \mathfrak{p}_{n}\left(\delta_{i_{1}}(p), \delta_{i_{2}}(b), \delta_{i_{3}}(q), \cdots, \delta_{i_{n}}(q)\right) \\
& =\mathrm{L}_{r}\left(\mathfrak{p}_{n}(p, m, q, \cdots, q)\right) \\
& =\mathrm{L}_{r}(m)=\delta_{r}(m) \text {. }
\end{aligned}
$$

This leads to $\delta_{r}(a+m+b)-\delta_{r}(a)-\delta_{r}(m)-\delta_{r}(b) \in \mathrm{Z}(\mathfrak{T})$ for all $a \in \mathrm{~A}, m \in \mathrm{M}, b \in$ B.

Remark 3.2. Now we establish a mapping $g_{r}: \mathfrak{T} \rightarrow \mathrm{Z}(\mathfrak{T})$ by

$$
g_{r}(x)=\delta_{r}(x)-\delta_{r}(p x p)-\delta_{r}(p x q)-\delta_{r}(q x q) \text { for all } x \in \mathfrak{T} .
$$

Obviously, $g_{r}(\mathrm{~A})=g_{r}(\mathrm{M})=g_{r}(\mathrm{~B})=0$. Observe that $g_{r}\left(\mathfrak{p}_{n}(\mathfrak{T}, \mathfrak{T}, \cdots, \mathfrak{T})\right)=0$. Define a mapping $d_{r}(x)=\delta_{r}(x)-g_{r}(x)$ for all $x \in \mathfrak{T}$. It is easy to verify for each $r \in \mathbb{N}, d_{r}$ satisfies $d_{r}(a+m+b)=d_{r}(a)+d_{r}(m)+d_{r}(b)$. From the definition of $d_{r}$ and $g_{r}$, it follows that

$$
\mathrm{L}_{r}=\delta_{r}+f_{r}=d_{r}+g_{r}+f_{r}=d_{r}+h_{r}, \quad \text { where } h_{r}=g_{r}+f_{r} .
$$

Proof. [Proof of Theorem 3.1] Suppose $x, y \in \mathfrak{T}$ such that $x=a_{1}+m_{1}+b_{1}$ and $y=a_{2}+m_{2}+b_{2}$. Then

$$
\begin{aligned}
d_{r}(x+y) & =d_{r}\left(\left(a_{1}+m_{1}+b_{1}\right)+\left(a_{2}+m_{2}+b_{2}\right)\right) \\
& =d_{r}\left(\left(a_{1}+a_{2}\right)+\left(m_{1}+m_{2}\right)+\left(b_{1}+b_{2}\right)\right) \\
& =\delta_{r}\left(a_{1}+a_{2}\right)+\delta_{r}\left(m_{1}+m_{2}\right)+\delta_{r}\left(b_{1}+b_{2}\right) \\
& =\delta_{r}\left(a_{1}\right)+\delta_{r}\left(a_{2}\right)+\delta_{r}\left(m_{1}\right)+\delta_{r}\left(m_{2}\right)+\delta_{r}\left(b_{1}\right)+\delta_{r}\left(b_{2}\right) \\
& =d_{r}\left(a_{1}+m_{1}+b_{1}\right)+d_{r}\left(a_{2}+m_{2}+b_{2}\right) \\
& =d_{r}(x)+d_{r}(y) .
\end{aligned}
$$

By Lemma 3.6 and Lemma 3.7, we have

$$
\begin{align*}
d_{r}(x y)= & d_{r}\left(\left(a_{1}+m_{1}+b_{1}\right)\left(a_{2}+m_{2}+b_{2}\right)\right) \\
= & \delta_{r}\left(a_{1} a_{2}+a_{1} m_{2}+m_{1} b_{2}+b_{1} b_{2}\right) \\
= & \delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right) \\
& +\delta_{r}\left(a_{1}\right) m_{2}+a_{1} \delta_{r}\left(m_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(m_{2}\right) \\
& +\delta_{r}\left(m_{1}\right) b_{2}+m_{1} \delta_{r}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(m_{1}\right) d_{i_{2}}\left(b_{2}\right) \\
& +\delta_{r}\left(b_{1}\right) b_{2}+b_{1} \delta_{r}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(b_{2}\right) . \tag{3.17}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
d_{r}(x) y & +x d_{r}(y)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}(x) d_{i_{2}}(y) \\
= & \left(\delta_{r}\left(a_{1}\right)+\delta_{r}\left(m_{1}\right)+\delta_{r}\left(b_{1}\right)\right) y+x\left(\delta_{r}\left(a_{2}\right)+\delta_{r}\left(m_{2}\right)+\delta_{r}\left(b_{2}\right)\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(m_{2}\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(m_{1}\right) d_{i_{2}}\left(a_{2}\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(m_{1}\right) d_{i_{2}}\left(m_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(m_{1}\right) d_{i_{2}}\left(b_{2}\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1} \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(a_{2}\right)+\sum_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(m_{2}\right) \\
& +\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(b_{2}\right) . \tag{3.18}
\end{align*}
$$

By using condition $\mathbf{C}_{s}$, and from Lemma 3.6, we have

$$
\begin{align*}
& d_{r}(x) y+x d_{r}(y)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}(x) d_{i_{2}}(y) \\
& \quad=\delta_{r}\left(a_{1}\right) a_{2}+a_{1} \delta_{r}\left(a_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(a_{2}\right)+\delta_{r}\left(a_{1}\right) m_{2}+a_{1} \delta_{r}\left(m_{2}\right) \\
& \quad+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(a_{1}\right) d_{i_{2}}\left(m_{2}\right)+\delta_{r}\left(m_{1}\right) b_{2}+m_{1} \delta_{r}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(m_{1}\right) d_{i_{2}}\left(b_{2}\right) \\
& \quad+\delta_{r}\left(b_{1}\right) b_{2}+b_{1} \delta_{r}\left(b_{2}\right)+\sum_{\substack{i_{1}+i_{2}=r \\
0<i_{1}, i_{2}<r}} d_{i_{1}}\left(b_{1}\right) d_{i_{2}}\left(b_{2}\right) . \tag{3.19}
\end{align*}
$$

Combining (3.17) and (3.19), we get $d_{r}(x y)=d_{r}(x) y+x d_{r}(y)+\sum_{\substack{i_{1}+i_{2}=r \\ 0<i_{1}, i_{2}<r}} d_{i_{1}}(x) d_{i_{2}}(y)$. This implies that, $\left\{d_{r}\right\}_{r \in \mathbb{N}}$ is an additive higher derivation on $\mathfrak{T}$. Finally, there exists a map $h_{r}: \mathfrak{T} \rightarrow Z(\mathfrak{T})$ such that $h_{r}\left(\mathfrak{p}_{n}(\mathfrak{T}, \mathfrak{T}, \cdots, \mathfrak{T})\right)=\mathrm{L}_{r}\left(\mathfrak{p}_{n}(\mathfrak{T}, \mathfrak{T}, \cdots, \mathfrak{T})\right)-$ $d_{r}\left(\mathfrak{p}_{n}(\mathfrak{T}, \mathfrak{T}, \cdots, \mathfrak{T})\right)=0$. This completes the proof.

As a direct consequence of Theorem 3.1, we have the following result:
Corollary 3.1. [3, Theorem 3.1] Let $\mathfrak{T}=\operatorname{Tri}(\mathrm{A}, \mathrm{M}, \mathrm{B})$ be a 2-torsion free triangular algebra consisting of unital algebras A, B and a faithful unital (A, B)-bimodule M. Suppose that $\mathfrak{T}$ satisfies the following conditions:

1. $\pi_{\mathrm{A}}(\mathrm{Z}(\mathfrak{T}))=\mathrm{Z}(\mathrm{A})$ and $\pi_{\mathrm{B}}(\mathrm{Z}(\mathfrak{T}))=\mathrm{Z}(\mathrm{B})$,
2. $\mathrm{Z}(\mathrm{A})=\{a \in \mathrm{~A} \mid[[a, x], y]=0 \forall x, y \in \mathrm{~A}\}$ or $\mathrm{Z}(\mathrm{B})=\{b \in \mathrm{~B} \mid[[b, x], y]=0 \forall x, y \in \mathrm{~B}\}$.

Then every multiplicative Lie triple higher derivation $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$ on $\mathfrak{T}$ has the standard form. More precisely, there exists an additive higher derivation $\mathfrak{D}=$ $\left\{d_{r}\right\}_{r \in \mathbb{N}}$ on $\mathfrak{T}$ and a sequence of functionals $\left\{h_{r}\right\}_{r \in \mathbb{N}}$ which annihilates all Lie triple product $\left[\left[x_{1}, x_{2}\right], x_{3}\right]$ for all $x_{1}, x_{2}, x_{3} \in \mathfrak{T}$ such that $\mathrm{L}_{r}(x)=d_{r}(x)+h_{r}(x)$ for all $x \in \mathfrak{T}$ and $r \in \mathbb{N}$.

## 4. Applications

In this section, we apply Theorem 3.1 to some triangular and related algebras, such as upper triangular matrix algebras, block upper triangular matrix algebras, nest algebras, incidence algebras.

Since an arbitrary derivation on $\mathcal{T}(\mathcal{N})$ is inner and in view of [23, Proposition 2.6], we know that an arbitrary higher derivation on $\mathcal{T}(\mathcal{N})$ is inner.

Corollary 4.1. Let $X$ be an infinite dimensional Banach space over the real or complex field $\mathbb{F}, \mathcal{N}$ be a nest on $X$ which contains a nontrivial element complemented in $X$ and $\mathcal{T}(\mathcal{N})$ be a nest algebra. Then for every multiplicative Lie $n$-higher derivation $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$, there exists an inner higher derivation $\left\{d_{r}\right\}_{r \in \mathbb{N}}$ on $\mathcal{T}(\mathcal{N})$ and a sequence of functionals $\left\{h_{r}\right\}_{r \in \mathbb{N}}$ which annihilates all $(n-1)$-th commutators $\mathfrak{p}_{n}(\mathcal{T}(\mathcal{N}), \mathcal{T}(\mathcal{N}), \cdots, \mathcal{T}(\mathcal{N}))$ such that $\mathrm{L}_{r}=d_{r}+h_{r}$, where $d_{r}: \mathcal{T}(\mathcal{N}) \rightarrow \mathcal{T}(\mathcal{N})$ and $h_{r}: \mathcal{T}(\mathcal{N}) \rightarrow \mathbb{F} I$ for $r \in \mathbb{N}$.

Corollary 4.2. Let $\mathcal{N}$ be a nest of a Hilbert space $H$ dimension greater than 2 and $\mathcal{T}(\mathcal{N})$ be a nontrivial nest algebra. Then for every multiplicative Lie $n$-higher derivation $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$, there exists an inner higher derivation $\left\{d_{r}\right\}_{r \in \mathbb{N}}$ on $\mathcal{T}(\mathcal{N})$ and a sequence of functionals $\left\{h_{r}\right\}_{r \in \mathbb{N}}$ which annihilates all $(n-1)$-th commutators $\mathfrak{p}_{n}(\mathcal{T}(\mathcal{N}), \mathcal{T}(\mathcal{N}), \cdots, \mathcal{T}(\mathcal{N}))$ such that $\mathrm{L}_{r}=d_{r}+h_{r}$, where $d_{r}: \mathcal{T}(\mathcal{N}) \rightarrow \mathcal{T}(\mathcal{N})$ and $h_{r}: \mathcal{T}(\mathcal{N}) \rightarrow \mathbb{F} I$ for each $r \in \mathbb{N}$.

If Hilbert space $H$ is finite dimensional, then nest algebras are upper block triangular matrices algebras [7].

Corollary 4.3. Let R be a $(n-1)$-torsion free commutative ring with unity and $B_{m}^{\bar{k}}(\mathrm{R})(m \geq 3)$ i.e. block upper triangular matrix algebra defined over R with $B_{m}^{\bar{k}}(\mathrm{R}) \neq M_{m}(\mathrm{R})$. Then for every multiplicative Lie $n$-higher derivation $\mathfrak{L}=\left\{\mathrm{L}_{r}\right\}_{r \in \mathbb{N}}$, there exist an inner higher derivation $\left\{d_{r}\right\}_{r \in \mathbb{N}}$ on $B_{m}^{\bar{k}}(\mathrm{R})$ and a sequence of functionals $\left\{h_{r}\right\}_{r \in \mathbb{N}}$ which annihilates all $\left(\begin{array}{lll}n & - & 1) \text {-th commutators }\end{array}\right.$ $\mathfrak{p}_{n}\left(B_{m}^{\bar{k}}(\mathrm{R}), B_{m}^{\bar{k}}(\mathrm{R}), \cdots, B_{m}^{\bar{k}}(\mathrm{R})\right)$ such that $\mathrm{L}_{r}=d_{r}+h_{r}$, where $d_{r}: B_{m}^{\bar{k}}(\mathrm{R}) \rightarrow B_{m}^{\bar{k}}(\mathrm{R})$ and $h_{r}: B_{m}^{\bar{k}}(\mathrm{R}) \rightarrow \mathrm{R} I$ for each $r \in \mathbb{N}$.

Proof. It can be easily seen that conditions of Theorem 3.1 hold for block upper triangular matrix algebra and since all derivations of $B_{m}^{\bar{k}}(\mathrm{R})$ are inner. By [23, Proposition 2.6] we arrive at that any higher derivation of $B_{m}^{\bar{k}}(\mathrm{R})$ is inner. Hence the result follows.

Note that $T_{m}(\mathrm{R}) \subseteq B_{m}^{\bar{k}}(\mathrm{R}) \subseteq M_{m}(\mathrm{R})(m \geq 3)$ is a proper block upper triangular matrix algebra over a commutative ring $R$.

Corollary 4.4. Every multiplicative Lie n-higher derivation has standard form on upper triangular matrix algebra $T_{m}(\mathrm{R})$.

Incidence algebra. Let R be a commutative ring with unity. Let $X$ be a finite partially ordered set (poset) with the partial order $\leq$. We define the incidence algebra of $X$ over R as $\mathrm{I}(X, \mathrm{R})=\{f: X \times X \rightarrow \mathrm{R} \mid f(x, y)=0$ if $x \not \leq y\}$ with algebraic operation given by

1. $(f+g)(x, y)=f(x, y)+g(x, y)$,
2. $(f \star g)(x, y)=\sum_{x \leq z \leq y} f(x, z) g(z, y)$,
3. $(r . f)(x, y)=r . f(x, y)$
for all $f, g \in \mathrm{I}(X, \mathrm{R}), r \in \mathrm{R}$ and $x, y, z \in X$. Obviously, $f$ is an R -valued function on $\{(x, y) \in X \times X \mid x \leq y\}$. The product $\star$ is usually called convolution in function theory. If $X$ is a partially ordered set (poset) with $n$ elements, then $\mathrm{I}(X, \mathrm{R})$ is isomorphic to a subalgebra of the algebra $M_{n}(\mathrm{R})$ of square matrices over R with elements $\left[a_{i j}\right] \in M_{n}(\mathrm{R})$ satisfying $a_{i j}=0$ if $i \not \leq j$, for some partial order $\leq$ defined in the partial order set (poset) $\{1, \ldots, n\}$. This shows that $\mathrm{I}(X, \mathrm{R})$ is a triangular algebra.

The incidence algebra of a partially ordered set (poset) $X$ is the algebra of functions from the segments of $X$ into R , which extends the various convolutions in algebras of arithmetic functions. Incidence algebras, in fact, were first considered by Ward [22] as generalized algebras of arithmetic functions. Rota and Stanley [21] developed incidence algebras as the fundamental structures of enumerative combinatorial theory and allied areas of arithmetic function theory. The theory of Möbius functions, including the classical Möbius function of number theory and the combinatorial inclusion-exclusion formula, is established in the context of incidence algebras. For the later, we refer the reader to [21, Sections 2.1 and 3.7].

In the theory of operator algebras, incidence algebras of a finite poset $X$ are referred as bigraph algebras or finite dimensional CSL algebras. If $X$ is connected, then $\mathrm{Z}(\mathrm{I}(X, \mathrm{R}))=\mathrm{R} I$. Clearly, any incidence algebra $\mathrm{I}(X, \mathrm{R})$ is a triangular algebra and hence it satisfies the condition ( $\sharp$ ). Then we have

Corollary 4.5. Let R be a $(n-1)$-torsion free commutative ring with unity, $X$ be a connected finite partially ordered set (poset) with the partial order $\leq$ and $\mathrm{I}(X, \mathrm{R})$ an incidence algebra of $X$ over R . Then every multiplicative Lie $n$-higher derivation has the standard form.

## 5. For Future Discussions

In this section, we make an attempt to pull out attention of readers towards the obtainable research problem. Let us observe a more general class of maps. Note down the sequence of polynomials:

$$
\begin{aligned}
\mathfrak{q}_{1}\left(x_{1}\right)= & x_{1}, \\
\mathfrak{q}_{2}\left(x_{1}, x_{2}\right)= & \mathfrak{q}_{1}\left(x_{1}\right) \circ x_{2}=x_{1} \circ x_{2}, \\
& \vdots \\
\mathfrak{q}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)= & \mathfrak{q}_{n-1}\left(x_{1}, x_{2}, \cdots, x_{n-1}\right) \circ x_{n} .
\end{aligned}
$$

The polynomial $\mathfrak{q}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is called $(n-1)$-th anti-commutator where $n \geq 2$. Let R be a commutative ring with unity and $\mathcal{A}$ be an R-algebra. A map (not necessarily linear) $\mathfrak{J}: \mathcal{A} \rightarrow \mathcal{A}$ is said to be a multiplicative Jordan $n$-derivation on $\mathcal{A}$ if

$$
\mathfrak{J}\left(\mathfrak{q}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=\sum_{i=1}^{n} \mathfrak{q}_{n}\left(x_{1}, x_{2}, \cdots, x_{i-1}, \mathfrak{J}\left(x_{i}\right), x_{i+1}, \cdots, x_{n}\right)
$$

for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathcal{A}$.
Let $\mathbb{N}$ be the set of nonnegative integers and $\mathfrak{J}=\left\{\mathfrak{J}_{r}\right\}_{r \in \mathbb{N}}$ be a family of maps $\mathfrak{J}_{r}$ : $\mathcal{A} \rightarrow \mathcal{A}$ (not necessarily linear) such that $\mathfrak{J}_{0}=I_{\mathcal{A}}$. Then $\mathfrak{J}$ is called a multiplicative Jordan $n$-higher derivation if

$$
\mathfrak{J}_{r}\left(\mathfrak{q}_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=\sum_{i_{1}+i_{2}+\cdots+i_{n}=r} \mathfrak{q}_{n}\left(\mathfrak{J}_{i_{1}}\left(x_{1}\right), \mathfrak{J}_{i_{2}}\left(x_{2}\right), \cdots, \mathfrak{J}_{i_{n}}\left(x_{n}\right)\right)
$$

for all $x_{1}, x_{2}, \cdots, x_{n} \in \mathcal{A}$ and for each $r \in \mathbb{N}$. It is easy to see that any multiplicative Jordan 2-higher derivation is a multiplicative Jordan higher derivation and multiplicative Jordan 3-higher derivation is multiplicative Jordan triple higher derivation. Thus multiplicative Jordan higher/Jordan triple higher/ $\cdots /$ Jordan $n$-higher derivation collectively known as multiplicative Jordan type higher derivations on $\mathcal{A}$. At this point, in view of $[2,4]$, it is reasonable to raise the following open problem as:

Problem 5.1. What is the most general form of multiplicative Jordan type higher derivations on triangular algebras and which constraints are needed to apply on triangular algebras?
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#### Abstract

In this work we propose an unbiased estimator for a multiple linear regression model of the CAPM in the presence of multicollinearity in the explanatory variables. Multicollinearity is a common problem in empirical Econometrics. The existing methods so far have not dealt with cases of perfect multicollinearity. This new optimization method that belongs to the class of unbiased estimators is suitable for cases with strong or perfect multicollinearity, imposes restrictions of the minimizing matrix and produces small standard errors for the estimated parameters. First, we presented the theoretical background of our approach and next we derive an expression for the covariance matrix of estimated coefficients. As an example, we have estimated the basic linear regression model on Apple Inc expected stock returns and we have examined multivariate extensions of this model in the special case of multicollinearity using the proposed method.


Keywords CAPM, Data multicollinearity, Moore-Penrose inverse, MDLUE, Multiple linear regression.

## 1. Introduction

Multicollinearity is a problem that occurs when we estimate linear or generalized linear models and the independent variables in the regression model are highly

[^5]correlated to each other. This situation has as a result unstable estimates of the regression coefficients. The coefficients of the model become very sensitive to small changes in the model. Also, multicollinearity reduces the precision of the estimate coefficients ([1]). In our work we concentrate in cases where we have strong or perfect collinearity between explanatory variables, this means for values of correlation greater than 0.9.

The Capital Asset Pricing Model (CAPM) was introduced by [24] and [15] based on the the work of Markowitz on modern portfolio theory ([17], [16]). The CAPM describes the relationship between expected return and systematic risk for stocks. It is also widely used for pricing risky securities and generating expected returns for assets given the risk of those assets and the cost of the capital. The formula for calculating the CAPM is

$$
\begin{equation*}
E\left(R_{i}\right)=R_{f}+\beta_{i}\left(E\left(R_{m}\right)-R_{f}\right) \tag{1.1}
\end{equation*}
$$

or else

$$
\begin{equation*}
R_{i}=\alpha_{i}+\beta_{i} R_{m}+\epsilon_{i} \tag{1.2}
\end{equation*}
$$

where $E\left(R_{i}\right)$ is the expected return of the investment, $R_{f}$ is the risk-free rate, $\beta_{i}$ is the systematic risk given by

$$
\begin{equation*}
\beta_{i}=\frac{\operatorname{cov}\left(R_{i}, R_{m}\right)}{\sigma^{2}\left(R_{m}\right)} \tag{1.3}
\end{equation*}
$$

and $E\left(R_{m}\right)$ is the expected return of market. The quantity $E\left(R_{m}\right)-R_{f}$ is the market risk premium. In equation (2), $R_{i}$ is the return of asset i, $\alpha_{i}$ is a constant term, $R_{m}$ refers to the return of the market and $\epsilon_{i}$ is an error term. The most commonly used estimation method for the CAPM is the ordinary least squares (OLS) ([7]).

In [22] the authors derive a multiple linear regression model of the CAPM by examining various explanatory variables that can be added to the basic CAPM for the expected returns on Apple Inc.. Their model, in addition to the market return (S\&P500 returns), includes as explanatory variables the average spread and its interaction term with the market return. The average spread is the difference between the daily highest ask price and the lowest bid price divided by the price of the stock at the end of the day.

Various methods have been proposed for dealing with multicollinearity, such as deleting parameters, principal components regression, ridge regression estimation, maximum entropy estimators and shrinkage estimators (e.g. see [23], [13], [20]). The work of [25] introduces the generalized maximum entropy (GME) approach in order to estimate the quantile regression model for CAPM. The OLS method is very sensitive to extreme observations and [7] propose a fuzzy regression method which takes into account possible extreme observations and needs less assumptions from the OLS method. The method that we apply in our work belongs to the class of unbiased estimators, such as the minimum dispersion method (see for example [23]) in contrast to the ridge regression which is a biased estimation method ([26]).

The aim of the current work is to find a purpose for a new unbiased estimator for a multiple regression model of CAPM in case of strong multicollinearity using Linear Algebra techniques. [12] compares through a simulation study various biased and unbiased alternative estimators to the OLS estimator in the case of collinearity. In regression analysis, least squares estimations assume that explanatory variables are not correlated with each other. In the presence of multicollinearity, inference about the coefficients of regression can be difficult due to instability in the coefficients.

In this work we will apply a solution to a minimization problem for a matrixvalued function under linear constraints, in the case of a singular matrix. The theoretical framework of this method is not new and it is based on the paper [19]. Here we adapt and extend this framework by deriving an expression for the covariance matrix of estimated coefficients. Our method differs from others on the restriction of the minimizing matrix to the range of the corresponding quadratic function. In the case of singular positive matrices, many matrix valued functions are investigated using a partial ordering. Using matrix analysis results, we propose this additional relation as a constraint, by taking advantage of the canonical form related to this class of matrices. Moreover, the singularity of the matrix implies the use of the Moore-Penrose inverse matrix, giving us a unique minimal norm solution to the problem.

This paper is organized as follows: In section 2 we present the data and the multiple regression model and define the special case of multicollinearity. Section 3 introduces the proposed estimation technique in case of multicollinearity and we estimate the covariance matrix of estimated coefficients. Section 4 presents the estimation results for the simple CAPM and the multiple regression models of the CAPM. In addition, the proposed method is tested and compared against another known methods in terms of the standard errors of the estimated coefficients. Finally, concluding remarks appear in section 5 .

## 2. Data and the Multiple Regression Model

The multiple linear regression model of the CAPM that we use has the following form:

$$
\begin{equation*}
E\left(R_{A}\right)=\alpha+\beta_{1} R_{1}+\beta_{2} R_{2}+\beta_{3} R_{3}+\beta_{4} E\left(R_{m}\right)+\varepsilon_{t} \tag{2.1}
\end{equation*}
$$

where $E\left(R_{A}\right)$ are the expected daily returns of the asset and $E\left(R_{m}\right)$ are the expected daily market returns. We remind that the OLS estimator for coefficients of the multiple regression $Y=\alpha+\beta X+\varepsilon$ is given by

$$
\begin{equation*}
\hat{\beta}=\left(X^{\prime} X\right)^{-1} X^{\prime} Y \tag{2.2}
\end{equation*}
$$

In the presence of collinearity the quantity $\left(X^{\prime} X\right)$ is not invertible and the estimation of the variance of the coefficient estimates

$$
\begin{equation*}
\operatorname{Var}(\hat{\beta})=\sigma^{2}\left(X^{\prime} X\right)^{-1} \tag{2.3}
\end{equation*}
$$

is problematic. If the quantity $\left(X^{\prime} X\right)$ is not exactly singular but very close to be non-invertible, then the variance will be large. Moreover, if there is not an exact linear relationship among the predictor variables but they are close to each other, then the matrix $\left(X^{\prime} X\right)$ will be invertible but the inverse matrix will have very large entries, due to the very small value of the determinant. If some of the variables are highly correlated then the matrix $\left(X^{\prime} X\right)$ becomes non-orthogonal and as a result the inversion is unstable. As for the OLS solution of the model, the analysis and interpretation of each of the explanatory variables is difficult (see e.g. [13]). Multicollinearity has several effects in a regression model. For example the high variance of coefficients may reduce the precision of the estimation or the estimated coefficients to have the wrong sign. Also, the estimates of the coefficients may be sensitive to a particular set of the data. In our paper we try to overcome the problem of multicollinearity and find an unbiased solution. Since the problem with multicollinearity in multiple regression has infinite solutions, we will choose among them the minimal norm least squares solution, making use of the Moore-Penrose inverse.

For the basic CAPM model we use daily data of Apple Inc. stock returns (APPLE) and the market returns are the S\&P500 daily returns (SP500). In the multiple linear regression model, the observed values are the daily expected stock returns of Apple Inc. (APPLE). The explanatory variables are the S\&P500 daily returns (SP500), the opening stock price (OPENP), the semi-sum of opening and lower stock price (OPENLOW) of each day and the closing price (CLOSEP). The data are from January 1, 2007 until June 6, 2014.

Table 1 presents some descriptive statistics for our data. The skewness of the data show that they are approximately symmetric. The distributions of the time series Apple Inc. returns and market S\&P500 returns have positive excess kyrtosis and are leptokurtic. Also the distributions of the opening stock price, the semi-sum of opening and lower stock price of each day and the closing price are having thinner tails than those of the normal distribution. Table 2 presents the correlation coef-

|  | APPLE | SP500 | OPENP | OPENLOW | CLOSEP |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Maximum | 0.130 | 0.11 | 134.46 | 132.555 | 133 |
| Minimum | -0.197 | -0.095 | 11.341 | 11.438 | 11.171 |
| Mean | 0.0001 | 0.0002 | 56.77 | 56.753 | 56.770 |
| Median | 0.001 | 0.0007 | 51.031 | 51.009 | 56.736 |
| St. Deviation | 0.021 | 0.014 | 123.119 | 35.019 | 35.007 |
| Skewness | -0.448 | -0.315 | 0.482 | 0.481 | 0.481 |
| Kurtosis | 9.725 | 12.511 | 2.059 | 2.057 | 2.057 |
| Range | 0.328 | 0.204 | 123.119 | 121.117 | 121.829 |

Table 2.1: Descriptive Statistics for Data. The data are the Apple Inc. stock returns (APPLE), the S\&P 500 daily returns (SP500), the opening stock price (OPENP), the semi-sum of opening and lower stock price (OPEN_LOW) of each day and the closing price (CLOSEP). The data are from January 1, 2007 until June 6, 2014.
ficients of the explanatory variables in the multiple regression model. The results indicate that there is a strong positive relationship between the explanatory variables except for the market S\&P500 returns. For the detection of multicollinearity

|  | SP500 | OPENP | OPENLOW | CLOSEP |
| :--- | :--- | :--- | :--- | :--- |
| SP500 | 1 | 0.014 | 0.018 | 0.022 |
| OPEN | 0.014 | 1 | 0.999 | 0.999 |
| OPENLOW | 0.018 | 0.999 | 1 | 0.999 |
| CLOSEP | 0.022 | 0.999 | 0.999 | 1 |

Table 2.2: Correlation coefficients for the explanatory variables: S\&P 500 daily returns (SP500), opening stock price (OPENP), semi-sum of opening and lower stock price (OPENLOW) of each day, closing stock price (CLOSEP). The data are from January 1, 2007 until June 6, 2014.
in regression models there are various diagnostic techniques.
In the following part, we will briefly present two of the basic diagnostic tools for collinearity. The first is the Variance Inflation Factor (VIF) which measures the inflation of the parameter estimates being computed for all the explanatory variables in the regression model ([2]). The VIF is given by

$$
\begin{equation*}
V I F=\frac{1}{1-\mathcal{R}_{i}^{2}}, i=1, \ldots, p \tag{2.4}
\end{equation*}
$$

where p is the number of explanatory variables and $\mathcal{R}^{2}$ is the squared multiple correlation coefficient. The VIF has a lower bound value equal to 1 but no upper bound. Higher values signify that it is difficult to define accurately the contribution of the predictor variable to a regression model. Usually values higher than 10 indicate collinearity. Table 2.3 presents the variance inflation factor (VIF) and condition index results of the explanatory variables for the multiple regression model. From the results it is obvious that there exists high collinearity between the opening stock price, the semi-sum of opening and lower stock price of each day and the closing price. Another measure of collinearity is the condition index. The condition index (CI) is the square root of the ratio of each eigenvalue $\lambda$ to the smallest eigenvalue of $\mathrm{X}([6])$ and indicates how close the underlying matrix is to a singular matrix. The condition index is defined as

$$
\begin{equation*}
C_{k}=\sqrt{\frac{\lambda}{\lambda_{\min }}} \tag{2.5}
\end{equation*}
$$

where $\lambda_{\text {min }}$ is the smallest eigenvalue value of $X^{\prime} X$. Values between 10 and 30 are a sign of multicollinearity and multicollinearity occurs when the value of the condition indices are greater than 30 ([8]). The results from table 2.3 confirm the existence of collinearity between the explanatory variables except the S\&P500 variable.

Table 2.3: Results for the Variance Inflation Factor (VIF) and condition index for the explanatory variables: S\&P 500 daily returns (SP500), opening stock price (OPENP), semi-sum of opening and lower stock price (OPENLOW) of each day, closing price (CLOSEP). The data are from January 1, 2007 until June 6, 2014.

| Variable | VIF | Cond. Index |
| :---: | :---: | :---: |
| S\&P 500 | 01.7323 | 1 |
| OPEN | $5.6830 \mathrm{e}+14$ | 17.330 |
| OPENLOW | $2.2710 \mathrm{e}+15$ | 182.4603 |
| CLOSEP | $5.6740 \mathrm{e}+14$ | $7.8015 \mathrm{e}+15$ |

## 3. Constrained matrix optimization

In this section, we will briefly present the basic concepts of the theoretical background of our matrix constrained optimization (MCO) method, for more information see [19]. As discussed previously, the collinearity of the data makes the quantity ( $\left.X^{\prime} X\right)$ not invertible (or very close to singular) and the estimation of the variance of the coefficient estimates

$$
\operatorname{Var}(\hat{\beta})=\sigma^{2}\left(X^{\prime} X\right)^{-1}
$$

is problematic. So, a way to tackle the problem is to use a constrained matrix optimization method, making use of the Moore-Penrose inverse matrix.

Suppose that $A \in \mathcal{R}^{n \times n}$ is a square matrix with $\mathcal{N}(A)$ and $\mathcal{R}(A)$ its kernel and its range respectively. Also we denote as $A^{\prime}$ the transpose of the square matrix $A$. The generalized inverse, also known as the Moore-Penrose inverse of a matrix $A$ is the unique matrix $A^{\dagger}$ satisfying the following four Penrose conditions:

$$
\begin{equation*}
A A^{\dagger}=\left(A A^{\dagger}\right)^{\prime}, \quad A^{\dagger} A=\left(A^{\dagger} A\right)^{\prime}, \quad A A^{\dagger} A=A, \quad A^{\dagger} A A^{\dagger}=A^{\dagger} . \tag{3.1}
\end{equation*}
$$

It is easy to see that $A A^{\dagger}$ is the orthogonal projection of $\mathcal{R}^{n}$ onto $\mathcal{R}(A)$, denoted by $P_{A}$, and that $A^{\dagger} A$ is the orthogonal projection of $\mathcal{R}^{n}$ onto $\mathcal{R}\left(A^{\prime}\right)$ noted by $P_{A^{\prime}}$. It is also well known that $\mathcal{R}\left(A^{\dagger}\right)=\mathcal{R}\left(A^{\prime}\right)$. For more on the Moore-Penrose inverse, see e.g. [4], [5].
The Moore-Penrose inverse also satisfies the following inequality ([21])

$$
\begin{equation*}
\left\|A A^{\dagger} B-B\right\|_{2} \leq\|A X-B\|_{2} \tag{3.2}
\end{equation*}
$$

for all $X$.
We remind that given a matrix $R \in \mathcal{R}^{M \times M}$, minimizing $W^{\prime} R W$ with

$$
W \in \mathcal{R}^{M \times m}
$$

means finding a matrix $\hat{W} \in \mathcal{R}^{M \times m}$ such that the $m \times m$ matrix ( $W^{\prime} R W-\hat{W}^{\prime} R \hat{W}$ ) is positive semidefinite for all $W \in \mathcal{R}^{M \times m}$. (The Löwner partial ordering for hermitian nonnegative definite matrices, defined as: $A \geq B$, if $A-B$ is positive semidefinite). See e.g. [3], [10].

### 3.1. Matrix Optimization and Linear Regression

Next we assume that t $R \in \mathcal{R}^{M \times M}$ is a positive semidefinite symmetric matrix. The main problem is the minimization of $W^{\prime} R W, \quad W \in \mathcal{R}^{M \times m}$ under the Löwner ordering, when $W$ satisfies a set of linear constraints :

$$
S=\left\{W \in \mathcal{R}^{M \times m}: C^{\prime} W=F\right\}
$$

with $C \in \mathcal{R}^{M \times n}, \quad F \in \mathcal{R}^{n \times m}$. As a result, we will find a matrix $\hat{W}$ such that $W^{\prime} R W \geq \hat{W}^{\prime} R \hat{W}$ for all $W \in S$.
In [9] and [14] where a similar problem is treated the matrix $R$ is assumed to be positive definite. In our work the matrix $R$ is positive semidefinite (therefore singular). The difference in our method is that the matrix $W$ will also satisfy the relation $\mathcal{R}(W) \subseteq \mathcal{R}(R)$ in order to overcome the singularity of $R$.
In our case the positive semidefinite matrix $R$ is singular, $\mathcal{N}(R) \neq\{0\}$ and therefore we have that $W^{\prime} R W=0$ for all matrices $W$ of appropriate dimensions belonging to the set $\mathcal{Z}=\{W: R W=0\}$ and so, the problem

$$
\begin{equation*}
\text { minimize } \quad W^{\prime} R W, W \in S \tag{3.3}
\end{equation*}
$$

has many solutions when $\mathcal{S} \cap \mathcal{Z} \neq \emptyset$.
In other words, since the matrix $R$ is symmetric, we have that $\mathcal{R}(R)=\mathcal{R}\left(R^{\dagger}\right)$ and therefore we are looking for the minimum of $W^{\prime} R W$ under the constraints $C^{\prime} W=F$ and $\mathcal{R}(W) \subseteq \mathcal{R}(R)$.
From Theorem 1 in [19] we have that the minimizing problem in eq. 10 has the unique solution $\hat{W}=R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger} F$. In the case now that $S$ is empty then the constraint must be replaced by the equation $C^{\prime} W=F_{1}=P_{\mathcal{R}\left(C^{\prime} R^{\dagger} C\right)} F$. The following Corollary is a consequence of the previous result:

Corollary 3.1. Let $R \in \mathcal{R}^{M \times M}$ a positive semidefinite symmetric matrix, the matrices $W \in \mathcal{R}^{M \times m}, \quad C \in \mathcal{R}^{M \times n}, \quad F \in \mathcal{R}^{n \times m}$ with $m<M, n<M$, and the equation $C^{\prime} W=F$. The problem:

$$
\text { minimize } \quad W^{\prime} R W, \quad W \in \hat{S}
$$

where $\hat{S}=\left\{W: C^{\prime} W=P_{\mathcal{R}\left(C^{\prime} R^{\dagger} C\right)} F\right.$, such that $\left.\mathcal{R}(W) \subseteq \mathcal{R}(R)\right\}$ has a unique solution among the generalized constrained solutions which is

$$
\hat{W}=R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger} F
$$

In many statistical applications as in our case, the matrix $R$ is equal to $C C^{\prime}$. In this case, we have the following proposition:

Proposition 3.1. Let $R \in \mathcal{R}^{M \times M}$ to be a positive semidefinite symmetric matrix and the matrices $W \in \mathcal{R}^{M \times m}, \quad C \in \mathcal{R}^{M \times n}, \quad F \in \mathcal{R}^{n \times m}$ with $m<M, n<M$. Also, suppose that $C^{\prime} W=F$ and the set $S=\left\{W: C^{\prime} W=F\right.$, such that $\mathcal{R}(W) \subseteq$ $\mathcal{R}(R)\}$ is not empty. Taking as $R=C C^{\prime}$ then the problem:

$$
\text { minimize } \quad W^{\prime} R W, \quad W \in S
$$

has the unique solution

$$
\hat{W}=\left(C^{\prime}\right)^{\dagger} F
$$

Consider a simple linear model

$$
\begin{equation*}
y=C \beta+\epsilon \tag{3.4}
\end{equation*}
$$

where $y \in \mathcal{R}^{m \times 1}$ is a vector of observed data, $C \in \mathcal{R}^{m \times p}$ the matrix of $p$ observed covariates, $\beta \in \mathcal{R}^{p \times 1}$ vector of parameters to be estimated and $\epsilon \in \mathcal{R}^{m \times 1}$ the noise vector. When $\operatorname{Rank}(C)=p$, and $C^{\prime} C$ is nonsingular the inverse $\left(C^{\prime} C\right)^{-1}$ can be computed. Then the Best Linear Unbiased Estimator (BLUE) for $\beta$ is defined as

$$
\begin{equation*}
\hat{\beta}=\left(C^{\prime} C\right)^{-1} C^{\prime} y=W^{\prime} y \tag{3.5}
\end{equation*}
$$

In the case when the matrix R is singular, then Theorem 1 in [19] can be applied to the problem of computing the Best Linear Unbiased Estimator in linear models. In this specific case, the size of the matrices are:

$$
R \in \mathcal{R}^{M \times M}, \quad W \in \mathcal{R}^{M \times m}, \quad C \in \mathcal{R}^{m \times p}, \quad I \in \mathcal{R}^{m \times m}, m<M
$$

In the case when the matrix $C$ is of full rank, then $W^{\prime}$ is the unique left inverse of C, and therefore, Theorem 1 can be applied to find the optimum matrix $\hat{W}$.

There might be cases, however, where there is a deficiency in rank of the design matrix C. That means that $\operatorname{Rank}(C)=r<p<m$ and thus $C^{\prime} C$ is singular. When $m<p$ ordinary least squares method (OLS) cannot be used to estimate $\beta$ in linear model (7). Some methods to overcome this problem have been suggested based on maximum entropy estimation ([11]) or penalized regression ([18]). We will denote any generalized inverse of $C^{\prime} C$ as $\left(C^{\prime} C\right)^{-}$. In such a case there might be several values of $\beta$ that lead to same values of $C \beta$. In addition, the estimator is not unbiased anymore, since the condition $W^{\prime} C=I$ does not necessarily hold. However, let $L^{\prime} \beta$ be linear functions of $\beta$ such that $\mathcal{R}(\mathrm{L}) \subset \mathcal{R}\left(C^{\prime}\right)$ implying $L=C^{\prime} A$ for some A. Then if $\left(C^{\prime} C\right)^{-}$is any generalized inverse of $C^{\prime} C$ and

$$
\begin{equation*}
\hat{\beta}=\left(C^{\prime} C\right)^{-} C^{\prime} y \tag{3.6}
\end{equation*}
$$

it can be shown ([23] p. 30) that $L^{\prime} \hat{\beta}$ is the minimum dispersion unbiased estimator (MDLUE) of $L^{\prime} \beta$ with dispersion matrix $\sigma^{2} L^{\prime}\left(C^{\prime} C\right)^{-} L$. In the case when $\operatorname{Rank}(C)<p$, then $C$ does not have a left inverse, and therefore the constraint must be slightly modified, as said in Theorem 1 ([19]), since $C^{\prime} W=I$ does not hold.
Following all the above and using Theorem 1 we will minimize $W^{\prime} R W$ under the constraint

$$
C^{\prime} W=P_{\mathcal{R}\left(C^{\prime} R^{\dagger} C\right)}, \text { with } \mathcal{R}(W) \subseteq \mathcal{R}(R)
$$

where $P_{\mathcal{R}\left(C^{\prime} R^{\dagger} C\right)}$ is the orthogonal projection on the range of $C^{\prime} R^{\dagger} C$.
So, from the above discussion and Theorem 1 we have the following Proposition:

## Proposition 3.2. Consider a simple linear model

$$
\begin{equation*}
y=C \beta+\epsilon \tag{3.7}
\end{equation*}
$$

and let $C \in \mathcal{R}^{M \times m}$ the matrix of m observed covariates with $m<M, \beta \in \mathcal{R}^{m \times 1}$ the vector of parameters to be estimated , $R \in \mathcal{R}^{M \times M}$ a positive semidefinite symmetric matrix such that $R=E(y-C \beta)(y-C \beta)^{\prime}$. Then,

$$
\begin{equation*}
\hat{\beta}_{M C O}=\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime} y \tag{3.8}
\end{equation*}
$$

gives a solution which is restricted on a particular set defined by the orthogonal projection, thus giving the minimum dispersion unbiased estimator of any linear combination of $\beta_{M C O}$.

Moreover, in [23] p. 25, a different way of estimating $\hat{\beta}$ is also presented when $C$ is not of full rank:

$$
\begin{equation*}
\hat{\beta}_{R M D L U E}=\left(C^{\prime} C\right)^{-} C^{\prime} y+\left(I-\left(C^{\prime} C\right)^{-} C^{\prime} C\right) w \tag{3.9}
\end{equation*}
$$

where $\left(C^{\prime} C\right)^{-}$defined as before and $w$ is an arbitrary vector.
The rationale follows from the fact that the empirical predictor (given as $\hat{y}=C \hat{\beta}$ ) has the same value for all solutions of $\beta$ that emerge from $C^{\prime} C \hat{\beta}=C^{\prime} y$.

In many practical applications estimation of $\beta$ relies on either formulas (3.9) or (3.6). In the next section we will use Proposition 3.2 and hence the result given by eq.(3.8) in order to solve the multicollinearity problem, finding a unique MDLUE solution among the infinite solutions that this problem admits. Our solution gives a model similar to the one found using eq.(3.9) with differences in the coefficients due to the different choice of the unique solution among the infinite ones.
The variance of all the estimated coefficients using the MCO approach is given by

$$
\begin{aligned}
V\left(\hat{\beta}_{M C O}\right) & =V\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime} y\right) \\
& =\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime}\right) V(y)\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime}\right)^{\prime} \\
& =\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime}\right) \sigma^{2}\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]
\end{aligned}
$$

Also we have that, since $R$ is symmetric, so $\left(R^{\dagger}\right)^{\prime}=R^{\dagger}$ :

$$
\begin{align*}
\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime}\right)\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime}\right)^{\prime} & =\left(\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right]^{\prime}\right)\left(R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right) \\
& =\left(\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right)^{\prime}\left(R^{\dagger} C\right)^{\prime} R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}  \tag{3.10}\\
& =\left(\left[C^{\prime} R^{\dagger} C\right]^{\prime}\right)^{\dagger} C^{\prime} R^{\dagger}\left[R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}\right. \\
& =\left[C^{\prime} R^{\dagger} C\right]^{\dagger} C^{\prime} R^{\dagger} R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger}
\end{align*}
$$

Denote with $K=C^{\prime} R^{\dagger}$ then equation (3.10) becomes

$$
\begin{align*}
{\left[C^{\prime} R^{\dagger} C\right]^{\dagger} C^{\prime} R^{\dagger} R^{\dagger} C\left[C^{\prime} R^{\dagger} C\right]^{\dagger} } & =(K C)^{\dagger} K K^{\prime}(K C)^{\dagger} \\
& =A^{\dagger} K K^{\prime} A^{\dagger} \tag{3.11}
\end{align*}
$$

where $A=K C$. As a result the variance of the estimated coefficient $\hat{\beta}_{M C O}$ is given by

$$
\begin{equation*}
V\left(\hat{\beta}_{M C O}\right)=\sigma^{2} A^{\dagger} K K^{\prime} A^{\dagger} \tag{3.12}
\end{equation*}
$$

The standard errors are estimated by taking the square root of the diagonal of $V\left(\hat{\beta}_{M C O}\right)$.

## 4. Estimation Results

In this study, we apply our matrix constrained optimization method to two multivariate regression models. The first (Multiple Regression Model I) contains all ofl the explanatory variables we previous mentioned. The second model (Multiple Regression Model II) excludes the variable with the lowest correlation coefficient, the S\&P 500 market returns and as a result we have a model with strong correlation between the regressors, almost equal to one. As said above, in order to compare our method, the regression coefficients have been also estimated using the MDLUE method presented in [23]. Table 4.1 reports the results for the basic CAPM for the Apple Inc. stock returns and the S\&P500 expected returns as the market returns. The resulting simple CAPM has the following form

$$
E\left(R_{A P P L E}\right)=0.0008+0.9568(S P 500)
$$

Table 4.1: Capital Asset Pricing Model (CAPM) coefficients. The table presents the value of the coefficients for the Capital Asset Pricing Model with an intercept and one explanatory variable, the S\&P 500.

Table 4.2 presents the coefficients of the multiple linear regression in case of multicollinearity for the proposed constrained matrix optimization method (MCO, eq. (16)) and the MDLUE proposed by [23] (RMDLUE, eq. (17)) along with their standard errors. The multiple linear regression model under MCO is the following:

$$
\begin{aligned}
E\left(R_{A P P L E}\right) & =0.0012+0.5671(S P 500)-0.0324(O P E N P) \\
& +0.0005(O P E N L O W)+0.0334(C L O S E P)
\end{aligned}
$$

We compare the performance of our approach with the RMDLUE method in terms of the standard errors of the estimated regression coefficients. One of the problems of multicollinearity is that affects the standard error of the parameter estimators. For the Multiple Regression Model I the standard errors for the coefficients estimated with the MCO method are smaller in most of the cases than

| MCO | Coefficients | Std Error | t value | p -value |
| :--- | :---: | :---: | :---: | :---: |
| Intercept | 0.0012 | 0.0015 | 0.3257 | 0.7447 |
| S\&P500 | 0.5671 | 0.0493 | 4.1584 | $<0.00001$ |
| OPEN | -0.0324 | 0.0015 | -11.9939 | $<0.00001$ |
| OPENLOW | 0.0005 | $2.6597 \mathrm{e}-05$ | 20.6638 | $<0.00001$ |
| CLOSEP | 0.0334 | 0.0016 | 12.3642 | $<0.00001$ |
| RMDLUE | Coefficients | Std Error | t value | p-value |
| Intercept | 0.0015 | 0.7277 | 2.2479 | $<0.00001$ |
| S\&P500 | 0.6885 | $4.7211 \mathrm{e}-06$ | 28.34 | $<0.00001$ |
| OPEN | -0.1933 | 0.0082 | 18.09 | $<0.00001$ |
| OPENLOW | 0.3558 | 0.0088 | -14.64 | $<0.00001$ |
| CLOSEP | -0.1625 | 0.0825 | 24.47 | $<0.00001$ |

Table 4.2: Multiple Regression Model I.Parameter estimates for the matrix constrained optimization method (MCO) and the minimum dispersion linear unbiased method (RMDLUE) and their standard errors.
those from the RMDLUE approach. The t-value column represents whether the estimated coefficients of the variables in the multiple regression model are statistically significant. Also, in the table we present the p-values, the probability that the variable in the model is not significant. The reported p-values are low, which means that the variables are statistically significant. The results in table 7 for the Multiple Regression Model I show that the relationship between the S\&P 500 market returns and the Apple Inc returns is positive and the value of regression coefficient is 0.5671 . This means that an increase in the S\&P 500 daily market returns lead to an increase in the Apple Inc returns. The same behavior happens between the Apple Inc returns the semi-sum of opening and lower stock price (OPENLOW) of each day and the closing stock price (CLOSEP). In contrast the relationship between the opening stock price (OPENP) and the Apple Inc returns is negative.

Table 4.3 now presents the coefficients of the multiple linear regression in case of multicollinearity for the constrained matrix optimization method (MCO) and the RMDLUE method if we exclude the variable of the stock market returns. The standard errors for the OPEN, OPENLOW and CLOSEP coefficient are smaller than those estimated with the RMDLUE approach. The results for both regression models indicate that the MCO method could be a good alternative when someone wants to obtain estimates with small standard errors and the variable that appear to have strong collinearity are all of interest. As previously, the reported p-values indicate that the variables are statistically significant.

| MCO | Coefficients | Std Error | t value | p -value |
| :--- | :---: | :---: | :---: | :---: |
| Intercept | 0.0003 | 0.0015 | 0.0489 | 0.961004 |
| OPEN | -0.0433 | 0.0014 | -12.2014 | $<0.00001$ |
| OPENLOW | 0.0007 | $3.0788 \mathrm{e}-05$ | 20.9787 | $<0.00001$ |
| CLOSEP | 0.0488 | 0.0014 | 12.6021 | $<0.00001$ |
| RMDLUE | Coefficients | Std Error | t value | p -value |
| Intercept | 0.0011 | $6.7648 \mathrm{e}-04$ | 1.3351 | 0.182006 |
| OPEN | -0.1624 | 0.009 | -29.91 | $<0.00001$ |
| OPENLOW | 0.2850 | $0.619 \mathrm{e}-05$ | 54.12 | $<0.00001$ |
| CLOSEP | -0.1226 | 0.0078 | 22.57 | $<0.00001$ |

Table 4.3: Multiple Regression Model II. Parameter estimates for the matrix constrained optimization method (MCO) and the minimum dispersion linear unbiased method (RMDLUE) and their standard errors. The multiple linear regression model excludes the S\&P500 factor.

## 5. Concluding Remarks

In this research, we refer to the multicollinearity issue of a multiple regression problem. Various techniques have been proposed in order to overcome this problem such as ridge regression or delete the factors that are collinear. The matrix constrained optimization method that we proposed is an unbiased estimator that can be applied in situations where exists strong or perfect collinearity and we can not delete any collinear factor because this may affect the interpretation of the model results and the factor is important for the analysis. Also, we obtain an expression for the variance-covariance matrix of the estimated coefficients.
The method is applied in a special case of a multiple linear regression model which is an extension of the Capital Asset Pricing Model (CAPM). The matrix constrained optimization method is implemented in two multiple regression models. The difference between these models is that the first includes an explanatory variable with low correlation which in the second model,this factor is excluded. The results are compared with another unbiased linear estimator, the MDLUE, in terms of standard errors of the estimated parameters. We have mentioned that this technique is appropriate when high levels of correlations exist among the regressors, and there is a need for an unbiased estimator. In this case, the solution of deleting the factors with high collinearity may not be feasible because of the importance of the factors in the regression model.
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#### Abstract

In this paper we have obtained some results on a complete rectangular $b-$ metric space and these results generalized many existing results in this literature.


 Keywords: rectangular $b$-metric space.
## 1. Introduction and Preliminaries

The Banach fixed point theorem in metric space has generalized by many researchers in various branches such as cone metric space, $b$-metric space, Generalized metric space, Fuzzy metric space etc. Many researchers such as Tiwary et al.[12], Sarkar et al.([10], [11]), S. Czerwik[3], H. Huang et al.[7], Ding et.al[5], Ozturk[9] and others have worked on Cone Banach Space, $b$-metric space, rectangular $b$-metric space. George et al.[6] have proved some results in rectangular $b$-metric space and have left two open problems for further investigations. Z. D. Mitrović and S. Radenović [8] has given a partial solutions of Reich and Kannan Type contraction in rectangular $b$-metric space. In this paper we have given partial solution of Cirić Type, Cirić almost contraction Type, Hardy Rogers Type contraction condition in rectangular $b$-metric space with some corollaries.

The following definitions are required to prove the main results.
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Definition 1.1. [1] Let $X$ be a non-empty set $s \geq 1$ a real number. A function $d: X \times X \rightarrow \mathbb{R}$ is a said to be a $b$ - metric if for a distinct point $u \in X$, different from $x$ and $y$, the following conditions holds:
(i) $d(x, y) \geq 0$ and $d(x, y)=0$ if and only if $x=y$;
(ii) $d(x, y)=d(y, x)$;
(iii) $d(x, y) \leq s[d(x, u)+d(u, y)]$.

The pair $(X, d)$ is called a $b$-metric space (in short bMS) with coefficient $s \geq 1$.

Definition 1.2. [6] Let $X$ be a non-empty set $s \geq 1$ a real number. A function $d: X \times X \rightarrow \mathbb{R}$ is a said to be a rectangular $b-$ metric if for all distinct points $u_{1}, u_{2} \in X$, all are different from $x$ and $y$, the following conditions holds:
(i) $d(x, y) \geq 0$ and $d(x, y)=0$ if and only if $x=y$;
(ii) $d(x, y)=d(y, x)$;
(iii) $d(x, y) \leq s\left[d\left(x, u_{1}\right)+d\left(u_{1}, u_{2}\right)+d\left(u_{2}, y\right)\right]$.

The pair ( $X, d$ ) is called a rectangular $b$-metric space (in short RbMS) with coefficient $s \geq 1$.

If $s=1$ then $(X, d)$ is called a rectangular metric space ( in short RMS).

Definition 1.3. [6] Let $(X, d)$ be a rectangular $b-$ metric space, $\left\{x_{n}\right\}$ be a sequence in $X$ and $x \in X$.
Then
i) the sequence $\left\{x_{n}\right\}$ is said to be convergent in $(X, d)$ and converges to $x$ if for every $\epsilon>0$ there exists $n_{0} \in \mathbb{N}$ such that $d\left(x_{n}, x\right)<\epsilon$ for all $n \geq n_{0}$ and this fact is represented by $\lim _{n \rightarrow \infty} x_{n}=x$ or $x_{n} \rightarrow x$ as $n \rightarrow \infty$;
ii) The sequence $\left\{x_{n}\right\}$ is said to be Cauchy sequence in $(X, d)$ if for every $\epsilon>0$ there exists $n_{0} \in \mathbb{N}$ such that $d\left(x_{n}, x_{n+p}\right)<\epsilon$ for all $n \geq n_{0} ; p>0$ or equivalently, if $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0$ for all $p>0$;
iii) $(X, d)$ is said to be a complete rectangular $b$-metric space if every Cauchy sequence in $X$ converges to some $x \in X$.
R. George et al. [6] has proved the result.

Theorem 1.1. ([6], Theorem 2.1) Let $(X, d)$ be a complete rectangular $b$-metric space with coefficient $s>1$ and $T: X \rightarrow X$ be a mapping satisfying

$$
d(T x, T y)<\lambda d(x, y)
$$

for all $x, y \in X$ with $x \neq y$, where $\lambda \in\left[0, \frac{1}{s}\right]$. Then $T$ has a unique fixed point.

## 2. Main Results

Our main resuts are as follows:
Theorem 2.1. Let $(X, d)$ be a complete rectangular $b$-metric space with coefficient $s>1$ and $\left\{T^{i}\right\}$ be a sequence of self-maps satisfying the condition

$$
d\left(T^{i} x, T^{j} y\right) \leq \alpha \max \left\{d(x, y), d\left(x, T^{i} x\right), d\left(y, T^{j} y\right), d\left(x, T^{j} y\right), d\left(y, T^{i} x\right)\right\}+L d\left(y, T^{i} x\right)
$$

where the constants $\alpha, L \geq 0$ and $\alpha+L<1$. Then the sequence $\left\{T^{i}\right\}$ have unique common fixed point in $X$.

Proof. Let $x_{0} \in X$ be an arbitrary. We construct a sequence for a fixed $i \in \mathbb{N}$ such that $x_{n}=T^{i} x_{n-1}$ where $n \in \mathbb{N}$.

$$
\text { Let, } d_{n}=d\left(x_{n}, x_{n+1}\right) \text { and } d_{n}^{*}=d\left(x_{n}, x_{n+2}\right) \text {. }
$$

Then

$$
d\left(x_{n}, x_{n+1}\right)=d\left(T^{i} x_{n-1}, T^{j} x_{n}\right)
$$

$\leq \alpha \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, T^{i} x_{n_{1}}\right), d\left(x_{n}, T^{j} x_{n}\right), d\left(x_{n-1}, T^{j} x_{n}\right), d\left(x_{n}, T^{i} x_{n-1}\right)\right\}+$ $L d\left(x_{n}, T^{i} x_{n-1}\right)$
$\leq \alpha \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n+1}\right), d\left(x_{n}, x_{n}\right)\right\}+L d\left(x_{n}, x_{n}\right)$.

$$
\begin{equation*}
\leq \alpha \max \left\{d_{n-1}, d_{n}, d_{n-1}^{*}\right\} . \tag{2.1}
\end{equation*}
$$

Suppose, $\left\{d_{n}\right\}$ is monotone increasing sequence. Then from equation (2.1) we get,

$$
d_{n} \leq \alpha \max \left\{d_{n}, d_{n-1}^{*}\right\} .
$$

If $d_{n}>d_{n-1}^{*}$, then from (2.1) we get, $d_{n} \leq \alpha d_{n}$ which implies, $1 \leq \alpha$, a contradiction.
Therefore,

$$
d_{n} \leq d_{n-1}^{*} .
$$

Then from (2.1), we get

$$
d_{n} \leq \alpha d_{n-1}^{*} \leq \alpha^{2} d_{n-2}^{*} \leq \ldots \leq \alpha^{n} d_{0}^{*}
$$

implies, $d_{n}=0$ as $n \rightarrow \infty$. Suppose, $\left\{d_{n}\right\}$ is monotone decreasing sequence. then from (2.1), we get

$$
\begin{equation*}
d_{n} \leq \alpha \max \left\{d_{n-1}, d_{n-1}^{*}\right\} . \tag{2.2}
\end{equation*}
$$

If $d_{n-1} \leq d_{n-1}^{*}$, then from (2.2), we get

$$
d_{n}=\alpha d_{n-1}^{*} \leq \alpha^{2} d_{n-2}^{*} \leq \ldots \leq \alpha^{n} d_{0}^{*}
$$

implies,

$$
\lim _{n \rightarrow \infty} d_{n}=0
$$

Again suppose $d_{n-1}^{*} \leq d_{n-1}$, then from (2.2) we have,

$$
d_{n}=\alpha d_{n-1} \leq \alpha^{2} d_{n-2} \leq \ldots \leq \alpha^{n} d_{0}
$$

implies, $\lim _{n \rightarrow \infty} d_{n}=0$.
Thus for all cases $\lim _{n \rightarrow \infty} d_{n}=0$.
Now we show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0 \tag{2.3}
\end{equation*}
$$

holds good by Mathematical Induction on $p \in \mathbb{N}$.
Clearly, (2.3) hold for $p=1$.
Suppose it holds for $p$ i.e., $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0$. So $\lim _{n \rightarrow \infty} d\left(x_{n+1}, x_{n+p+1}\right)=$ 0.

We have to show

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p+1}\right)=0
$$

Since

$$
d\left(x_{n}, x_{n+p+1}\right) \leq s\left[d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+p}\right)+d\left(x_{n+p}, x_{n+p+1}\right)\right] .
$$

Therefore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p+1}\right) \leq s \lim _{n \rightarrow \infty} d\left(x_{n+1}, x_{n+p}\right) . \tag{2.4}
\end{equation*}
$$

Case I: If $p=2 m, m \in \mathbb{N}$. Then from (2.4) we get,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p+1}\right) \leq s \lim _{n \rightarrow \infty} d\left(x_{n+1}, x_{n+2 m}\right) \\
& \leq s^{2} \lim _{n \rightarrow \infty} d\left(x_{n+1+1}, x_{n+2 m-1}\right) \\
& \leq s^{3} \lim _{n \rightarrow \infty} d\left(x_{n+1+2}, x_{n+2 m-2}\right) \\
& \vdots \\
& \leq s^{m+1} \lim _{n \rightarrow \infty} d\left(x_{n+m}, x_{n+m+1}\right) \\
&=0 .
\end{aligned}
$$

Case II: If $p=2 m+1, m \in \mathbb{N}$, then from (2.4) we get,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+2 m+1+1}\right) & \leq s \lim _{n \rightarrow \infty} d\left(x_{n+1}, x_{n+2 m+1}\right) \\
& \leq s^{2} \lim _{n \rightarrow \infty} d\left(x_{n+1+1}, x_{n+2 m-1}\right) \\
& \leq s^{3} \lim _{n \rightarrow \infty} d\left(x_{n+1+2}, x_{n+2 m-2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq s^{m} \lim _{n \rightarrow \infty} d\left(x_{n+m}, x_{n+m+1}\right) \\
& =0
\end{aligned}
$$

Thus

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p+1}\right)=0
$$

Therefore, by Mathematical Induction $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0$ for all $p \in \mathbb{N}$. So $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $X$ is complete, there exists an $x \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=x$. So $\lim _{n \rightarrow \infty} T^{i} x_{n}=\lim _{n \rightarrow \infty} x_{n+1}=x$ i.e., $\lim _{n \rightarrow \infty} d\left(T^{i} x_{n}, x\right)=0$.

Now

$$
\begin{align*}
\lim _{n \rightarrow \infty} d\left(T^{i} x_{n}, x\right) & \leq \lim _{n \rightarrow \infty} s\left[d\left(T^{i} x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n}\right)+d\left(x_{n}, x\right)\right] \\
& =s \lim _{n \rightarrow \infty} d\left(T^{i} x_{n}, x_{n+1}\right) . \tag{2.5}
\end{align*}
$$

Again,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d\left(T^{i} x, x_{n+1}\right) \\
& =\lim _{n \rightarrow \infty} d\left(T^{i} x, T^{j} x_{n}\right) \\
& \leq \lim _{n \rightarrow \infty} \alpha \max \left\{d\left(x, x_{n}\right), d\left(x, T^{i} x\right), d\left(x_{n}, T^{j} x_{n}\right), d\left(x, T^{j} x_{n}\right), d\left(x_{n}, T^{i} x\right)\right\} \\
& +L d\left(x_{n}, T^{i} x\right),
\end{aligned}
$$

$$
\begin{equation*}
=\alpha \max \left\{0, \lim _{n \rightarrow \infty} d\left(x, T^{i} x\right), 0,0, \lim _{n \rightarrow \infty} d\left(x_{n}, T^{i} x\right)\right\}+L d\left(x_{n}, T^{i} x\right) \tag{2.6}
\end{equation*}
$$

If

$$
\left.\lim _{n \rightarrow \infty} d\left(x, T^{i} x\right) \leq \lim _{n \rightarrow \infty} d\left(x_{n}, T^{i} x\right)\right\}
$$

then from above (2.6) we get,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d\left(T^{i} x, x_{n+1}\right)\left.\leq \lim _{n \rightarrow \infty}(\alpha+L) d\left(x_{n}, T^{i} x\right)\right\} \\
& \leq\left.\lim _{n \rightarrow \infty}(\alpha+L)^{2} d\left(x_{n-1}, T^{i} x\right)\right\} \\
& \vdots \\
& \leq\left.\lim _{n \rightarrow \infty}(\alpha+L)^{n+1} d\left(x_{0}, T^{i} x\right)\right\}
\end{aligned}
$$

implies,

$$
\lim _{n \rightarrow \infty} d\left(T^{i} x, x_{n+1}\right)=0[\text { since } \quad \alpha+L<1] .
$$

Again form (2.5) we get,

$$
\lim _{n \rightarrow \infty} d\left(T^{i} x, x\right) \leq \lim _{n \rightarrow \infty} s d\left(T^{i} x, x_{n+1}\right)=0 .
$$

Therefore, $d\left(T^{i} x, x\right)=0$ implies, $T^{i} x=x$.
If $\lim _{n \rightarrow \infty} d\left(T^{i} x, x_{n}\right) \leq \lim _{n \rightarrow \infty} d\left(T^{i} x, x\right)$, then from (2.6) we get,

$$
\left.\lim _{n \rightarrow \infty} d\left(T^{i} x, x_{n+1}\right) \leq \lim _{n \rightarrow \infty}(\alpha+L) d\left(T^{i} x, x\right)\right\}
$$

Therefore from (2.5) we get,

$$
\left.d\left(T^{i} x, x\right) \leq \lim _{n \rightarrow \infty}(\alpha+L) d\left(T^{i} x, x\right)\right\}<d\left(T^{i} x, x\right)
$$

a contradiction.
Thus $x$ is a common fixed point of $\left\{T^{i}\right\}$.
Let, $y$ be another common fixed point.
Then

$$
d(x, y)=d\left(T^{i} x, T^{j} y\right)
$$

$\leq \alpha \max \left\{d(x, y), d\left(x, T^{i} x\right), d\left(y, T^{j} y\right), d\left(x, T^{j} y\right), d\left(y, T^{i} x\right)\right\}+L d\left(y, T^{i} x\right)$
$=\alpha \max \{d(x, y), d(x, x), d(y, y), d(x, y), d(y, x)\}+L d(y, x)$
$=(\alpha+L) d(x, y)$
$<d(x, y)$,
which is a contradiction.
Therefore, $d(x, y)=0$ implies, $x=y$.
Hence $\left\{T^{i}\right\}$ have unique common fixed point in $X$.
Note: The theorem is a partial solution of Open Problem 2 of George et al.[6] another Cirić type [c.f [2]].

Corollary 2.1. Let $(X, d)$ be a complete rectangular $b$-metric space with coefficient $s>1$ and $T_{1}$ and $T_{2}$ be two self-maps satisfying the condition
$d\left(T_{1} x, T_{2} y\right) \leq \alpha \max \left\{d(x, y), d\left(x, T_{1} x\right), d\left(y, T_{2} y\right), d\left(x, T_{2} y\right), d\left(y, T_{1} x\right)\right\}+L d\left(y, T_{1} x\right)$,
where the constants $\alpha, L \geq 0$ and $\alpha+L<1$. Then the sequence $T_{1}$ and $T_{2}$ have unique common fixed point in $X$.

Proof. Putting $T^{i}=T_{1}$ and $T^{j}=T_{2}$ in the above Theorem 2.1 we get the result.

Corollary 2.2. Let $(X, d)$ be a complete rectangular $b$-metric space with coefficient $s>1$ and $T$ be a self-map satisfying the condition

$$
d(T x, T y) \leq \alpha \max \{d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)\}+L d(y, T x),
$$

where the constants $\alpha, L \geq 0$ and $\alpha+L<1$. Then the sequence $T$ have a unique fixed point in $X$.

Proof. Putting $T^{i}=T^{j}=T$ in the above Theorem 2.1 we get the desired result.

Theorem 2.2. Let $(X, d)$ be a complete rectangular b-metric space with coefficient $s>1$. Let $T: X \rightarrow X$ satisfying

$$
d(T x, T y) \leq k \max \left\{d(x, y), d(x, T x), d(y, T y), \frac{1}{2}[d(x, T x)+d(y, T y)]\right\}
$$

where $k \in(0,1)$. Then $T$ has a unique fixed point.
Proof. Let us consider $x_{0}$ in $X$ as an initial point. Let $\left\{x_{n}\right\}$ be a sequence given by $x_{n}=T x_{n-1}$ for all $n \in \mathbb{N}$. If $x_{n}=T x_{n}$ i.e., $x_{n}=x_{n+1}$, then for all $n \in \mathbb{N}$, $x_{n}$ is a fixed point of $T$. So we assume that $x_{n} \neq x_{n+1}$.
Now

$$
\begin{aligned}
d\left(x_{n}, x_{n+1}\right) & =d\left(T x_{n-1}, T x_{n}\right) \\
\leq & k \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, T x_{n-1}\right), d\left(x_{n}, T x_{n}\right)\right. \\
& \left.\frac{1}{2}\left[d\left(x_{n-1}, T x_{n-1}\right)+d\left(x_{n}, T x_{n}\right)\right]\right\} \\
\leq & k \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, T x_{n-1}\right), d\left(x_{n}, T x_{n}\right)\right\} \\
\leq & k \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right) .\right\}
\end{aligned}
$$

Suppose $d\left(x_{n-1}, x_{n}\right) \leq d\left(x_{n}, x_{n+1}\right)$. Then from above we get

$$
d\left(x_{n}, x_{n+1}\right) \leq k d\left(x_{n}, x_{n+1}\right),
$$

which is a contradiction.
Therefore, $d\left(x_{n}, x_{n+1}\right) \leq d\left(x_{n-1}, x_{n}\right)$. Thus $\left\{d\left(x_{n}, x_{n+1}\right)\right\}$ is a monotone decreasing sequence of non-negative real numbers. So it converges to a (say).
Then

$$
\begin{aligned}
a= & \lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=\lim _{n \rightarrow \infty} d\left(T x_{n-1}, T x_{n}\right) \\
& \leq k \lim _{n \rightarrow \infty} \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, T x_{n-1}\right), d\left(x_{n}, T x_{n}\right),\right. \\
& \left.\frac{1}{2}\left[d\left(x_{n-1}, T x_{n-1}\right)+d\left(x_{n}, T x_{n}\right)\right]\right\} \\
& =k \lim _{n \rightarrow \infty} \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right)\right\} \\
& =k \lim _{n \rightarrow \infty} d\left(x_{n-1}, x_{n}\right)=k a
\end{aligned}
$$

implies, $a=0$ i.e., $\lim _{n \rightarrow \infty} d\left(x_{n-1}, x_{n}\right)=0$.
Next, we show that $\left\{x_{n}\right\}$ is a Cauchy sequence i.e., $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0$.
First we suppose that $p=$ odd i.e., $p=2 m+1, m \in \mathbb{N}$.
Then

$$
d\left(x_{n}, x_{n+2 m+1}\right) \leq s\left[d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+d\left(x_{n+2}, x_{n+2 m+1}\right)\right]
$$

$$
\begin{aligned}
\leq & 2 s d\left(x_{n}, x_{n+1}\right)+s^{2}\left[d\left(x_{n+2}, x_{n+3}\right)+d\left(x_{n+3}, x_{n+4}\right)+d\left(x_{n+4}, x_{n+2 m+1}\right)\right] \\
\leq & 2 s d\left(x_{n}, x_{n+1}\right)+2 s^{2} d\left(x_{n+2}, x_{n+3}\right)+\ldots+2 s^{m} d\left(x_{n+2 m}, x_{n+2 m+1}\right) \\
& \leq 2 s\left[1+s+s^{2}+\ldots+s^{m-1}\right] d\left(x_{n}, x_{n+1}\right) \\
& =2 s\left(\frac{s^{m-1}-1}{s-1}\right) d\left(x_{n}, x_{n+1}\right) .
\end{aligned}
$$

Therefore,

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0 \text { as } \lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0
$$

Again suppose $p=$ even $=2 m, m \in \mathbb{N}$.
Then

$$
\begin{aligned}
& d\left(x_{n}, x_{n+2 m}\right) \leq s\left[d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+d\left(x_{n+2}, x_{n+2 m}\right)\right] \\
\leq & 2 s d\left(x_{n}, x_{n+1}\right)+2 s^{2}\left[d\left(x_{n+2}, x_{n+3}\right)+d\left(x_{n+3}, x_{n+4}\right)+d\left(x_{n+4}, x_{n+2 m}\right)\right. \\
\leq & 2 s d\left(x_{n}, x_{n+1}\right)+2 s^{2} d\left(x_{n+2}, x_{n+3}\right)+\ldots+2 s^{m} d\left(x_{n+2 m-1}, x_{n+2 m}\right) \\
\leq & 2 s\left[1+s+s^{2}+\ldots+s^{m-1}\right] d\left(x_{n}, x_{n+1}\right) \\
= & 2 s\left(\frac{s^{m-1}-1}{s-1}\right) d\left(x_{n}, x_{n+1}\right) .
\end{aligned}
$$

Therefore again we get,

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0
$$

Thus $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $X$ is a complete space, there exists an $x \in X$ such that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0 .
$$

Now we show that $x$ is a fixed point of $T$.
Since

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d\left(x_{n+1}, T x\right)=\lim _{n \rightarrow \infty} d\left(T x_{n}, T x\right) \\
& \leq k \lim _{n \rightarrow \infty} \max \left\{d\left(x_{n}, x\right), d\left(x_{n}, T x_{n}\right), d(x, T x), \frac{1}{2}\left[d\left(x_{n}, T x_{n}\right)+d(x, T x)\right]\right\} \\
& \leq k \lim _{n \rightarrow \infty} \max \left\{d\left(x_{n}, x\right), d\left(x_{n}, x_{n+1}\right), d(x, T x)\right\} \\
& \leq k \lim _{n \rightarrow \infty} d(x, T x)
\end{aligned}
$$

which implies, $d(x, T x)=0$ i.e., $x$ is a fixed point of $T$.
To show the uniqueness, let $x^{\prime}$ be another fixed point of $T$.
Then

```
    \(d\left(x, x^{\prime}\right)=d\left(T x, T x^{\prime}\right)\)
\(\leq k \max \left\{d\left(x, x^{\prime}\right), d(x, T x), d\left(x^{\prime}, T x^{\prime}\right), \frac{1}{2}\left[d(x, T x)+d\left(x^{\prime}, T x^{\prime}\right)\right]\right\}\)
\(\leq k \max \left\{d\left(x, x^{\prime}\right), d(x, x), d\left(x^{\prime}, x^{\prime}\right), \frac{1}{2}\left[d(x, x)+d\left(x^{\prime}, x^{\prime}\right)\right]\right\}\)
\(=k d\left(x, x^{\prime}\right)\)
which implies, \(d\left(x, x^{\prime}\right)=0\) i.e., \(x\) is unique.
```

Hence the result.

Note: This theorem is a partial solution of the Open Problem 2 of George et al.[6] of Ciric type.

The next theorem is also a partial solution of Open Problem 2 of George et al.[6] of Hardy-Rogers Type contraction.

Theorem 2.3. Let $(X, d)$ be a complete rectangular $b$-metric space with coefficient $s>1$. Let $T: X \rightarrow X$ be a self-map satisfying the relation

$$
\begin{equation*}
d(T x, T y) \leq \alpha_{1} d(x, y)+\alpha_{2} d(x, T x)+\alpha_{3} d(y, T y)+\alpha_{4} d(x, T y)+\alpha_{5} d(y, T x) \tag{2.7}
\end{equation*}
$$

where $\alpha_{i} \geq 0, \forall i=1,2,3,4,5$ and $\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}+\alpha_{5}<\frac{1}{s}$. Then $T$ has a unique fixed point.

Proof. Let $x_{0} \in X$ be an initial approximation. We construct a sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n}=T x_{n-1}$ for all $n \in \mathbb{N}$. Suppose $d_{n}\left(x_{n}, x_{n+1}\right)$ and $d_{n}^{*}\left(x_{n}, x_{n+2}\right)$. Then byn the given condition (2.7) we get

$$
\begin{aligned}
d_{n}= & d\left(x_{n}, x_{n+1}\right)=d\left(T x_{n-1}, T x_{n}\right) \\
\leq & \alpha_{1} d\left(x_{n-1}, x_{n}\right)+\alpha_{2} d\left(x_{n-1}, T x_{n-1}\right)+ \\
& \alpha_{3} d\left(x_{n}, T x_{n}\right)+\alpha_{4} d\left(x_{n-1}, T x_{n}\right) \\
& +\alpha_{5} d\left(x_{n}, T x_{n-1}\right) \\
= & \alpha_{1} d\left(x_{n-1}, x_{n}\right)+\alpha_{2} d\left(x_{n-1}, x_{n}\right)+\alpha_{3} d\left(x_{n}, x_{n+1}\right)+\alpha_{4} d\left(x_{n-1}, x_{n+1}\right) \\
& +\alpha_{5} d\left(x_{n}, x_{n}\right) \\
= & \left(\alpha_{1}+\alpha_{2}\right) d_{n-1}+\alpha_{3} d_{n}+\alpha_{4} d_{n-1}^{*}
\end{aligned}
$$

$$
\begin{equation*}
\text { implies, }\left(1-\alpha_{3}\right) d_{n} \leq\left(\alpha_{1}+\alpha_{2}\right) d_{n-1}+\alpha_{4} d_{n-1}^{*} . \tag{2.8}
\end{equation*}
$$

If $d_{n-1} \leq d_{n-1}^{*}$, then from (2.8) we get,

$$
\left(1-\alpha_{3}\right) d_{n} \leq\left(\alpha_{1}+\alpha_{2}+\alpha_{4}\right) d_{n-1}^{*}
$$

implies,
$d_{n} \leq\left(\frac{\alpha_{1}+\alpha_{2}+\alpha_{4}}{1-\alpha_{3}}\right) d_{n-1}^{*}=k d_{n-1}^{*} \leq k^{2} d_{n-2}^{*} \leq \ldots \leq k^{n} d_{0}^{*}\left[k=\frac{\alpha_{1}+\alpha_{2}+\alpha_{4}}{1-\alpha_{3}}<1\right]$
implies, $d_{n} \rightarrow 0$ as $n \rightarrow \infty$.
If $d_{n-1^{*}} \leq d_{n-1}$, then from (2.8) ,we get

$$
\left(1-\alpha_{3}\right) d_{n} \leq\left(\alpha_{1}+\alpha_{2}+\alpha_{4}\right) d_{n-1}
$$

implies,

$$
d_{n} \leq\left(\frac{\alpha_{1}+\alpha_{2}+\alpha_{4}}{1-\alpha_{3}}\right) d_{n-1}
$$

from which we get as above $d_{n} \rightarrow 0$ as $n \rightarrow \infty$.
Now we show that $\left\{x_{n}\right\}$ isa a Cauchy sequence. We show this by Marthematical Induction on $p \in \mathbb{N}$ to established

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0 . \tag{2.9}
\end{equation*}
$$

Clearly (2.9) holds for $p=1$. Suppose it holds for $p$ i.e., $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0$. So $\lim _{n \rightarrow \infty} d\left(x_{n+1}, x_{n+p+1}\right)=0$.
Thus

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p+1}\right)=\lim _{n \rightarrow \infty} d\left(T x_{n-1}, T x_{n+p}\right) \\
& \leq \lim _{n \rightarrow \infty}\left[\alpha_{1} d\left(x_{n-1}, x_{n+p}\right)+\alpha_{2} d\left(x_{n-1}, T x_{n-1}\right)+\alpha_{3} d\left(x_{n+p}, T x_{n+p}\right)\right. \\
& \left.+\alpha_{4} d\left(x_{n-1}, T x_{n+p}\right)+\alpha_{5} d\left(x_{n+p}, T x_{n-1}\right)\right] \\
& \leq \lim _{n \rightarrow \infty}\left[\alpha_{1} d\left(x_{n-1}, x_{n+p}\right)+\alpha_{2} d\left(x_{n-1}, x_{n}\right)+\alpha_{3} d\left(x_{n+p}, x_{n+p+1}\right)\right. \\
& \left.+\alpha_{4} d\left(x_{n-1}, x_{n+p+1}\right)+\alpha_{5} d\left(x_{n+p}, x_{n}\right)\right] \\
& =\lim _{n \rightarrow \infty} \alpha_{1} d\left(x_{n-1}, x_{n+p}\right)+\lim _{n \rightarrow \infty} \alpha_{4} d\left(x_{n-1}, x_{n+p+1}\right) \\
& \leq \lim _{n \rightarrow \infty} \alpha_{1} s\left[d\left(x_{n-1}, x_{n+1}\right)+d\left(x_{n+1}, x_{n}\right)+d\left(x_{n}, x_{n+p}\right)\right] \\
& +\lim _{n \rightarrow \infty} \alpha_{4} s\left[d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+p+1}\right)\right] \\
& =\lim _{n \rightarrow \infty} \alpha_{1} s d_{n-1}^{*}+\lim _{n \rightarrow \infty} \alpha_{4} s .0 \\
& =\lim _{n \rightarrow \infty} s \alpha_{1} d_{n-1}^{*} .
\end{aligned}
$$

Again,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d_{n-1}^{*}=\lim _{n \rightarrow \infty} d\left(x_{n-1}, x_{n+1}\right)=\lim _{n \rightarrow \infty} d\left(T x_{n-2}, T x_{n}\right) \\
& \leq \lim _{n \rightarrow \infty}\left[\alpha_{1} d\left(x_{n-2}, x_{n}\right)+\alpha_{2} d\left(x_{n-2}, T x_{n-2}\right)+\alpha_{3} d\left(x_{n}, T x_{n}\right)\right. \\
& \left.\quad+\alpha_{4} d\left(x_{n-2}, T x_{n}\right)+\alpha_{5} d\left(x_{n}, T x_{n-2}\right)\right] \\
& =\lim _{n \rightarrow \infty}\left[\alpha_{1} d\left(x_{n-2}, x_{n}\right)+\alpha_{2} d\left(x_{n-2}, x_{n-1}\right)+\alpha_{3} d\left(x_{n}, x_{n+1}\right)\right. \\
& \left.\quad+\alpha_{4} d\left(x_{n-2}, x_{n+1}\right)+\alpha_{5} d\left(x_{n}, x_{n-1}\right)\right] \\
& =\lim _{n \rightarrow \infty} \alpha_{1} d\left(x_{n-2}, x_{n}\right)+\lim _{n \rightarrow \infty} \alpha_{4} s\left[d\left(x_{n-2}, x_{n-1}\right)+d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)\right] \\
& =\lim _{n \rightarrow \infty} \alpha_{1} d_{n-2}^{*} \\
& \leq \lim _{n \rightarrow \infty} \alpha_{1}^{2} d_{n-3}^{*}
\end{aligned} \quad \begin{aligned}
& \quad \vdots \\
& \leq \lim _{n \rightarrow \infty} \alpha_{1}^{n-1} d_{0}^{*} \\
& =0 .
\end{aligned}
$$

Thus from (2.10) we get, $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p+1}\right)=0$.
Therefore, $\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+p}\right)=0$ for all $p \in \mathbb{N}$.
Thus $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$. Since $X$ is a complete RbMS, there exists
an $x \in x$ such that $\lim _{n \rightarrow \infty} x_{n}=x$.
Now

$$
\begin{align*}
& d(T x, x) \leq s\left[d\left(T x, x_{n+1}\right)+d\left(x_{n+1}, x_{n}\right)+d\left(x_{n}, x\right)\right] \\
& =s\left[d\left(T x, T x_{n}\right)+d\left(x_{n+1}, x_{n}\right)+d\left(x_{n}, x\right)\right] \\
& \begin{array}{r}
\leq s\left[\alpha_{1} d\left(x, x_{n}\right)+\alpha_{2} d(x, T x)+\alpha_{3} d\left(x_{n}, T x_{n}\right)\right. \\
\left.\quad+\alpha_{4} d\left(x, T x_{n}\right)+\alpha_{5} d\left(x_{n}, T x\right)+d\left(x_{n+1}, x_{n}\right)+d\left(x_{n}, x\right)\right] \\
=s\left[\alpha_{1} d\left(x, x_{n}\right)+\alpha_{2} d(x, T x)+\alpha_{3} d\left(x_{n}, x_{n+1}\right)+\alpha_{4} d\left(x, x_{n+1}\right)\right. \\
\left.\quad+\alpha_{5} d\left(x_{n}, T x\right)+d\left(x_{n+1}, x_{n}\right)+d\left(x_{n}, x\right)\right] .
\end{array}
\end{align*}
$$

Again,

$$
d\left(x_{n}, T x\right)=d\left(T x_{n-1}, T x\right)
$$

$$
\leq \alpha_{1} d\left(x_{n-1}, x\right)+\alpha_{2} d\left(x_{n-1}, T x_{n-1}\right)+\alpha_{3} d(x, T x)+\alpha_{4} d\left(x_{n-1}, T x\right)+\alpha_{5} d\left(x, T x_{n-1}\right)
$$

$$
\begin{equation*}
=\alpha_{1} d\left(x_{n-1}, x\right)+\alpha_{2} d\left(x_{n-1}, x_{n}\right)+\alpha_{3} d(x, T x)+\alpha_{4} d\left(x_{n-1}, T x\right)+\alpha_{5} d\left(x, x_{n}\right) . \tag{2.12}
\end{equation*}
$$

Suppose, $d(x, T x) \leq d\left(x_{n-1}, T x\right)$. Then from (2.12) we get,

$$
d\left(x_{n}, T x\right) \leq \alpha_{1} d\left(x_{n-1}, x\right)+\alpha_{2} d\left(x_{n-1}, x_{n}\right)+\left(\alpha_{3}+\alpha_{4}\right) d\left(x_{n-1}, T x\right)+\alpha_{5} d\left(x, x_{n}\right)
$$ implies,

$$
\begin{gathered}
\lim _{n \rightarrow \infty} d\left(x_{n}, T x\right) \leq \lim _{n \rightarrow \infty}\left(\alpha_{3}+\alpha_{4}\right) d\left(x_{n-1}, T x\right) \\
\leq \lim _{n \rightarrow \infty}\left(\alpha_{3}+\alpha_{4}\right)^{2} d\left(x_{n-2}, T x\right) \\
\vdots \\
\leq \lim _{n \rightarrow \infty}\left(\alpha_{3}+\alpha_{4}\right)^{n} d\left(x_{0}, T x\right)=0
\end{gathered}
$$

Thus from (2.11) we get,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} d(T x, x) \leq s \alpha_{2} \lim _{n \rightarrow \infty} d(T x, x) \\
& \text { implies, } \quad d(T x, x)=0 \\
& \text { implies, } \quad T x=x
\end{aligned}
$$

Again suppose, $d\left(x_{n-1}, T x\right) \leq d(x, T x)$. Then from (2.12) we get,

$$
d\left(x_{n}, T x\right) \leq \alpha_{1} d\left(x_{n-1}, x\right)+\alpha_{2} d\left(x_{n-1}, x_{n}\right)+\left(\alpha_{3}+\alpha_{4}\right) d(x, T x)+\alpha_{5} d\left(x, x_{n}\right) .
$$

Therefore,
$\lim _{n \rightarrow \infty} d\left(x_{n}, T x\right) \leq \lim _{n \rightarrow \infty}\left(\alpha_{3}+\alpha_{4}\right) d(x, T x)$.
From (2.11) we get,

$$
\begin{aligned}
d(T x, x) & \leq s\left[\alpha_{2} d(x, T x)+\lim _{n \rightarrow \infty} \alpha_{5} d\left(x_{n}, T x\right)\right] \\
& \leq s \alpha_{5}\left(\alpha_{3}+\alpha_{5}\right)\left(\alpha_{3}+\alpha_{4}\right) d(x, T x) \\
& \leq s \alpha_{5} d(T x, x) \\
\text { implies, } & d(T x, x)=0 .
\end{aligned}
$$

Therefore, $x$ a fixed point of $T$.
Suppose, $y$ be another fixed point of $T$.
Then

$$
\begin{aligned}
d(x, y) & =d(T x, T y) \leq \alpha_{1} d(x, y)+\alpha_{2} d(x, T x)+\alpha_{3} d(y, T y)+\alpha_{4} d(x, T y)+\alpha_{5} d(y, T x) \\
& =\alpha_{1} d(x, y)+\alpha_{2} d(x, x)+\alpha_{3} d(y, y)+\alpha_{4} d(x, y)+\alpha_{5} d(y, x) \\
& =\left(\alpha_{1}+\alpha_{4}+\alpha_{5}\right) d(x, y)
\end{aligned}
$$

implies, $\left[1-\left(\alpha_{1}+\alpha_{4}+\alpha_{5}\right)\right] d(x, y)=0$ i.e., $x=y$.
Thus $x$ is a unique fixed point of $T$.
Hence the theorem.
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# ON MULTIVALUED $\theta$-CONTRACTIONS OF BERINDE TYPE WITH AN APPLICATION TO FRACTIONAL DIFFERENTIAL INCLUSIONS 

Maroua Meneceur and Said Beloul<br>Operators theory and PDE Laboratory, Department of Mathematics, Exact Sciences Faculty, University of El Oued, P. O. Box 789 El Oued 39000, Algeria.


#### Abstract

In this paper, we discuss the existence of fixed points for Berinde type multivalued $\theta$ - contractions. An example is provided to demonstrate our findings and, as an application, the existence of the solutions for a nonlinear fractional inclusions boundary value problem with integral boundary conditions is given to illustrate the utility of our results.


Keywords: fixed point, $\theta$ contraction, $\alpha$-admissible, fractional differential inclusions.

## 1. Introduction and preliminaries

Multivalued fixed point theory has been known some development, starting with the results of Nadler [21], where he proved the existence of multivalued fixed point using the Hausdorff metric, later, some generalizations were given in this way, for example, see $[4,10,13,27]$ and references therein.
Berinde [7] introduced the concept of almost contractions as a generalization to weak contractions notion in the context of single valued mappings, which was later extended to the multivalued case in $[8,9]$, and some results were obtained using this concept.
Samet et al. [23] introduced a new concept called $\alpha$-admissible and they obtained some fixed point results for $\alpha-\psi$-contractive mappings, later, some results were
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established in this direction, see for example [2, 14, 15, 20]. Recently, Jleli and Samet [18] introduced $\theta$-contractions type and demonstrated the existence of fixed points for such contractions. It is worth noting here, that a Banach contraction is a particular case of $\theta$ contraction, whereas there are some $\theta$-contractions that are not Banach contraction. Following that, several authors investigated various variants of $\theta$-contraction for single-valued and multivalued mappings, for example, see $[1,11,12,28]$.
In this work, we combine the concept of $\alpha$-admissible mappings with the concept of $\theta$-contractions type in the context of multivalued mappings to demonstrate the existence of a fixed point for such new contractions type in complete metric spaces. Using our main results, we also deduce the existence of a fixed point in partially ordered metric spaces and in metric spaces endowed with a graph. Finally, to demonstrate the significance of the obtained results, we provide an example and an application of the existence of solutions for a fractional differential inclusion.
Denote by $C L(X)$ the family of nonempty and closed subsets of $X$, the family of nonempty, bounded and closed subsets of $X$ is denoted by $C B(X)$ and the family of nonempty and compact subsets of $X$ is denoted by $K(X)$.
Let $(X, d)$ be a metric space, and the Pompeiu-Hausdorff metric is defined as a function $H: C L(X) \times C L(X) \rightarrow[0, \infty]$ which is defined by:

$$
H(A, B)= \begin{cases}\max \left\{\sup _{x \in A} d(x, B), \sup _{y \in B} d(y, A)\right\} & \text { if the maximum exists; } \\ \infty, & \text { otherwise }\end{cases}
$$

where $d(a, B)=\inf \{d(a, b): b \in B\}$. Note that, if $A=\{a\}$ (singleton) and $B=\{b\}$, then $H(A, B)=d(a, b)$.

Lemma 1.1. [21] Let $(X, d)$ be a metric space and $A, B \in C L(X)$ with $H(A, B)>$ 0 . Then, for each $h>1$ and for each $a \in A$, there exists $b=b(a) \in B$ such that $d(a, b)<h H(A, B)$.

Now, we'll look at some fundamental definitions of $\alpha$-admissibility and $\alpha$-continuity concepts.

Definition 1.1. Let $(X, d)$ be a metric space and $\alpha: X \times X \rightarrow[0,+\infty)$ be a given mapping. A mapping $T: X \rightarrow C L(X)$ is

- $\alpha$-admissible [2], if for each $x \in X$ and $y \in T x$ with $\alpha(x, y) \geq 1$ we have $\alpha(y, z) \geq 1$, for all $z \in T y$.
- $\alpha$-lower semi-continuous [14], if for $x \in X$ and a sequence $\left\{x_{n}\right\}$ in $X$ with $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0$ and $\alpha\left(x_{n}, x_{n+1}\right) \geq 1$, for all $n \in \mathbb{N}$, implies

$$
\lim _{n \rightarrow \infty} \inf d\left(x_{n}, T x_{n}\right) \geq d(x, T x)
$$

Definition 1.2. [18] Let $\Theta$ be the set of all functions $\theta:(0,+\infty) \rightarrow(1,+\infty)$ satisfying:
$\left(\theta_{1}\right): \theta$ is non decreasing,
$\left(\theta_{2}\right)$ : for each sequence $\left\{t_{n}\right\}$ in $(0,+\infty), \lim _{n \rightarrow \infty} t_{n}=1$ if and only if $\lim _{n \rightarrow \infty} t_{n}=0$,
$\left(\theta_{3}\right)$ : there exists $r \in(0,1)$ and $l \in(0, \infty]$ such that $\lim _{t \rightarrow 0^{+}} \frac{\theta(t)-1}{t^{r}}=l$.
Example 1.1. Let $\theta_{i}:(0,+\infty) \rightarrow(1,+\infty), i \in\{1,2,3\}$, defined by:

1. $\theta_{1}(t)=e^{t}$.
2. $\theta_{2}(t)=e^{t e^{t}}$.
3. $\theta_{3}(t)=e^{\sqrt{x}}$.
4. $\theta_{4}(t)=e^{\sqrt{t} e^{t}}$.

Then $\theta_{i} \in \Theta$, for each $i \in\{1,2,3\}$.
Throughout this paper, we will denote by $\Phi$ the set of all continuous functions $\psi:[0,+\infty) \rightarrow[0,+\infty)$ satisfying:
(1) : $\psi$ is nondecreasing,
(2) : $\sum_{i=1}^{\infty} \psi^{n}(t)<\infty$, for all $t \in[0,+\infty)$.

Clearly, if $\psi \in \Psi$, then $\psi(t)<t$, for all $t \in[0,+\infty)$.

## 2. Main results

Definition 2.1. Let $(X, d)$ be a metric space and $\alpha: X \times X \rightarrow \mathbb{R}$. A mapping $T: X \rightarrow C L(X)$ is called a generalized almost $(\alpha, \psi, \theta, k)$ contraction, if there exists a function $\theta \in \Theta, \psi \in \Psi, L \geq 0$ and $k:(0, \infty) \rightarrow[0,1)$ satisfies $\lim _{t \rightarrow s^{+}} \sup k(t)<1$ for all $s \in(0, \infty)$ such that

$$
\begin{equation*}
\theta(H(T x, T y)) \leq\left[\theta(\psi(M(x, y))]^{k(M(x, y))}+L N(x, y)\right. \tag{2.1}
\end{equation*}
$$

for all $x, y \in X$ with $\alpha(x, y) \geq 1$ and $H(T x, T y)>0$, where

$$
M(x, y)=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(y, T x)}{2}\right.
$$

and $N(x, y)=\min \{d(x, T y), d(y, T x)\}$.
Theorem 2.1. Let $(X, d)$ be a complete metric space and $T: X \rightarrow K(X)$ be a generalized almost $(\alpha, \psi, \theta, k)$ contraction, with $\theta \in \Theta$. Assume that the following conditions are satisfied:

1. $T$ is $\alpha$-admissible.
2. There exists $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $\alpha\left(x_{0}, x_{1}\right) \geq 1$.
3. $T$ is $\alpha$-lower semi-continuous, or $X$ is $\alpha$-regular, that is, for every sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow x \in X$ and $\alpha\left(x_{n}, x_{n+1}\right) \geq 1$ for all $n \in \mathbb{N}$, then $\alpha\left(x_{n}, x\right) \geq 1$ for all $n \in \mathbb{N}$.

Then $T$ has a fixed point.
Proof. From (2) there exist $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $\alpha\left(x_{0}, x_{1}\right) \geq 1$, then $H\left(T x_{0}, T x_{1}\right) \geq d\left(x_{1}, T x_{1}\right)>0$, otherwise $x_{1} \in T x_{1}$, or, $x_{0}=x_{1}$, which implies $x_{1}$ is a fixed point and the proof completes. For $H\left(T x_{0}, T x_{1}\right)>0$ using (2.1) we get:

$$
\begin{gathered}
\theta\left(d\left(x_{1}, T x_{1}\right)\right) \leq \theta\left(H\left(T x_{0}, T x_{1}\right)\right) \\
\leq\left[\theta\left(\psi\left(d\left(x_{0}, x_{1}\right)\right)\right)\right]^{k\left(d\left(x_{0}, x_{1}\right)\right.}+L d\left(x_{1}, T x_{0}\right)<\left[\theta\left(M\left(x_{0}, x_{1}\right)\right)\right]^{k\left(M\left(x_{0}, x_{1}\right)\right.}
\end{gathered}
$$

If $d\left(x_{0}, x_{1}\right) \leq d\left(x_{1}, T x_{1}\right)$, we get

$$
\theta\left(d\left(x_{1}, T x_{1}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{1}, T x_{1}\right)\right)\right)\right]^{k\left(d\left(x_{1}, T x_{1}\right)\right)}+L N\left(x_{0}, x_{1}\right)<\theta\left(d\left(x_{1}, T x_{1}\right)\right.
$$

which is a contradiction. Then we have

$$
\theta\left(d\left(x_{1}, T x_{1}\right)\right) \leq \theta\left(H\left(T x_{0}, T x_{1}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{0}, x_{1}\right)\right)\right)\right]^{k\left(d\left(x_{0}, x_{1}\right)\right.}
$$

Since $T x_{1}$ is compact, then there exists $x_{2} \in T x_{1}$ such that

$$
\begin{aligned}
& \theta\left(d\left(x_{1}, x_{2}\right)\right)=\theta\left(d\left(x_{1}, T x_{1}\right)\right) \leq \theta\left(H\left(T x_{0}, T x_{1}\right)\right) \\
& \quad \leq\left[\theta\left(d\left(x_{0}, x_{1}\right)\right)\right]^{k\left(d\left(x_{0}, x_{1}\right)\right.}<\theta\left(d\left(x_{0}, x_{1}\right)\right)
\end{aligned}
$$

If $x_{1}=x_{2}$, or $x_{2} \in T x_{2}$, then $x_{2}$ is a fixed point. Suppose $x_{1} \neq x_{2}$ and $x_{2} \notin T x_{2}$, so $H\left(T x_{2}, T x_{1}\right)>0$ and since $T$ is $\alpha$-admissible we have $\alpha\left(x_{1}, x_{2}\right) \geq 1$. Using (2.1) we get:

$$
\begin{gathered}
\theta\left(d\left(x_{2}, T x_{2}\right)\right) \leq \theta\left(H\left(T x_{1}, T x_{2}\right)\right) \leq\left[\theta\left(\psi\left(M\left(x_{1}, x_{2}\right)\right)\right)\right]^{k\left(M\left(x_{1}, x_{2}\right)\right.}+L N\left(x_{1}, x_{2}\right) \\
=\left[\theta\left(d\left(x_{1}, x_{2}\right)\right)\right]^{k\left(M\left(x_{1}, x_{2}\right)\right)}
\end{gathered}
$$

If $d\left(x_{1}, x_{2}\right) \leq d\left(x_{2}, T x_{2}\right)$, we get

$$
\theta\left(d\left(x_{2}, T x_{2}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{2}, T x_{2}\right)\right)\right)\right]^{k\left(d\left(x_{2}, T x_{2}\right)\right)}+L N\left(x_{1}, x_{2}\right)<\theta\left(d\left(x_{2}, T x_{2}\right)\right.
$$

which is a contradiction. Then we have

$$
\theta\left(d\left(x_{2}, T x_{2}\right)\right) \leq \theta\left(H\left(T x_{0}, T x_{1}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{1}, x_{2}\right)\right)\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right.}
$$

The compactness of $T x_{2}$ implies that there exists $x_{3} \in T x_{2}$ such that

$$
\begin{aligned}
& \theta\left(d\left(x_{2}, x_{3}\right)\right)=\theta\left(d\left(x_{2}, T x_{2}\right)\right) \leq \theta\left(H\left(T x_{1}, T x_{2}\right)\right) \\
& \quad \leq\left[\theta\left(d\left(x_{1}, x_{2}\right)\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right)}<\theta\left(d\left(x_{1}, x_{2}\right)\right) .
\end{aligned}
$$

Continuing in this manner we can construct a sequence $\left(x_{n}\right)$ in $X$, if $x_{n}=x_{n+1}$ or $x_{n+1} \in T x_{n+1}$, then $x_{n+1}$ is a fixed point, otherwise we get

$$
\theta\left(d\left(x_{n}, T x_{n+1}\right)\right) \leq\left[\theta\left(\psi\left(M\left(x_{n}, x_{n-1}\right)\right)\right)\right]^{k\left(M\left(x_{n}, x_{n-1}\right)\right.}+L N\left(x_{n}, x_{n-1}\right)
$$

As the same arguments in previous steps, we get

$$
d\left(x_{n+1}, T x_{n+1}\right) \leq d\left(x_{n}, x_{n+1}\right)
$$

so we obtain

$$
\begin{gathered}
\theta\left(d\left(x_{n}, x_{n+1}\right)\right) \leq \theta\left(H\left(T x_{n}, T x_{n-1}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{n}, x_{n-1}\right)\right)\right)\right]^{k\left(d\left(x_{n}, x_{n+1}\right)\right.} \\
=\left[\theta\left(\psi\left(d\left(x_{n}, x_{n-1}\right)\right)\right)\right]^{k\left(d\left(x_{n}, x_{n-1}\right)\right)}<\theta\left(d\left(x_{n}, x_{n-1}\right)\right)
\end{gathered}
$$

Since $\theta$ is increasing, then the sequence $\left(d\left(x_{n}, x_{n+1}\right)\right)_{n}$ is decreasing, further it is bounded at below so it is convergent. On the other hand, $\lim _{t \rightarrow s^{+}} \sup k(t)<1$, then there exists $\delta \in(0,1)$ and $n_{0} \in \mathbb{N}$ such that $k\left(d\left(x_{n}, x_{n+1}\right)\right)<\delta$, for all $n \geq n_{0}$. Thus we have

$$
\begin{equation*}
1<\theta\left(d\left(x_{n}, x_{n+1}\right)\right) \leq\left[\theta\left(d\left(x_{n_{0}}, x_{n_{0}+1}\right)\right)\right]^{\delta^{n-n_{0}}} \tag{2.2}
\end{equation*}
$$

for all $n \geq n_{0}$.
Letting $n \rightarrow \infty$ in (2.2), we get

$$
\lim _{n \rightarrow \infty} \theta\left(d\left(x_{n}, x_{n+1}\right)\right)=1
$$

By $\left(\theta_{2}\right)$, we infer that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0
$$

Now, we prove $\left\{x_{n}\right\}$ is a Cauchy sequence, from $\left(\theta_{3}\right)$ there exist $r \in[0,1)$ and $l \in(0, \infty]$ such that

$$
\lim _{n \rightarrow \infty} \frac{\theta\left(d\left(x_{n}, x_{n+1}\right)\right)-1}{\left(d\left(x_{n}, x_{n+1}\right)^{r}\right.}=l
$$

If $l<\infty$, let $2 \varepsilon=l$, so from the definition of limit there exists $n_{1} \in \mathbb{N}$ such that for all $n \geq n_{1}$, we have

$$
\begin{gathered}
\varepsilon=l-\varepsilon<\frac{\theta\left(d\left(x_{n}, x_{n+1}\right)\right)-1}{\left(d\left(x_{n}, x_{n+1}\right)^{r}\right.} \\
\left(d\left(x_{n}, x_{n+1}\right)\right)^{r}<\frac{\theta\left(d\left(x_{n}, x_{n+1}\right)\right)-1}{\varepsilon} .
\end{gathered}
$$

Then (2.2) gives

$$
\begin{equation*}
n\left(d\left(x_{n}, x_{n+1}\right)\right)^{r}<\frac{n\left(\theta\left(d\left(x_{0}, x_{1}\right)\right)^{\delta^{n-n_{0}}}-1\right)}{\varepsilon} \tag{2.3}
\end{equation*}
$$

In the case where $l=\infty$, let $A$ be an arbitrary positive real number, so from the definition of the limit there exists $n_{1} \in \mathbb{N}$ such that for all $n \geq n_{0}$, we have

$$
\frac{\theta\left(d\left(x_{n}, x_{n+1}\right)\right)-1}{\left(d\left(x_{n}, x_{n+1}\right)\right)^{r}}>A
$$

which implies that

$$
\begin{equation*}
n\left(d\left(x_{n}, x_{n+1}\right)\right)^{r} \leq \frac{n\left(\theta\left(d\left(x_{0}, x_{1}\right)\right)^{\delta^{n-n_{0}}}-1\right)}{A} \tag{2.4}
\end{equation*}
$$

Letting $n \rightarrow \infty$ in (2.4) (or in (2.3), we obtain

$$
\lim _{n \rightarrow \infty} n\left(d\left(x_{n}, x_{n+1}\right)\right)^{r}=0 .
$$

From the definition of the limit, there exists $n_{2} \geq \max \left\{n_{0}, n_{1}\right\}$ such that for all $n \geq n_{2}$, we have

$$
d\left(x_{n}, x_{n+1}\right) \leq \frac{1}{n^{\frac{1}{r}}}
$$

This implies

$$
\sum_{n=n_{2}}^{\infty} d\left(x_{n}, x_{n+1}\right) \leq \sum_{1}^{\infty} \frac{1}{n^{\frac{1}{r}}}<\infty
$$

Then $\left\{x_{n}\right\}$ is a Cauchy sequence.
The completness of $(X, d)$ implies that $\left\{x_{n}\right\}$ converges to a some $x \in X$.
Now, we show that $x$ is a fixed point of $T$. In fact, if $T$ is $\alpha$-lower continuous, then for all $n \in \mathbb{N}$ we have

$$
0 \leq d\left(x_{n}, T x_{n}\right) \leq d\left(x_{n}, x_{n+1}\right)
$$

Letting $n \rightarrow+\infty$, we get

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0
$$

The $\alpha$-lower semi continuity of $T$ implies

$$
0 \leq d(x, T x)<\lim _{n \rightarrow \infty} \inf d\left(x_{n}, T x_{n}\right)=0
$$

Hence $d(x, T x)=0$ and $x$ is a fixed point of $T$.
If $X$ is regular, so $\alpha\left(x_{n}, x\right) \geq 1$ and $H\left(T x_{n}, T x\right)>0$, by using (2.1) we get

$$
1<\theta\left(d\left(x_{n+1}, T x\right)\right) \leq \theta\left(H\left(T x_{n}, T x\right)\right)<\left[\theta\left(d\left(x_{0}, x_{1}\right)\right)\right]^{\delta^{n-n_{0}}}
$$

Letting $n \rightarrow+\infty$, we get

$$
\lim _{n \rightarrow \infty} \theta\left(d\left(x_{n}, T x\right)\right)=1
$$

so $\left(\theta_{2}\right)$ gives

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, T x\right)=0
$$

which implies that $x \in T x$.

Theorem 2.2. Let $(X, d)$ be a complete metric space and let $T: X \rightarrow C B(X)$ be a generalized almost $(\alpha, \psi, \theta)$ contraction, with $\theta$ is right continuous. Assume that the following conditions are satisfied:
$\left(H_{1}\right): T$ is $\alpha$-admissible,
$\left(H_{2}\right):$ there exists $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $\alpha\left(x_{0}, x_{1}\right) \geq 1$,
$\left(H_{3}\right)$ : for every sequence $\left\{x_{n}\right\}$ in $X$ converging to $x \in X$ with $\alpha\left(x_{n}, x_{n+1}\right) \geq 1$, for all $n \in \mathbb{N}$, then $\alpha\left(x_{n}, x\right) \geq 1$, for all $n \in \mathbb{N}$.

Then $T$ has a fixed point.
Proof. From $\left(H_{2}\right)$ there are $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $\alpha\left(x_{0}, x_{1}\right) \geq 1$, if $x_{0}=$ $x_{1}$, or, $x_{1} \in T x_{1}$, so $x_{1}$ is a fixed point. Suppose the contrary, then $H\left(T x_{0}, T x_{1}\right) \geq$ $d\left(x_{1}, T x_{1}\right)>0$ and by using (2.1) we get

$$
\begin{aligned}
\theta\left(d\left(x_{1}, T x_{1}\right)\right) \leq & \theta\left(H\left(T x_{0}, T x_{1}\right)\right) \leq\left[\theta\left(\psi\left(M\left(x_{0}, x_{1}\right)\right)\right)\right]^{k\left(M\left(x_{0}, x_{1}\right)\right.}+L N\left(x_{0}, x_{1}\right) \\
& <\left[\theta\left(M\left(x_{0}, x_{1}\right)\right)\right]^{k\left(M\left(x_{0}, x_{1}\right)\right.}+L N\left(x_{0}, x_{1}\right)
\end{aligned}
$$

By right continuity of $\theta$, there exists $h>1$ such that

$$
\theta\left(h H\left(T x_{0}, T x_{1}\right)\right) \leq\left[\theta\left(\psi\left(M\left(x_{0}, x_{1}\right)\right)\right)\right]^{k\left(M\left(x_{0}, x_{1}\right)\right)}+L N\left(x_{0}, x_{1}\right)
$$

As in proof of Theorem 2.1 we get $M\left(x_{0}, x_{1}\right)=d\left(x_{0}, x_{1}\right)$ and $N\left(x_{0}, x_{1}\right)=0$, then by using Lemma 1.1, there exist $x_{2} \in T x_{1}$ and $h_{1}>1$ such that

$$
\begin{gathered}
\theta\left(d\left(x_{1}, x_{2}\right)\right) \leq \theta\left(h_{1} H\left(T x_{0}, T x_{1}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{0}, x_{1}\right)\right)\right)\right]^{k\left(d\left(x_{0}, x_{1}\right)\right)} \\
<\left[\theta\left(\psi\left(d\left(x_{0}, x_{1}\right)\right)\right)\right]^{k\left(d\left(x_{0}, x_{1}\right)\right)}<\theta\left(d\left(x_{0}, x_{1}\right)\right)
\end{gathered}
$$

Since $T$ is $\alpha$-admissible, then $\alpha\left(x_{1}, x_{2}\right) \geq 1$. Assume that $x_{1} \neq x_{2}$ and $x_{2} \in T x_{2}$, so $H\left(T x_{1}, T x_{2}\right) \geq d\left(x_{2}, T x_{2}\right)>0$ and using (2.1), we obtain

$$
\begin{gathered}
1<\theta\left(d\left(x_{2}, T x_{2}\right)\right) \leq \theta\left(H\left(T x_{1}, T x_{2}\right)\right) \leq\left[\theta\left(\psi\left(M\left(x_{1}, x_{2}\right)\right)\right)\right]^{k\left(M\left(x_{1}, x_{2}\right)\right)}+L N\left(x_{1}, x_{2}\right) \\
<\left[\theta\left(d\left(x_{1}, x_{2}\right)\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right)}
\end{gathered}
$$

As in previous step, we have $M\left(x_{1}, x_{2}\right)=d\left(x_{1}, x_{2}\right)$, so we get

$$
\begin{aligned}
\theta\left(d\left(x_{2}, T x_{2}\right)\right) \leq & \theta\left(H\left(T x_{1}, T x_{2}\right)\right) \leq\left[\theta\left(\psi\left(d\left(x_{1}, x_{2}\right)\right)\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right)} \\
& <\left[\theta\left(d\left(x_{1}, x_{2}\right)\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right)}
\end{aligned}
$$

Since $\theta$ is right continuous and from Lemma 1.1, there exists $h_{2}>1$ and $x_{3} \in T x_{2}$ such that

$$
\begin{aligned}
\theta\left(d\left(x_{2}, x_{3}\right)\right) & \leq \theta\left(h_{2} H\left(T x_{1}, T x_{2}\right)\right) \leq\left[\theta \left(\psi\left(d\left(x_{1}, x_{2}\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right)}\right.\right. \\
< & {\left[\theta\left(d\left(x_{1}, x_{2}\right)\right)\right]^{k\left(d\left(x_{1}, x_{2}\right)\right)}<\theta\left(d\left(x_{1}, x_{2}\right)\right) }
\end{aligned}
$$

Continuing in this manner, we can construct two sequences $\left\{x_{n}\right\} \subset X$ and $\left(h_{n}\right) \subset$ $(1, \infty)$ such that $x_{n} \neq x_{n+1}, x_{n+1} \in T x_{n}, \alpha\left(x_{n}, x_{n+1}\right) \geq 1$ and

$$
\begin{gathered}
1<\theta\left(d\left(x_{n}, x_{n+1}\right)\right) \leq \theta\left(h_{n} H\left(T x_{n-1}, T x_{n}\right)\right) \\
\leq\left[\theta\left(d\left(x_{n}, x_{n-1}\right)\right)\right]^{k\left(d\left(x_{n}, x_{n-1}\right)\right)}+L N\left(x_{n}, T x_{n-1}\right) \\
<\theta\left(d\left(x_{n}, x_{n-1}\right)\right)
\end{gathered}
$$

which implies that $\left(d\left(x_{n}, x_{n+1}\right)\right)_{n}$ is a decreasing sequence and bounded at below, so there exist $\delta \in(0,1)$ and $n_{0} \in \mathbb{N}$ such that $k\left(d\left(x_{n}, x_{n+1}\right)\right)<\delta$, for all $n \geq n_{0}$. Thus we have

$$
\begin{equation*}
1<\theta\left(d\left(x_{n}, x_{n+1}\right)\right)<\left[\theta\left(d\left(x_{0}, x_{1}\right)\right)\right]^{\delta^{n-n_{0}}} \tag{2.5}
\end{equation*}
$$

for all $n \geq n_{0}$.
On taking the limit as $n \rightarrow \infty$, we get $\lim _{n \rightarrow \infty} \theta\left(d\left(x_{n}, x_{n+1}\right)\right)=1,\left(\theta_{2}\right)$ gives

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0
$$

The rest of the proof is like in the proof of Theorem 2.1.
Corollary 2.1. Let $(X, d)$ be a complete metric space, $\alpha: X \times X \rightarrow[0,+\infty)$ be a function and $T: X \rightarrow K(X)$ (resp $C B(X)$ with $\theta$ is right continuous) be an $\alpha$ admissible multivalued mapping and the following assertions hold:
(i) $T$ is $\alpha$-admissible.
(ii) There exists $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $\alpha\left(x_{0}, x_{1}\right) \geq 1$.
(iii) $T$ is $\alpha$-lower semi-continuous, or, for every sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow x \in X$ and $\alpha\left(x_{n}, x_{n+1}\right) \geq 1$, for all $n \in \mathbb{N}$, we have $\alpha\left(x_{n}, x\right) \geq 1$, for all $n \in \mathbb{N}$.
(iv) There exist $\theta \in \Theta, \psi \in \Psi$ and a function $k:(0, \infty) \rightarrow[0,1)$ satisfying $\lim _{t \rightarrow s^{+}} \sup k(t)<1$ such for $x, y \in X \quad H(T x, T y)>0$ implies

$$
\begin{equation*}
\alpha(x, y) \theta(H(T x, T y)) \leq \theta[(\psi(M(x, y)))]^{k(M(x, y))}+L N(x, y) \tag{2.6}
\end{equation*}
$$

where

$$
M(x, y)=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{1}{2}(d(x, T y)+d(y, T x))\right\}
$$

and $N(x, y)=\min \{d(x, T y), d(y, T x)\}$.
Then $T$ has a fixed point.
Proof. Let $x, y \in X$ be such that $\alpha(x, y) \geq 1$ and $H(T x, T y)>0$. So from (2.7) we get

$$
\begin{aligned}
& \theta(H(T x, T y)) \leq \alpha(x, y) \theta(H(T x, T y)) \\
& \leq \theta[(\psi(M(x, y)))]^{k(M(x, y))}+L N(x, y)
\end{aligned}
$$

which implies that the inequality (2.1) holds. Thus, the rest of proof is like in the proof of Theorem 2.2 (resp. Theorem 2.1).

If $\alpha(x, y)=1$, for all $x, y \in X$, we get the following corollary.
Corollary 2.2. Let $(X, d)$ be a complete metric space and $T: X \rightarrow K(X)$ (resp. $C B(X)$ with $\theta$ is right continuous) be a multivalued mapping such that there exists $\theta \in \Theta, \psi \in \Psi$ and a function $k:(0, \infty) \rightarrow[0,1)$ satisfying $\lim _{t \rightarrow s^{+}} \sup k(t)<1$ for all $s \in(0, \infty)$ such that

$$
\begin{equation*}
\theta(H(T x, T y)) \leq \theta[(\psi(M(x, y)))]^{k(M(x, y))}+L N(x, y) \tag{2.7}
\end{equation*}
$$

for $x, y \in X$ with $H(T x, T y)>0$ where

$$
M(x, y)=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{1}{2}(d(x, T y)+d(y, T x))\right\}
$$

and $N(x, y)=\min \{d(x, T y), d(y, T x)\}$. Then $T$ has a fixed point in $X$.
Example 2.1. Let $X=\{1,2,3\}$ and $d(x, y)=|x-y|$. Define $T: X \rightarrow C B(X)$ and $\alpha: X \times X \rightarrow[0, \infty)$ by

$$
T x= \begin{cases}\{1\}, & x \in\{1,2\} \\ \{2\}, & x=3\end{cases}
$$

and $\alpha(x, y)=e^{|x-y|}$. Taking $\theta(t)=e^{t}, \psi(t)=\frac{4}{5} t$ and $k(t)=\frac{1}{2}$.
Now, we show that the contractive condition holds.
For $x, y \in X$, we have $|x-y| \geq 0$, which implies $e^{|x-y|} \geq 1$. Then $T$ is $\alpha$-admissible.
On other hand, $H(T x, T y)>0$ and $\alpha(x, y) \geq 1$ for all $(x, y) \in\{(1,3),(3,1),(2,3),(3,2)\}$. Then we have the following cases:

1. for $x=1$ and $y=3$, we have

$$
H(T 1, T 3)=1, \quad d(1,3)=2, \quad \psi(d(1,3))=\frac{8}{5} \quad \text { and } \quad d(3, T 1)=2,
$$

then

$$
\begin{aligned}
e=e^{H(T 1, T 3)} & <\left(e^{\psi(d(1,3))}\right)^{\frac{1}{2}}+d(3, T 1) \\
& =e^{\frac{4}{5}}+2
\end{aligned}
$$

2. For $x=2$ and $y=3$, we have

$$
H(T 2, T 3)=1, \quad d(2,3)=1, \quad \psi(d(1,3))=\frac{4}{5} \quad \text { and } \quad d(3, T 2)=2,
$$

then

$$
\begin{aligned}
e=e^{H(T 2, T 3)} & <\left(e^{\psi(d(1,3))}\right)^{\frac{1}{2}}+d(3, T 2) \\
& =e^{\frac{2}{5}}+2 .
\end{aligned}
$$

There exists $x_{0}=2$ and $x_{1}=1 \in T x_{0}$ such that $\alpha(2,1) \geq 1$.
It is clear that $T$ is $\alpha$ - lower semi continuous. Consequently, all conditions of Theorem 2.1 are satisfied. Then $T$ has a fixed point which is 1 .

## 3. Fixed point on partially ordered metric spaces

Now, we give an existence theorem of fixed point in a partially order metric space, by using the results provided in previous section.

Theorem 3.1. Let $(X, \preceq, d)$ be a complete ordered metric space and $T: X \rightarrow$ $C B(X)$ be a multivalued mapping. Assume that the following assertions hold:

1. For each $x \in X$ and $y \in T x$ with $x \preceq y$, we have $y \preceq z$ for all $z \in T y$;
2. There exists $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $x_{0} \preceq x_{1}$.
3. For every nondecreasing sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow x \in X$, we have $x_{n} \preceq x$, for all $n \in \mathbb{N}$.
4. There exists a right continuous function $\theta \in \Theta, \psi \in \Psi$ and $k:(0, \infty) \rightarrow[0,1)$ satisfies $\lim _{t \rightarrow s^{+}} \sup k(t)<1$ for all $s \in(0, \infty)$ such that

$$
\begin{equation*}
\theta(H(T x, T y)) \leq[\theta(\psi(M(x, y)))]^{k(M(x, y)}+L N(x, y) \tag{3.1}
\end{equation*}
$$

for all $x, y \in X$ with $x \preceq y$ and $H(T x, T y)>0$, where

$$
M(x, y)=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{1}{2}(d(x, T y)+d(y, T x))\right.
$$

and $N(x, y)=\min \{d(x, T y), d(y, T x)\}$.
Then $T$ has a fixed point.

Proof. Define $\alpha: X \times X \rightarrow[0,+\infty)$ as follows:

$$
\alpha(x, y)= \begin{cases}1, & \text { if } x \preceq y \\ 0, & \text { otherwise }\end{cases}
$$

From (1), for each $x \in X$ and $y \in T x$ with $x \preceq y$, i.e., $\alpha(x, y)=1 \geq 1$, we have $z \preceq y$, for all $z \in T y$, i.e., $\alpha(x, y)=1 \geq 1$. Thus $T$ is $\alpha$-admissible.
From (2), there exit $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $x_{0} \preceq x_{1}$, i.e., $\alpha\left(x_{0}, x_{1}\right)=1 \geq 1$. Condition (3) implies $\alpha$ - lower semi continuity of $T$, or regularity of $X$.
From (4), for $x \preceq y$, we have $\alpha(x, y)=1 \geq 1$ then the inequality (2.1) holds, which implies that $T$ is a generalized almost $(\alpha, \psi, \theta, k)$ contraction.

## 4. Fixed point on metric spaces endowed with a graph

In this section, as a consequence of our main results, we present an existence theorem of fixed point for a multivalued mapping in a metric space $X$, endowed with a graph, into the space of nonempty closed and bounded subsets of the metric space. Consider a graph $G$ such that the set $V(G)$ of its vertices coincides with $X$ and the set $E(G)$ of its edges contains all loops; that is, $E(G) \supseteq \Delta$, where $\Delta=\{(x, x): x \in X\}$. We assume $G$ has no parallel edges, so we can identify $G$ with the pair $(V(G), E(G))$.

Theorem 4.1. Let $(X, d)$ be a complete metric space endowed with a graph $G$ and $T: X \rightarrow C B(X)$ be a multivalued mapping. Assume that the following conditions are satisfied:

1. For each $x \in X$ and $y \in T x$ with $(x, y) \in E(G)$, we have $(y, z) \in E(G)$ for all $z \in T y ;$
2. There exists $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $\left(x_{0}, x_{1}\right) \in E(G)$;
3. $T$ is $G$-lower semi-continuous, that is, for $x \in X$ and a sequence $\left\{x_{n}\right\}$ in $X$ with
$\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0$ and $\left(x_{n}, x_{n+1}\right) \in E(G)$ for all $n \in \mathbb{N}$, implies

$$
\liminf _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right) \geq d(x, T x)
$$

or, for every sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow x \in X$ and $\left(x_{n}, x_{n+1}\right) \in$ $E(G)$ for all $n \in \mathbb{N}$, we have $\left(x_{n}, x\right) \in E(G)$ for all $n \in \mathbb{N}$;
4. There exists a right continuous function $\theta \in \Theta, \psi \in \Psi$ and $k:(0, \infty) \rightarrow[0,1)$ satisfing $\lim _{t \rightarrow s^{+}} \sup k(t)<1$ for all $s \in(0, \infty)$ such that

$$
\begin{equation*}
\theta(H(T x, T y)) \leq[\theta(\psi(M(x, y)))]^{k(M(x, y)}+L N(x, y) \tag{4.1}
\end{equation*}
$$

for all $x, y \in X$ with $(x, y) \in E(G)$ and $H(T x, T y)>0$, where

$$
\begin{aligned}
M(x, y) & =\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{1}{2}(d(x, T y)+d(y, T x))\right. \\
\text { and } N(x, y) & =\min \{d(x, T y), d(y, T x)\}
\end{aligned}
$$

Then $T$ has a fixed point.

Proof. This result is a direct consequence of results of Theorem 2.1 by taking the function $\alpha: X \times X \rightarrow[0,+\infty)$ defined by:

$$
\alpha(x, y)= \begin{cases}1, & \text { if }(x, y) \in E(G) \\ 0, & \text { otherwise }\end{cases}
$$

## 5. Application to fractional differential inclusions

Consider the following boundary value problem of fractional order differential inclusion with boundary integral conditions:

$$
\left\{\begin{array}{l}
{ }^{c} D^{q} x(t) \in F(t, x(t)), 0 \leq t \leq 1,1<q \leq 2  \tag{5.1}\\
a x(0)-b x^{\prime}(0)=0 \\
x(1)=\int_{0}^{1} h(s) g(s, x(s)) d s
\end{array}\right.
$$

where ${ }^{c} D^{q}, 1<q \leq 2$ is the Caputo fractional derivative, $F, g$, and $h$ are given continuous functions, where
$F:[0,1] \times \mathbb{R} \times \mathbb{R} \longrightarrow \mathcal{K}(\mathbb{R}), g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}, h \in L^{1}([0,1]), a+b>0, \frac{a}{a+b}<q-1$ and $h_{0}=\|h\|_{L^{1}}$.
Denote by $X=\mathcal{C}([0,1], \mathbb{R})$ the Banach space of continuous functions $x:[0,1] \longrightarrow \mathbb{R}$, with the supermum norm

$$
\|x\|_{\infty}=\sup \{\|x(t)\|, \quad t \in I=[0,1]\}
$$

$X$ can be endowed with the partial order relationship $\preceq$, that is, for all $x, y \in X$ $x \preceq y$ if and only if $x(t) \leq y(t)$, so ( $\left.X, d_{\infty}, \preceq\right)$ is a complete order metric space. $x$ is a solution of problem (5.1) if there exists $v(t) \in F(t, x(t))$ ), for all $t \in I$ such that

$$
\left\{\begin{array}{l}
{ }^{c} D^{q} x(t)=v(t), 0 \leq t \leq 1,1<q \leq 2  \tag{5.2}\\
a x(0)-b x^{\prime}(0)=0 \\
\left.x(1)=\int_{0}^{1} h(s) g(s)\right) d s
\end{array}\right.
$$

Lemma 5.1. Let $1<q \leq 2$ and $v \in \mathcal{A C}(I, \mathbb{R})=\{v: I \rightarrow \mathbb{R}$, fis absolutely continuous $\}$. A function $x$ is a solution of (5.2) if and only if it is a solution of the integral equation:

$$
x(t)=\int_{0}^{1} G(t, s) v(s) d s+\frac{a t+b}{a+b} \int_{0}^{1} h(s) g(s) d s
$$

where $G$ is the Green function given by

$$
G(t, s)= \begin{cases}\frac{(a t+b)(1-s)^{q-1}}{a+b) \Gamma(q)}-\frac{(t-s)^{q-1}}{\Gamma(q)}, & s \leq t  \tag{5.3}\\ \frac{(a t+b)(1-s)^{q-1}}{(a+b) \Gamma(q)}, & t \leq s\end{cases}
$$

Proof. The problem (5.2) can be reduced to an equivalent integral equation:

$$
x(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} v(s) d s+c_{0}+c_{1} t
$$

for some constants $c_{0}, c_{1} \in X$.
Using the boundary conditions on (5.2), we get

$$
\begin{gathered}
a c_{0}-b c_{1}=0 \\
\frac{1}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} v(s) d s+c_{0}+c_{1}=\int_{0}^{1} h(s) g(s) d s
\end{gathered}
$$

Therefore

$$
\begin{gathered}
c_{0}=\frac{b}{a+b}\left[\frac{1}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} g(s, x(s)) d s+\int_{0}^{1} h(s) g(s, x(s)) d s\right] . \\
c_{1}=\frac{a}{a+b}\left[\frac{1}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} v(s) d s+\int_{0}^{1} h(s) g(s, x(s)) d s\right]
\end{gathered}
$$

It means that

$$
\begin{aligned}
x(t)= & \frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} v(s) d s+\frac{b}{a+b}\left[\frac{1}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} v(s) d s+\int_{0}^{1} h(s) g(s, x(s)) d s\right] \\
& \quad+\frac{a t}{a+b}\left[\frac{1}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} v(s) d s+\int_{0}^{1} h(s) g(s, x(s)) d s\right] \\
= & \int_{0}^{t}\left[\frac{(a t+b)(1-s)^{q-1}}{(a+b) \Gamma(q)}-\frac{(t-s)^{q-1}}{\Gamma(q)}\right] v(s) d s+\int_{t}^{1} \frac{(a t+b)(1-s)^{q-1}}{(a+b) \Gamma(q)} v(s) d s \\
& +\frac{a t+b}{a+b} \int_{0}^{1} h(s) g(s, x(s)) d s=\int_{0}^{1} G(t, s) v(s) d s+\frac{a t+b}{a+b} \int_{0}^{1} h(s) g(s) d s
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
\int_{0}^{1} G(t, s) d s & =\frac{(1}{\Gamma(q)}\left[\int_{0}^{t}(t-s)^{q-1} d s+\frac{a t+b}{a+b} \int_{0}^{1}(1-s)^{q-1} d s\right] \\
& \leq \frac{1}{\Gamma(q+1)} t^{q}+\frac{1}{\Gamma(q+1)} \leq \frac{2}{\Gamma(q+1)}
\end{aligned}
$$

Define a set valued mapping

$$
T x_{1}(t)=\left\{z \in X, z(t)=\int_{0}^{1} G(t, s) v(s) d s+\frac{a t+b}{a+b} \int_{0}^{1} h(s) g\left(s, x_{1}(s) d s\right\}\right.
$$

The problem (5.1) has a solution if and only if $T$ has a fixed point. Assume that the following assumptions hold:

- $\left(A_{1}\right)$ : For each $x_{1} \in X$ and $x_{2} \in T x_{1}$ with $x_{1} \preceq x_{2}$ we have $x_{2} \preceq x_{3}$ for all $x_{3} \in T x_{2}$.
- $\left(A_{2}\right)$ : There exists $x_{0} \in X$ and $x_{1} \in T x_{0}$ such that $x_{0} \preceq x_{1}$.
- $\left(A_{3}\right)$ : There exists $K>0$ and $L>0$ such that for all $x_{1}, x_{2} \in \mathbb{R}$, we have

$$
\left.H\left(F\left(t, x_{1}(t)\right)-F\left(t, x_{2}(t)\right)\right) \leq K\left|x_{1}-x_{2}\right|\right)
$$

and

$$
\left|g\left(t, x_{1}(t)\right)-g\left(t, x_{2}(t)\right)\right| \leq L\left|x_{1}-x_{2}\right|
$$

with $k_{0}=\frac{2 K}{\Gamma(q+1)}+h_{0} L<\frac{1}{2}$.
Theorem 5.1. Under the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ the problem (5.1) has a solution in $X$.

Proof. Since $F$ is continuous, it has a selection, i,e., there exists a continuous function $v_{1} \in F\left(t, x_{1}(t)\right)$ such that $T x_{1}$ is nonempty and has compact values.
Let $x_{1}, x_{2} \in X$ and $z_{1} \in T x_{1}$, then there exists $v_{1} \in F\left(t, x_{1}(t)\right)$ such that

$$
z_{1}(t)=\int_{0}^{1} G(t, s) v_{1}(s) d s+\frac{a t+b}{a+b} \int_{0}^{1} h(s) g\left(s, x_{1}(s)\right) d s
$$

Then by using $\left(A_{2}\right)$, we get

$$
\begin{gathered}
d\left(v_{1}, F x_{2}\right)=\inf _{u \in F x_{2}}\left|v_{1}-u\right| \leq H\left(F\left(t, x_{1}(t)\right)-F\left(t, x_{2}(t)\right)\right) \\
\leq K\left\|x_{1}-x_{2}\right\|,
\end{gathered}
$$

the compactness of $F\left(t, x_{2}(t)\right)$ implies that there exists $u^{*} \in F\left(t, x_{2}(t)\right)$ such that

$$
d\left(v_{1}, F x_{2}\right)=\left|v_{1}-u^{*}\right| \leq K\left|x_{1}-x_{2}\right| .
$$

Define an operator $P(t)=\left\{u^{*} \in \mathbb{R},\left|u_{1}(t)-u^{*}\right| \leq K\left|x_{1}(t)-x_{2}(t)\right|\right\}$. Clearly $P \cap F\left(t, x_{2}(t)\right)$ is continuous, so it has a selection $v_{2}$ such that

$$
\left|u_{1}-u_{2}\right| \leq K\left|x_{1}-x_{2}\right| .
$$

Define

$$
z_{2}=\int_{0}^{1} G(t, s) u_{2}(s) d s+\frac{a t+b}{a+b} \int_{0}^{1} h(s) g\left(s, x_{2}(s) d s\right.
$$

For all $t \in I$, we have

$$
\left|z_{1}-z_{2}\right| \leq \int_{0}^{1}|G(t, s)|\left|u_{1}-u_{2}\right| d s+\frac{a t+b}{a+b} \int_{0}^{1}|h(s)|\left|g\left(s, x_{1}(s)\right)-g\left(s, x_{2}(s)\right)\right| d s
$$

$$
\begin{gathered}
\left.\leq K\left|x_{1}-x_{2}\right|\right) \int_{0}^{1}|G(t, s)| d s+\frac{a t+b}{a+b} h_{0} L\left|x_{1}(s)-x_{2}(s)\right| \\
\leq\left(\frac{2 K}{\Gamma(q+1)}+h_{0} L\right)\left|x_{1}-x_{2}\right|=k_{0}\left|x_{1}-x_{2}\right|
\end{gathered}
$$

Then, we have

$$
\sup _{z_{1} \in T x_{1}}\left[\inf _{z_{2} \in T x_{2}}\left|z_{1}-z_{2}\right|\right] \leq k_{0}\left\|x_{1}-x_{2}\right\|
$$

Hence, by interchanging the role of $x_{1}$ and $x_{2}$ we obtain

$$
\left.H\left(T x_{1}, T x_{2}\right) \leq k_{0}\left|x_{1}-x_{2}\right|\right)
$$

On taking the exponential of two sides, we get

$$
\begin{gathered}
e^{H\left(T x_{1}, T x_{2}\right)} \leq\left(e^{2 k_{0}\left|x_{1}-x_{2}\right|}\right)^{\frac{1}{2}} \\
\leq e^{k_{0}\left|x_{1}-x_{2}\right|}+d\left(x_{2}, T x_{1}\right) .
\end{gathered}
$$

If $\left\{x_{n}\right\}$ is a nondecreasing sequence in $X$ which converges to $x \in X$, so for all $t \in I$ and $n \in \mathbb{N}$ we have $x_{n}(t) \leq x(t)$, which implies that $x$ is an upper bound for all terms $x_{n}$ (see [22]), then $x_{n} \preceq x$.
Consequently, all the conditions of Theorem 3.1 are satisfied, with $\theta(t)=e^{t}, \psi(t)=$ $2 k_{0} t$ and $k(t)=k_{0}$.
Hence, $T$ has a fixed point which is a solution of the problem (5.1).
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#### Abstract

The purpose of this paper is to construct a new class of separable Banach spaces $\mathbb{K}^{p}[\mathbb{B}], 1 \leq p \leq \infty$ on separable Banach space $\mathbb{B}$. Each of these spaces contain the $\mathcal{L}^{p}[\mathbb{B}]$ spaces. These spaces are of interest because they also contain the HenstockKurzweil integrable functions on $\mathbb{B}$.
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## 1. Introduction and Preliminaries

T.L. Gill and T. Myers [5] introduced a new theory of Lebesgue measure on $\mathbb{R}^{\infty}$; the construction of which is virtually the same as the development of Lebesgue measure on $\mathbb{R}^{n}$. This theory can be useful in formulating a new class of spaces which will provide a Banach Space structure for Henstock-Kurzweil (HK) integrable functions. This later integral is interesting because it generalizes the Lebesgue, Bochner and Pettis integrals see for instance [6, 8, 9, 12, 16, 18]. However, fly in the ointment of HK-integrable function space is not naturally Banach space (see $[1,2,6,7,9,10,12,13,15]$ references therein). In [20], Yeong broach a clue of wind up about the drawback, pointing about canonical construction. Gill and Zachary $[3,4]$, introduced a new class of Banach spaces $K S^{p}[\Omega], \forall 1 \leq p \leq \infty$ (KuelbsSteadman spaces) and $\Omega \subset \mathbb{R}^{n}$ which are canonical spaces (also see [11]). These spaces are separable and contain the corresponding $\mathcal{L}^{p}$ spaces as dense, continuous,

[^7]compact embedding. They wanted to find these spaces containing Denjoy integrable function, also additive measures. They found that these spaces are perfect for distinctly vibrating functions that occur in quantum theory and non linear analysis.

Throughout the paper, we assume $J=\left[-\frac{1}{2}, \frac{1}{2}\right]$. We denote by $\mathcal{L}^{1}, \mathcal{L}^{p}$ the classical Lebesgue spaces. Our study focused on the main class of Banach spaces $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right], 1 \leq p \leq \infty$. These spaces contain the HK-integrable functions, the $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$ spaces, $1 \leq p \leq \infty$ as continuous dense and compact embedding.

Definition 1.1. [15] A function $f:[a, b] \rightarrow \mathbb{R}$ is Henstock integrable (HK integrable) if there exists a function $F:[a, b] \rightarrow \mathbb{R}$ and for every $\epsilon>0$ there is a function $\delta(t)>0$ such that for any $\delta$-fine partition $\mathrm{D}=\{[u, v], t\}$ of $I_{0}=[a, b]$, we have

$$
\left\|\sum[f(t)(v-u)-F(u, v)]\right\|<\epsilon,
$$

where the sum $\sum$ is run over $\mathrm{D}=\{([u, v], t)\}$ and $F(u, v)=F(v)-F(u)$. We write $H \int_{I_{0}} f=F\left(I_{0}\right)$.

Definition 1.2. [5] If $\mathbb{A}_{n}=\mathbb{A} \times J_{n}$ and $\mathbb{B}_{n}=\mathbb{B} \times J_{n}\left(n^{\text {th }}\right.$ box of order sets in $\left.\mathbb{R}^{\infty}\right)$. We consider

1. $\mathbb{A}_{n} \cup \mathbb{B}_{n}=(\mathbb{A} \cup \mathbb{B}) \times J_{n} ;$
2. $\mathbb{A}_{n} \cap \mathbb{B}_{n}=(\mathbb{A} \cap \mathbb{B}) \times J_{n}$;
3. $\mathbb{B}_{n}^{c}=\mathbb{B}^{c} \times J_{n}$.

Definition 1.3. [4] Assume $\mathbb{R}_{J}^{n}=\mathbb{R}^{n} \times J_{n}$. If $T$ is a linear transformation on $\mathbb{R}^{n}$ and $\mathbb{A}_{n}=\mathbb{A} \times J_{n}$, then $T_{J}$ on $\mathbb{R}_{J}^{n}$ is denoted by $T_{J}\left[\mathbb{A}_{n}\right]=T[\mathbb{A}]$. We denote $B\left[\mathbb{R}_{J}^{n}\right]$ to be the Borel $\sigma$-algebra for $\mathbb{R}_{J}^{n}$, where the topology on $\mathbb{R}_{J}^{n}$ is define via the class of open sets $D_{n}=\left\{U \times J_{n}: U\right.$ is open in $\left.\mathbb{R}_{J}^{n}\right\}$. For any $\mathbb{A} \in B\left[\mathbb{R}^{n}\right]$, we define $\mu_{\mathbb{B}}\left(\mathbb{A}_{n}\right)$ on $\mathbb{R}_{J}^{n}$ by product measure $\mu_{\infty}\left(\mathbb{A}_{n}\right)=\mu \mathbb{A}_{n}(\mathbb{A}) \times \Pi_{i=n+1}^{\infty} \mu_{J}(J)=\mu \mathbb{A}_{n}(\mathbb{A})$.

Clearly $\mu_{\mathbb{R}}($.$) is a measure on B\left[\mathbb{R}_{J}^{n}\right]$, which is equivalent to $n$-dimensional Lebesgue measure on $\mathbb{R}_{J}^{n}$. The measure $\mu_{\mathbb{R}}($.$) is both translationally and rotationally invariant$ on $\left(\mathbb{R}_{J}^{n}, B\left[\mathbb{R}_{J}^{n}\right]\right)$ for each $n \in \mathbb{N}$. Recollecting the theory on $\mathbb{R}_{J}^{n}$ that completely paralleis that on $\mathbb{R}^{n}$. Since $\mathbb{R}_{J}^{n} \subset \mathbb{R}_{J}^{n+1}$, we have an increasing sequence, so we define $\widehat{\mathbb{R}}_{J}^{\infty}=\lim _{n \rightarrow \infty} \mathbb{R}_{J}^{n}=\bigcup_{k=1}^{\infty} \mathbb{R}_{J}^{k}$. Suppose $X_{1}=\widehat{\mathbb{R}}_{J}^{\infty}$ and $\tau_{1}$ is the topology induced by the class of open sets $D \subset X_{1}$ such that $D=\bigcup_{n=1}^{\infty} D_{n}=\bigcup_{n=1}^{\infty}\left\{U \times J_{n}: U\right.$ is open in $\left.\mathbb{R}^{n}\right\}$. Suppose $X_{2}=\mathbb{R}^{\infty} \backslash \widehat{\mathbb{R}}_{J}^{\infty}$ and $\tau_{2}$ is the discrete topology on $X_{2}$ induced by the discrete metric so that, for $x, y \in X_{2}, x \neq y, d_{2}(x, y)=1$ and for $x=y d_{2}(x, y)=0$

Definition 1.4. [4] Let $\left(\mathbb{R}_{J}^{\infty}, \tau\right)$ be the co-product $\left(X_{1}, \tau_{1}\right) \otimes\left(X_{2}, \tau_{2}\right)$ of $\left(X_{1}, \tau_{1}\right)$ and $\left(X_{2}, \tau_{2}\right)$. Every open set in $\left(\mathbb{R}_{J}^{\infty}, \tau\right)$ is the disjoint union of two open sets $G_{1} \cup G_{2}$ with $G_{1}$ in $\left(X_{1}, \tau_{1}\right)$ and $G_{2}$ in $\left(X_{2}, \tau_{2}\right)$.

As a result $\mathbb{R}_{J}^{\infty}=\mathbb{R}^{\infty}$ as sets. However, since every point in $X_{2}$ is open and closed in $\mathbb{B}_{J}^{\infty}$ and no point is open and closed in $\mathbb{R}^{\infty}$. So, $\mathbb{R}_{J}^{\infty} \neq \mathbb{R}^{\infty}$ as topological spaces. It was shown in [5] that it can be extended the measure $\mu_{\mathbb{R}}($.$) to \mathbb{R}^{\infty}$.

Similarly, if $B\left[\mathbb{R}_{J}^{n}\right]$ is the Borel $\sigma$-algebra for $\mathbb{R}_{J}^{n}$, then $B\left[\mathbb{R}_{J}^{n}\right] \subset B\left[\mathbb{R}_{J}^{n+1}\right]$ defined by

$$
\widehat{B}\left[\mathbb{R}_{J}^{\infty}\right]=\lim _{n \rightarrow \infty} B\left[\mathbb{R}_{J}^{n}\right]=\bigcup_{k=1}^{\infty} B\left[\mathbb{R}_{J}^{k}\right]
$$

Suppose $B\left[\mathbb{R}_{J}^{\infty}\right]$ is the smallest $\sigma$-algebra restraining $\widehat{R}\left[\mathbb{R}_{J}^{\infty}\right] \cup P\left(\mathbb{R}^{\infty} \backslash \bigcup_{k=1}^{\infty}\left[\mathbb{R}_{J}^{k}\right]\right)$, where $P($.$) is the power set. It is obvious that the class B\left[\mathbb{R}_{J}^{\infty}\right]$ coincides with the Borel $\sigma$-algebra generated by the $\tau$-topology on $\mathbb{R}_{J}^{\infty}$.

### 1.1. Measurable functions

We consider measurable function on $\mathbb{R}_{J}^{\infty}$ as follows. Suppose $x=\left(x_{1}, x_{2}, \ldots\right) \in \mathbb{B}_{j}^{\infty}$, $J_{n}=\Pi_{k=n+1}^{\infty}\left[-\frac{1}{2}, \frac{1}{2}\right]$ and $h_{n}(\widehat{x})=\chi_{J_{n}}(\widehat{x})$, where $\widehat{x}=\left(x_{i}\right)_{i=n+1}^{\infty}$.

Definition 1.5. [4] Suppose $M^{n}$ represents the class of measurable functions on $\mathbb{R}^{n}$. On condition that $x \in \mathbb{R}_{j}^{\infty}$ and $f^{n} \in M^{n}$, suppose $\bar{x}=\left(x_{i}\right)_{i=1}^{n}$ and define an essentially docile measurable function of order $n\left(\right.$ or $e_{n}-$ docile ) on $\mathbb{B}_{j}^{\infty}$ by

$$
f(x)=f^{n}(\bar{x}) \otimes h_{n}(\widehat{x})
$$

We suppose $M_{J}^{n}=\left\{f(x): f(x)=f^{n}(\bar{x}) \otimes h_{n}(\widehat{x}), x \in \mathbb{R}_{J}^{\infty}\right\}$ is the class of all $e_{n}-$ docile function.

Definition 1.6. A function $f: \mathbb{R}_{J}^{\infty} \rightarrow \mathbb{R}$ is said to be measurable, written $f \in M_{J}$, if there is a sequence $\left\{f_{n} \in M_{J}^{n}\right\}$ of $e_{n}$ - docile functions, such that

$$
\lim _{n \rightarrow \infty} f_{n}(x) \rightarrow f(x) \mu_{\infty}-(\text { a.e. })
$$

This definition highlights our requirement that all functions on infinite dimensional space must be constructively defined as (essentially) finite dimensional limits. The existence of functions satisfying above definition is not obvious. So, we have the following theorem.

Theorem 1.1. (Existence) Suppose that $f: \mathbb{R}_{J}^{\infty} \rightarrow(-\infty, \infty)$ and $f^{-1}(a) \in B\left[\mathbb{R}_{j}^{\infty}\right]$ for all $a \in B[\mathbb{R}]$ then there exists a family of functions $\left\{f_{n}\right\}, f_{n} \in M_{J}^{n}$ such that $f_{n}(x) \rightarrow f(x), \mu_{\infty}-($ a.e. $)$

Remark 1.1. Recalling that any set $A$, of non zero measure is concentrated in $X_{1}$ that is $\mu_{\infty}(A)=\mu_{\infty}\left(A \cap X_{1}\right)$ also follows that the essential support of the limit function $f(x)$ in Definition 1.6, i.e., $\{x: f(x) \neq 0\}$ is concentrated in $\mathbb{R}_{J}^{n}$ for some $N$.

### 1.2. Integration theory on $\mathbb{R}_{J}^{\infty}$

We deal with integration on $\mathbb{R}_{J}^{\infty}$ by using the known properties of integration on $\mathbb{R}_{J}^{n}$. This approach has the advantages that all the theorems for Lebesgue measure apply. Let $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right]$ be the class of integrable functions on $\mathbb{R}_{J}^{n}$. Since $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right] \subset \mathcal{L}^{1}\left[\mathbb{R}_{J}^{n+1}\right]$, we define $\mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]=\bigcup_{n=1}^{\infty} \mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right]$.

Definition 1.7. A measurable function $f$ is said to be in $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]$ if there is a Cauchy-sequence $\left\{f_{n}\right\} \subset \mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]$ with $f_{n} \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right]$ such that

$$
\lim _{n \rightarrow \infty} f_{n}(x)=f(x), \mu_{\infty}-(\text { a.e. })
$$

Theorem 1.2. $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]=\mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]$.
Proof. We know that $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right] \subset \mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]$ for all $n$. It needs only to prove that $\mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]$ is closed. Suppose $f$ is the limit point of $\mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]\left(f \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]\right)$. On condition that $f=0$ then the result is proved. So we consider $f \neq 0$. On condition that $a_{f}$ is the support of $f$, then $\mu_{\mathbb{R}}\left(A_{f}\right)=\mu_{\infty}\left(A_{f} \cap X_{1}\right)$. Thus $A_{f} \cup X_{1} \subset \mathbb{R}_{J}^{n}$ for some $N$. This means that there is a function $g \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{N+1}\right]$ with $\mu_{\infty}(\{x: f(x) \neq g(x)\})=0$. So, $f(x)=g(x)$-a.e. as $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right]$ is a set of equivalence classes. So, $\mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]=$ $\mathcal{L}^{1}\left[\widehat{\mathbb{R}}_{J}^{\infty}\right]$.

Definition 1.8. On condition that $f \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]$, we define the integral of $f$ by

$$
\int_{\mathbb{R}_{J}^{\infty}} f(x) d \mu_{\infty}(x)=\lim _{n \rightarrow \infty} \int_{\mathbb{R}_{J}^{\infty}} f_{n}(x) d \mu_{\infty}(x)
$$

where $\left\{f_{n}\right\} \subset \mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]$ is any Cauchy sequence converging to $f(x)$-a.e.
Theorem 1.3. On condition that $f \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]$ then the above integral exists and all theorems that are true for $f \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{n}\right]$, also hold for $f \in \mathcal{L}^{1}\left[\mathbb{R}_{J}^{\infty}\right]$.

## 2. Class of $\mathbb{B}_{j}^{\infty}$, where $\mathbb{B}$ is a separable Banach space

As an application of $\mathbb{R}_{J}^{\infty}$, we can construct $\mathbb{B}_{J}^{\infty}$, where $\mathbb{B}$ is separable Banach space. The important fact is we can construct the measure $\mu_{\mathbb{B}}$ on separable Banach space $\mathbb{B}$ in similar fashion of $\mu_{\infty}$ of $\mathbb{R}^{\infty}$. Recalling a sequence $\left(e_{n}\right) \in \mathbb{B}$ is called a Schauder basis (S-basis) for $\mathbb{B}$, On condition that $\left\|e_{n}\right\|_{\mathbb{B}}=1$ and for each $x \in \mathbb{B}$, there is a unique sequence $\left(x_{n}\right)$ of scalars such that

$$
x=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} x_{n} e_{n}=\sum_{n=1}^{\infty} x_{n} e_{n} .
$$

Any sequence $\left(x_{n}\right)$ of scalars associated with a $x \in \mathbb{B}, \lim _{n \rightarrow \infty} x_{n}=0$. Suppose

$$
j_{k}=\left[\frac{-1}{2 \ln (k+1)}, \frac{1}{2 \ln (k+1)}\right]
$$

and

$$
j^{n}=\Pi_{k=n+1}^{\infty} j_{k}, j=\Pi_{k=1}^{\infty} J_{k}
$$

Suppose $\left\{e_{k}\right\}$ is an S-basis for $\mathbb{B}$, and suppose $x=\sum_{n=1}^{\infty} x_{n} e_{n}$, from $\mathcal{P}_{n}(x)=\sum_{k=1}^{n} x_{k} e_{k}$ and $\mathcal{Q}_{n} x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, we define $\mathbb{B}_{j}^{n}$ as follows

$$
\mathbb{B}_{j}^{n}=\left\{\mathcal{Q}_{n} x: x \in \mathbb{B}\right\} \times j^{n}
$$

with norm

$$
\left\|\left(x_{k}\right)\right\|_{\mathbb{B}_{j}^{n}}=\max _{1 \leq k \leq n}\left\|\sum_{i=1}^{k} x_{i} e_{i}\right\|_{\mathbb{B}}=\max _{1 \leq k \leq n}\|\mathcal{P}(x)\|_{\mathbb{B}}
$$

As $\mathbb{B}_{j}^{n} \subset \mathbb{B}_{j}^{n+1}$ so we can set $\mathbb{B}_{j}^{\infty}=\bigcup_{n=1}^{\infty} \mathbb{B}_{j}^{n}$ and $\mathbb{B}_{j}$ is a subset of $\mathbb{B}_{j}^{\infty}$. We set $\mathbb{B}_{j}$ as $\mathbb{B}_{j}=\left\{\left(x_{1}, x_{2}, \ldots\right): \sum_{k=1}^{\infty} x_{k} e_{k} \in \mathbb{B}\right\}$ and norm on $\mathbb{B}_{j}$ by

$$
\|x\|_{\mathbb{B}_{j}}=\sup _{n}\left\|\mathcal{P}_{n}(x)\right\|_{\mathbb{B}}=\|x\|_{\mathbb{B}} .
$$

On condition that we consider $\mathbb{B}\left[\mathbb{B}_{j}^{\infty}\right]$ as the smallest $\sigma$-algebra restraining $\mathbb{B}_{j}^{\infty}$ and define $\mathbb{B}\left[\mathbb{B}_{j}\right]=\mathbb{B}\left[\mathbb{B}_{j}^{\infty}\right] \cap \mathbb{B}_{J}$ then by a known result

$$
\begin{equation*}
\|x\|_{\mathbb{B}}=\sup _{n}\left\|\sum_{k=1}^{n} x_{k} e_{k}\right\|_{\mathbb{B}} \tag{2.1}
\end{equation*}
$$

is an equivalent norm on $\mathbb{B}$.
Proposition 2.1. [4] When $\mathbb{B}$ carries the equivalent norm (2.1), the operator

$$
T:\left(\mathbb{B},\|\cdot\|_{\mathbb{B}}\right) \rightarrow\left(\mathbb{B}_{j},\|\cdot\| \|_{\mathbb{B}_{j}}\right)
$$

denoted by $T(x)=\left(x_{k}\right)$ is an isometric isomorphism from $\mathbb{B}$ onto $\mathbb{B}_{j}$.
This shows that every Banach space with an S-basis has a natural embedding in $\mathbb{B}_{j}^{\infty}$. So, we call $\mathbb{B}_{j}$ the canonical representation of $\mathbb{B}$ in $\mathbb{B}_{j}^{\infty}$. With $\mathbb{B}\left[\mathbb{B}_{j}\right]=\mathbb{B}_{j} \cap \mathbb{B}\left[\mathbb{B}_{j}^{\infty}\right]$ we define $\sigma$-algebra generated by $\mathbb{B}$ and associated with $\mathbb{B}\left[\mathbb{B}_{j}\right]$ by

$$
\mathbb{B}_{j}[\mathbb{B}]=\left\{T^{-1}(A) \mid A \in \mathbb{B}\left[\mathbb{B}_{j}\right]\right\}=T^{-1}\left\{\mathbb{B}\left[\mathbb{B}_{j}\right]\right\}
$$

Since $\mu_{\mathbb{B}}\left(A_{j}^{n}\right)=0$ for $A_{j}^{n} \in \mathbb{B}\left[\mathbb{B}_{j}^{n}\right]$ with $A_{j}^{n}$ compact, we see $\mu_{\mathbb{B}}\left(\mathbb{B}_{j}^{n}\right)=0, n \in \mathbb{N}$. So, $\mu_{\mathbb{B}}\left(\mathbb{B}_{j}\right)=0$ for every Banach space with an S-basis. Thus the restriction of $\mu_{\mathbb{B}}$ to $\mathbb{B}_{j}$ will not induce a non trivial measure on $\mathbb{B}$.

Definition 2.1. $[4,19]$ We define $\bar{v}_{k}, \bar{\mu}_{k}$ on $A \in B[\mathbb{R}]$ by

$$
\bar{v}_{k}(A)=\frac{\mu(A)}{\mu\left(j_{k}\right)}, \bar{\mu}_{k}(A)=\frac{\mu\left(A \cap j_{k}\right)}{\mu\left(j_{k}\right)}
$$

and for an elementary set $A=\pi_{k=1}^{\infty} A_{k} \in B\left[\mathbb{B}_{j}^{n}\right]$, define $\bar{V}_{j}^{n}$ by

$$
\bar{V}_{j}^{n}=\pi_{k=1}^{n} \bar{v}_{k}(A) \times \pi_{k=n+1}^{\infty} \bar{\mu}_{k}(A) .
$$

Let $V_{j}^{n}$ denote the Lebesgue extension of $\bar{V}_{j}^{n}$ to all $\mathbb{B}_{j}^{n}$ and $V_{j}(A)=\lim _{n \rightarrow \infty} V_{j}^{n}(A), \forall A \in$ $B\left[\mathbb{B}_{j}\right]$. We adopt a variation of method developed by Yamasaki [19], to define $V_{j}^{n}$ to the Lebesgue extension of $\bar{V}_{j}^{n}$ for all $\mathbb{B}_{j}^{n}$ and define $V_{j}(\mathbb{B})=\lim _{n \rightarrow \infty} V_{j}^{n}(\mathbb{B}), \forall \mathbb{B} \in \mathbb{B}\left[\mathbb{B}_{j}\right]$.

Remark 2.1. Let $\mathbb{B}_{j}$ be the image of $\mathbb{B}$ in $\mathbb{B}_{j}^{\infty}$, which can be endued with a norm via $\left\|u_{1}, u_{2}, \ldots, u_{n}\right\|_{\mathbb{B}_{j}}=\|u\|_{\mathbb{B}}$.

### 2.1. Integration theory on $\mathbb{B}_{j}^{\infty}$

In this section, we study the integration on a separable Banach space $\mathbb{B}_{j}^{\infty}$ with an $S$-basis. Recalling $\mu_{\mathbb{B}}$ restricted to $B\left[\mathbb{B}_{j}^{n}\right]$ is equivalent to $\mu \mathbb{A}_{n}$. Assume that the integral restricted to $B\left[\mathbb{B}_{j}^{n}\right]$ is the integral on $\mathbb{R}^{n}$. Suppose $f: \mathbb{B} \rightarrow[0, \infty]$ is a measurable function and suppose $\mu_{\mathbb{B}}$ is constructed using the family $\left\{j_{k}\right\}$. If $\left\{j_{n}\right\} \subset M$ is an increasing family of non negative simple functions with $j_{n} \in M_{j}^{n}$, for each $n$ and $\lim _{n \rightarrow \infty} j_{n}(x)=f(x), \mu_{\mathbb{B}}$-a.e. We consider the integral of $f$ over $\mathbb{B}_{j}^{\infty}$ by

$$
\int_{\mathbb{B}_{j}^{\infty}} f(x) d \mu_{\mathbb{B}}=\lim _{n \rightarrow \infty} \int_{\mathbb{B}_{j}^{\infty}}\left[j_{n}(x) \prod_{i=1}^{n} \mu\left(j_{i}\right)\right] d \mu_{\mathbb{B}}(x) .
$$

Suppose $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ is the class of integrable functions on $\mathbb{B}_{j}^{n}$. Since $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right] \subset \mathcal{L}^{1}\left[\mathbb{B}_{j}^{n+1}\right]$, we define $\mathcal{L}^{1}\left[\widehat{\mathbb{B}}_{j}^{n}\right]=\bigcup_{n=1}^{\infty} \mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$.

1. We say that a measurable function $f \in \mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$ if there exists a Cauchy sequence $\left\{f_{m}\right\} \subset \mathcal{L}^{1}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]$, such that

$$
\lim _{m \rightarrow \infty} \int_{\mathbb{B}_{j}^{\infty}}\left|f_{m}(x)-f(x)\right| d \mu_{\mathbb{B}}(x)=0
$$

That is a measurable function $f \in \mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$ if there exists a Cauchy sequence $\left\{f_{m}\right\} \subset \mathcal{L}^{1}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]$, with $f_{m} \in \mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ and

$$
\lim _{m \rightarrow \infty} f_{m}(x)=f(x), \mu_{\mathbb{B}}-(\text { a.e. })
$$

2. We say that a measurable function $f \in C_{0}\left[\mathbb{B}_{j}^{\infty}\right]$, the space of continuous functions that vanish at infinity, if there exists a Cauchy sequence $\left\{f_{m}\right\} \subset$ $C_{0}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]$, such that

$$
\lim _{m \rightarrow \infty} \int_{\mathbb{B}_{j}^{\infty}} \sup _{x \in \mathbb{B}_{j}^{\infty}}\left|f_{m}(x)-f(x)\right| d \mu_{\mathbb{B}}(x)=0
$$

Theorem 2.1. $\mathcal{L}^{1}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]=\mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$.
Definition 2.2. If $f \in \mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$, we define the integral of $f$ by

$$
\lim _{m \rightarrow \infty} \int_{\mathbb{B}_{j}^{\infty}} f_{m}(x) d \mu_{\mathbb{B}}(x)=\int_{\mathbb{B}_{j}^{\infty}} f(x) d \mu_{\mathbb{B}}(x), \mu_{\mathbb{B}}-(\text { a.e. }),
$$

where $\left\{f_{m}\right\} \subset \mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$ is any Cauchy sequence converging to $f(x)$-a.e.
Theorem 2.2. If $f \in L^{1}\left[\mathbb{B}_{j}^{\infty}\right]$, then the above integral exists and all theorems that are true for $f \in \mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$, also hold for $f \in \mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$.

Lemma 2.1. (Kuelbs Lemma) [11] Let $\mathbb{B}$ be a separable Banach space. Then there exists a separable Hilbert space such that $\mathbb{B} \hookrightarrow H$ is a continuous dense embedding.

## 3. The Kuelbs-Steadman space $\mathbb{K}^{p}[\mathbb{B}]$

In this section, we study the Kuelbs-Steadman space $\mathbb{K}^{p}[\mathbb{B}]$, where $\mathbb{B}$ is a separable Banach space. We proceed for the construction of the canonical space $\mathbb{K}^{p}\left[\mathbb{B}_{J}^{\infty}\right]$. Suppose $\mathbb{B}_{j}^{n}$ is a separable Banach space with $S$-basis, $\mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{n}\right]=\bigcup_{k=1}^{\infty} \mathbb{K}^{p}\left[\mathbb{B}_{j}^{k}\right]$, and $C_{0}\left[\widehat{\mathbb{B}}_{j}^{n}\right]=\bigcup_{n=1}^{\infty} C_{0}\left[\mathbb{B}_{j}^{n}\right]$.

Definition 3.1. A measurable function $f$ is said to be in $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ if there exists a Cauchy sequence $\left\{f_{m}\right\} \subset \mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{n}\right]$, with $f_{m} \in \mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{n}\right]$ such that

$$
\lim _{m \rightarrow \infty} f_{m}(x)=f(x), \mu_{\mathbb{B}}-(\text { a.e. })
$$

Theorem 3.1. $\mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{n}\right]=\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$.
Definition 3.2. Let $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$. The integral of $f$ is defined by

$$
\lim _{m \rightarrow \infty} \int_{\mathbb{B}_{j}^{n}} f_{m}(x) d \mu_{\mathbb{B}}(x)=\int_{\mathbb{B}} f(x) d \mu_{\mathbb{B}}(x), \mu_{\mathbb{B}}-(\text { a.e. }),
$$

where $\left\{f_{m}\right\} \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is any Cauchy sequence converging to $f(x)$-a.e.
Theorem 3.2. If $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$, then the above integral exists.

### 3.1. The construction of $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$

We start with $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$, picking a countable dense set of sequences $\left\{\mathcal{E}_{n}(x)\right\}_{n=1}^{\infty}$ on the unit ball of $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ and assume $\left\{\mathcal{E}_{n}^{*}\right\}_{n=1}^{\infty}$ is any corresponding set of duality mapping in $\mathcal{L}^{\infty}[\mathbb{B}]$, also on condition that $\mathbb{B}$ is $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$, using Kuelbs Lemma, it is clear that the Hilbert space $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$ will contain some non absolute integrable functions. From [17], we confirm that the non absolute integral is Henstock-Kurzweil integral (HK). Let $\overline{\mathcal{E}}_{k}(x)$ be the characteristic function of $\mathbb{B}_{k}$, so that $\overline{\mathcal{E}}_{k}(x) \in \mathcal{L}^{p}\left[\mathcal{B}_{j}^{n}\right] \cap \mathcal{L}^{\infty}\left[\mathbb{B}_{j}^{n}\right]$ for $1 \leq p<\infty$. Define $F_{k}(f)$ on $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ by

$$
F_{k}(f)=\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)
$$

Since each $\mathbb{B}_{k}$ is a cube with sides parallel to the co-ordinate axes, $F_{k}($.$) is well$ defined for all HK-integrable functions, and is a bounded linear functional on $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ for $1 \leq p \leq \infty$. Let $\mathbf{b}_{k}>0$ be such that $\sum_{k=1}^{\infty} \mathbf{b}_{k}=1$ and denote the inner product (.) on $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ by

$$
(f, g)=\sum_{k=1}^{\infty} \mathbf{b}_{k}\left[\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)\right]\left[\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(y) g(y) d \mu_{\mathbb{B}}(y)\right]^{c}
$$

The completion of $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ in the inner product is the space $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$. We can see directly that $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$ contains the HK-integrable functions. We call the completion of $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ with the above inner product, the Kuelbs-Steadman space $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$.

Theorem 3.3. The space $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$ contains $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ (for each $p, 1 \leq p<\infty$ ) as a dense subspace.

Proof. We know $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$ contains $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]$ densely. Thus we need only to show $L^{q}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$ for $q \neq 1$. Suppose $f \in L^{q}\left[\mathbb{B}_{j}^{n}\right]$ and $q<\infty$. Since $|\mathcal{E}(x)|=\mathcal{E}(x) \leq 1$ and $|\mathcal{E}(x)|^{q} \leq \mathcal{E}(x)$, we have

$$
\begin{aligned}
\|f\|_{\mathbb{K}^{2}} & =\left[\sum_{n=1}^{\infty} \mathbf{b}_{k}\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)\right|^{\frac{2 q}{q}}\right]^{\frac{1}{2}} \\
& \leq\left[\sum_{n=1}^{\infty} \mathbf{b}_{k}\left(\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x)|f(x)|^{q} d \mu_{\mathbb{B}}(x)\right)^{\frac{2}{q}}\right]^{\frac{1}{2}} \\
& \leq \sup _{k}\left(\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x)|f(x)|^{q} d \mu_{\mathbb{B}}(x)\right)^{\frac{1}{q}} \leq\|f\|_{q}
\end{aligned}
$$

Therefore $f \in \mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$.

We can construct the norm of $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$, which is defined by

$$
\|f\|_{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]}=\left\{\begin{array}{c}
\left(\sum_{k=1}^{\infty} \mathbf{b}_{k}\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathcal{B}}(x)\right|^{p}\right)^{\frac{1}{p}}, \text { for } 1 \leq p<\infty \\
\sup _{k \geq 1}\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathcal{B}}(x)\right|, \text { for } p=\infty
\end{array}\right.
$$

It is easy to see that $\|.\|_{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]}$ is a norm on $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$. If $\mathbb{K}^{p}[\mathbb{B}]$ is the completion of $\mathcal{L}^{p}[\mathbb{B}]$ with respect to this norm, we have the following theorem.

Theorem 3.4. For each $q, 1 \leq q<\infty, L^{q}\left[\mathbb{B}_{j}^{n}\right] \hookrightarrow \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is a densely continuous embedding.

Proof. We know from Theorem 3.3, and by the construction of $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ contains $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ densely. Thus we need only to show $L^{q}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ for $q \neq p$. Suppose $f \in L^{q}\left[\mathbb{B}_{j}^{n}\right]$ and $q<\infty$. Since $|\mathcal{E}(x)|=\mathcal{E}(x) \leq 1$ and $|\mathcal{E}(x)|^{q} \leq \mathcal{E}(x)$, we have

$$
\begin{aligned}
\|f\|_{\mathbb{K}^{p}} & =\left[\sum_{n=1}^{\infty} \mathbf{b}_{k}\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)\right|^{\frac{q p}{q}}\right]^{\frac{1}{p}} \\
& \leq\left[\sum_{n=1}^{\infty} \mathbf{b}_{k}\left(\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x)|f(x)|^{q} d \mu_{\mathbb{B}}(x)\right)^{\frac{p}{q}}\right]^{\frac{1}{p}} \\
& \leq \sup _{k}\left(\int_{\mathbb{B}} \overline{\mathcal{E}}_{k}(x)|f(x)|^{q} d \mu_{\mathbb{B}}(x)\right)^{\frac{1}{q}} \leq\|f\|_{q}
\end{aligned}
$$

Therefore $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$.
Corollary 3.1. $\mathcal{L}^{\infty}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$.
Theorem 3.5. $\mathbb{C}_{c}\left[\mathbb{B}_{j}^{n}\right]$ is dense in $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$.
Proof. As $\mathbb{C}_{c}\left[\mathbb{B}_{j}^{n}\right]$ is dense in $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ and $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is densely contained in $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$, the conclusion follows.

Remark 3.1. As Hölder and generalized Hölder inequalities for $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ are valid for $1 \leq p<\infty($ see $[4, \mathrm{P} .83])$. As $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is completion of $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$, the Hölder and generalized Hölder inequalities hold in $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ for $1 \leq p<\infty$.

Theorem 3.6. (The Minkowski Inequality) Suppose $1 \leq p<\infty$ and $f, g \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$. Then $f+g \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ and

$$
\|f+g\|_{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]} \leq\|f\|_{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]}+\|g\|_{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]}
$$

Proof. The proof follows from the Lemma 2 of [14].
Theorem 3.7. For $1 \leq p \leq \infty$, we have

1. If $f_{n} \rightarrow f$ weakly in $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$, then $f_{n} \rightarrow f$ strongly in $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$.
2. If $1<p<\infty$, then $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is uniformly convex.
3. If $1<p<\infty$ and $\frac{1}{p}+\frac{1}{q}=1$, then the dual space of $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is $\mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right]$.
4. $\mathbb{K}^{\infty}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$, for $1 \leq p<\infty$.

Proof. (1) If $\left\{f_{n}\right\}$ is weakly convergence sequence in $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ with limit $f$. Then $\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x)\left[f_{n}(x)-f(x)\right] d \mu_{\mathbb{B}}(x) \rightarrow 0$ for each $k$.
Now for $\left\{f_{n}\right\} \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ we find the following:

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x)\left[f_{n}(x)-f(x)\right] d \mu_{\mathbb{B}}(x) \rightarrow 0
$$

So, $\left\{f_{n}\right\}$ is converges strongly in $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$.
(2) We know $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is uniformly convex and that is dense and compactly embedded in $\mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right]$ for all $q, 1 \leq q \leq \infty$. So, $\bigcup_{n=1}^{\infty} \mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is uniformly convex for each $n$ and that is dense and compactly embedded in $\bigcup_{n=1}^{\infty} \mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right]$ for all $q, 1 \leq q \leq \infty$. However $\mathcal{L}^{p}\left[\widehat{\mathbb{B}_{j}^{n}}\right]=\bigcup_{n=1}^{\infty} \mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$. That is $\mathcal{L}^{p}\left[\widehat{\mathbb{B}_{j}^{n}}\right]$ is uniformly convex, dense and compactly embedded in $\mathbb{K}^{q}\left[\widehat{\mathbb{B}_{j}^{n}}\right]$ for all $q, 1 \leq q \leq \infty$ as $\mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right]$ is the closure of $\mathbb{K}^{q}\left[\widehat{\mathbb{B}_{j}^{n}}\right]$. Therefore $\mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right]$ is uniformly convex.
(3) From (2), that $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is reflexive for $1<p<\infty$ as

$$
\left\{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]\right\}^{*}=\mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right], \frac{1}{p}+\frac{1}{q}=1, \forall n
$$

and

$$
\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{J}^{n+1}\right], \forall n \Rightarrow \bigcup_{n=1}^{\infty}\left\{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]\right\}^{*}=\bigcup_{n=1}^{\infty} \mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right], \frac{1}{p}+\frac{1}{q}=1
$$

Since each $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is the limit of a sequence $\left\{f_{n}\right\} \subset \mathbb{K}^{p}\left[\widehat{\mathbb{B}_{j}^{n}}\right]=\bigcup_{n=1}^{\infty} \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$, we see that $\left\{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]\right\}^{*}=\mathbb{K}^{q}\left[\mathbb{B}_{j}^{n}\right]$, for $\frac{1}{p}+\frac{1}{q}=1$.
(4) Suppose $f \in \mathbb{K}^{\infty}\left[\mathbb{B}_{j}^{n}\right]$. This implies $\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)\right|$ is uniformly bounded for all $k$. It follows that $\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)\right|^{p}$ is uniformly bounded for all $1 \leq$ $p<\infty$. It is clear from the definition of $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ that

$$
\left[\sum\left|\int_{\mathbb{B}_{j}^{n}} \overline{\mathcal{E}}_{k}(x) f(x) d \mu_{\mathbb{B}}(x)\right|^{p}\right]^{\frac{1}{p}} \leq M\|f\|_{\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]}<\infty
$$

So, $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$. This completes the proof.
Theorem 3.8. $C_{c}^{\infty}\left[\mathbb{B}_{j}^{n}\right]$ is a dense subset of $\mathbb{B}^{2}\left[\mathbb{B}_{j}^{n}\right]$.
Proof. As $C_{c}^{\infty}\left[\mathbb{B}_{j}^{n}\right]$ is dense in $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right], \forall p$. Moreover $\mathcal{L}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is a dense subset of $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$. So, $C_{c}^{\infty}\left[\mathbb{B}_{j}^{n}\right]$ is a dense subset of $\mathbb{K}^{2}\left[\mathbb{B}_{j}^{n}\right]$.

Corollary 3.2. The embedding $C_{0}^{\infty}\left[\mathbb{B}_{j}^{n}\right] \hookrightarrow \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is dense.
Remark 3.2. Since $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ and $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is reflexive for $1<p<\infty$. We see the second dual $\left\{\mathcal{L}^{1}\left[\mathbb{B}_{j}^{n}\right]\right\}^{* *}=\mathfrak{M}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$, where $\mathfrak{M}\left[\mathbb{B}_{j}^{n}\right]$ is the space of bounded finitely additive set functions define on the Borel sets $B\left[\mathbb{B}_{j}^{n}\right]$.

### 3.2. The family of $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$

We can now construct the spaces $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right], 1 \leq p \leq \infty$, using the same approach that led to $\mathcal{L}^{1}\left[\mathbb{B}_{j}^{\infty}\right]$. Since $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n+1}\right]$. We define $\mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]=\bigcup_{n=1}^{\infty} \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$.

Definition 3.3. A measurable function $f$ is said to be in $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$, for $1 \leq p \leq$ $\infty$, if there is a Cauchy sequence $\left\{f_{n}\right\} \subset \mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]$ with $f_{n} \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ such that $\lim _{n \rightarrow \infty} f_{n}(x)=f(x) \mu_{\mathbb{B}^{-}}$a.e.

The functions in $\mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]$ differ from functions in its closure $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$, by sets of measure zero.

Theorem 3.9. $\mathbb{K}^{p}\left[\widehat{\mathbb{B}}_{j}^{\infty}\right]=\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$.
Definition 3.4. If $f \in \mathbb{K}^{p}\left[\mathcal{B}_{j}^{\infty}\right]$, we define the integral of $f$ by

$$
\int_{\mathbb{B}_{j}^{\infty}} f(x) d \mu_{\mathbb{B}}(x)=\lim _{n \rightarrow \infty} \int_{\mathbb{B}_{j}^{n}} f_{n}(x) d \mu_{\mathbb{B}}(x),
$$

where $f_{n} \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ is any Cauchy sequence convergerging to $f(x)$.
Theorem 3.10. If $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$, then the integral of $f$ define in Definition 3.4 exists and is unique for every $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$.

Proof. If in the consideration of the family of functions $\left\{f_{n}\right\}$ is Cauchy, it follows: On condition that the integral exists, it is unique. For existence considering $f(x) \geqslant 0$ with standard argument with the assumption of increasing sequence so that the integral exists. The general case now follows by the standard decomposition.

Theorem 3.11. If $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$, then all theorems that are true for $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$, also hold for $f \in \mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right.$.]

Theorem 3.12. $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ and $\mathbb{K}^{p}\left[\mathbb{B}_{j}\right]$ are equivalent spaces.
Proof. Let $\mathbb{B}_{j}^{n}$ is a separable Banach space, $T$ maps $\mathbb{B}_{j}^{n}$ onto $\mathbb{B}_{j} \subset \mathbb{B}_{j}^{\infty}$, where $T$ is an isometric isomorphism so that $\mathbb{B}_{j}$ is an embedding of $\mathbb{B}_{j}^{n}$ into $\mathbb{R}_{J}^{\infty}$. This is how we able to define a Lebesgue integral on $\mathbb{B}_{j}^{n}$ using $\mathbb{B}_{j}$ and $T^{-1}$. Thus $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right]$ and $\mathbb{K}^{p}\left[\mathbb{B}_{j}\right]$ are not different spaces.

Theorem 3.13. $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right]$ can be embedded into $\mathbb{K}^{p}\left[\mathbb{R}_{J}^{\infty}\right]$ as a closed subspace.
Proof. As every separable Banach space can be embedded in $\mathbb{R}_{J}^{\infty}$ as a closed subspace containing $\mathbb{B}_{j}^{\infty}$. So, $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{\infty}\right] \subset \mathbb{K}^{p}\left[\mathbb{R}_{J}^{\infty}\right]$ embedding as a closed subspace. That is $\mathbb{K}^{p}\left[\bigcup_{n=1}^{\infty} \mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{R}_{J}^{\infty}\right]$ embedding as a closed subspace. So, $\mathbb{K}^{p}\left[\mathbb{B}_{j}^{n}\right] \subset \mathbb{K}^{p}\left[\mathbb{R}_{J}^{\infty}\right]$ embedding as a closed subspace. Finally we can conclude that $\mathbb{K}^{p}\left[\mathbb{B}_{J}^{\infty}\right] \subset \mathbb{K}^{p}\left[\mathbb{R}_{J}^{\infty}\right]$ embedding as closed subspace.

### 3.3. Feynman path integral

The properties of $\mathbb{K}^{2}\left[\mathbb{B}_{J}^{\infty}\right]$ derived earlier suggests that it may be a better replacement of $\mathcal{L}^{2}\left[\mathbb{B}_{J}^{\infty}\right]$ in the study of the Path Integral formulation of quantum theory developed by Feynman. We see that position operator have closed densely define extensions to $\mathbb{K}^{2}\left[\mathbb{B}_{J}^{\infty}\right]$. Further Fourier and convolution insure that all of the Schrödinger and Heisenberg theories have a faithful representation on $\mathbb{K}^{2}\left[\mathbb{B}_{J}^{\infty}\right]$. Since $\mathbb{K}^{2}\left[\mathbb{B}_{J}^{\infty}\right]$ contains the space of measures, it follows that all the approximating sequences for Dirac measure convergent strongly in $\mathbb{K}^{2}\left[\mathbb{B}_{J}^{\infty}\right]$.
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#### Abstract

In this paper, we consider Cartan null Bertrand curves in Minkowski 3space. Since the principal normal vector of a null curve is a spacelike vector, the Bertrand mate curve of a null curve can be a timelike curve and a spacelike curve with spacelike principal normal. We give the necessary and sufficient conditions for these cases to be Bertrand curves and we also give the related examples.


Keywords: Bertrand curve, Minkowski 3 -space, Cartan null curve, non-null curve.

## 1. Introduction

In the theory of curves in Euclidean space, one of the important and interesting problem is characterization of a regular curve. In the solution of the problem, the curvature functions $\kappa_{1}$ (or $\varkappa$ ) and $\kappa_{2}$ (or $\tau$ ) of a regular curve have an effective role. For example: if $\kappa_{1}=0=\kappa_{2}$, then the curve is a geodesic or if $\kappa_{1}=$ constant $\neq 0$ and $\kappa_{2}=0$, then the curve is a circle with radius $\left(1 / \kappa_{1}\right)$, etc. Another way in the solution of the problem is the relationship between the Frenet vectors and Frenet planes of the curves $([8],[13])$. Mannheim curves is an interesting examples for such classification. If there exists a corresponding relationship between the space curves $\alpha$ and $\beta$ such that, at the corresponding points of the curves, the principal normal lines of $\alpha$ coincides with the binormal lines of $\beta$, then $\alpha$ is called a Mannheim curve, $\beta$ is called Mannheim partner curve of $\alpha$. Mannheim partner curves was studied by Liu and Wang (see [10]) in Euclidean 3-space and Minkowski 3-space.
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Another interesting example is Bertrand curves. A Bertrand curve is a curve in the Euclidean space such that its principal normal is the principal normal of the second curve ([3],[18]). The study of this kind of curves has been extended to many other ambient spaces. In [12], Pears studied this problem for curves in the $n$-dimensional Euclidean space $\mathbb{E}^{n}, n>3$, and showed that a Bertrand curve in $\mathbb{E}^{n}$ must belong to a three-dimensional subspace $\mathbb{E}^{3} \subset \mathbb{E}^{n}$. This result is restated by Matsuda and Yorozu [11]. They proved that there was not any special Bertrand curves in $\mathbb{E}^{n}(n>3)$ and defined a new kind, which is called $(1,3)$-type Bertrand curves in 4-dimensional Euclidean space. Bertrand curves and their characterizations were studied by many researchers in Minkowski 3-space and Minkowski space-time (see [1], [2], [6], [7], [14], [15]) as well as in Euclidean space. In addition, (1,3)-type Bertrand curves were studied in semi-Euclidean 4 -space with index 2 ([16],).

Following [17], in this paper, we consider Cartan null Bertrand curves in Minkowski 3 -space. Since the principal normal vector of a null curve is a spacelike vector, the Bertrand mate curve of a null curve can be a null curve, a timelike curve and a spacelike curve with spacelike principal normal. The case where the Bertrand mate curve is a null curve, were studied in [2]. Thus, we give the necessary and sufficient conditions for other cases to be Bertrand curves and we also give the related examples.

## 2. Preliminaries

The Minkowski space $\mathbb{E}_{1}^{3}$ is the Euclidean 3-space $\mathbb{E}^{3}$ equipped with indefinite flat metric given by

$$
g=-d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2},
$$

where $\left(x_{1}, x_{2}, x_{3}\right)$ is a rectangular coordinate system of $\mathbb{E}_{1}^{3}$. Recall that a vector $v \in \mathbb{E}_{1}^{3} \backslash\{0\}$ can be spacelike if $g(v, v)>0$, timelike if $g(v, v)<0$ and null (lightlike) if $g(v, v)=0$ and $v \neq 0$. In particular, the vector $v=0$ is a spacelike. The norm of a vector $v$ is given by $\|v\|=\sqrt{|g(v, v)|}$, and two vectors $v$ and $w$ are said to be orthogonal, if $g(v, w)=0$. An arbitrary curve $\alpha(s)$ in $\mathbb{E}_{1}^{3}$, can locally be spacelike, timelike or null (lightlike), if all its velocity vectors $\alpha^{\prime}(s)$ are respectively spacelike, timelike or null ([9]). Spacelike curve in $\mathbb{E}_{1}^{3}$ is called pseudo null curve if its principal normal vector $N$ is null [4]. A null curve $\alpha$ is parameterized by pseudo-arc $s$ if $g\left(\alpha^{\prime \prime}(s), \alpha^{\prime \prime}(s)\right)=1$. Also null curve is called null Cartan curve if it is parameterized by pseudo-arc function. A spacelike or a timelike curve $\alpha(s)$ has unit speed, if $g\left(\alpha^{\prime}(s), \alpha^{\prime}(s)\right)= \pm 1([4])$.

Let $\{T, N, B\}$ be the moving Frenet frame along a curve $\alpha$ in $\mathbb{E}_{1}^{3}$, consisting of the tangent, the principal normal and the binormal vector fields respectively. Depending on the causal character of $\alpha$, the Frenet equations have the following forms.

Case I. If $\alpha$ is a non-null curve, the Frenet equations are given by ([9]):

$$
\left[\begin{array}{l}
T^{\prime}  \tag{2.1}\\
N^{\prime} \\
B^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \epsilon_{2} k_{1} & 0 \\
-\epsilon_{1} k_{1} & 0 & \epsilon_{3} k_{2} \\
0 & -\epsilon_{2} k_{2} & 0
\end{array}\right]\left[\begin{array}{l}
T \\
N \\
B
\end{array}\right]
$$

where $k_{1}$ and $k_{2}$ are the first and the second curvature of the curve respectively. Moreover, the following conditions hold:

$$
g(T, T)=\epsilon_{1}= \pm 1, g(N, N)=\epsilon_{2}= \pm 1, g(B, B)=\epsilon_{3}= \pm 1
$$

and

$$
g(T, N)=g(T, B)=g(N, B)=0
$$

Case II. If $\alpha$ is a null Cartan curve, the Cartan equations are given by ([4])

$$
\left[\begin{array}{l}
T^{\prime}  \tag{2.2}\\
N^{\prime} \\
B^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
0 & k_{1} & 0 \\
k_{2} & 0 & -k_{1} \\
0 & -k_{2} & 0
\end{array}\right]\left[\begin{array}{l}
T \\
N \\
B
\end{array}\right]
$$

where the first curvature $k_{1}=0$ if $\alpha$ is straight line, or $k_{1}=1$ in all other cases. In particular, the following conditions hold:

$$
g(T, T)=g(B, B)=g(T, N)=g(N, B)=0, g(N, N)=g(T, B)=1
$$

## 3. Cartan Null Bertrand curves in Minkowski 3-space

In this section, we consider the Cartan null Bertrand curves in $\mathbb{E}_{1}^{3}$. We get the necessary and sufficient conditions for the Cartan null curves to be Bertrand curves in $\mathbb{E}_{1}^{3}$ and we also give the related examples.

Definition 3.1. A Cartan null curve $\alpha: I \rightarrow \mathbb{E}_{1}^{3}$ with $\kappa_{1}(s) \neq 0$ is a Bertrand curve if there is a curve $\alpha^{*}: I^{*} \rightarrow \mathbb{E}_{1}^{3}$ such that the principal normal vectors of $\alpha(s)$ and $\alpha^{*}\left(s^{*}\right)$ at $s \in I, s^{*} \in I^{*}$ are equal. In this case, $\alpha^{*}\left(s^{*}\right)$ is the Bertrand mate of $\alpha(s)$.

Let $\beta: I \rightarrow \mathbb{E}_{1}^{3}$ be a Cartan null Bertrand curve in $\mathbb{E}_{1}^{3}$ with the Frenet frame $\{T, N, B\}$ and the curvatures $\kappa_{1}, \kappa_{2}$, and $\beta^{*}: I \rightarrow \mathbb{E}_{1}^{3}$ be a Bertrand mate curve of $\beta$ with the Frenet frame $\left\{T^{*}, N^{*}, B^{*}\right\}$ and the curvatures $\kappa_{1}^{*}, \kappa_{2}^{*}$.

Theorem 3.1. Let $\beta: I \subset \mathbb{R} \rightarrow \mathbb{E}_{1}^{3}$ be a Cartan null curve parametrized by pseudo arc parameter with curvatures $\kappa_{1} \neq 0, \kappa_{2}$. Then the curve $\beta$ is a Bertrand curve with Bertrand mate $\beta^{*}$ if and only if one of the following conditions holds:
(i) there exists constant real numbers $\lambda$ and $h$ satisfying

$$
\begin{equation*}
h<0, \quad 1+\lambda \kappa_{2}=-h \lambda \kappa_{1}, \quad \kappa_{2}-h \kappa_{1} \neq 0, \quad \kappa_{2}+h \kappa_{1} \neq 0 . \tag{3.1}
\end{equation*}
$$

In this case, $\beta^{*}$ is a timelike curve in $\mathbb{E}_{1}^{3}$.
(ii) there exists constant real numbers $\lambda$ and $h$ satisfying

$$
\begin{equation*}
h>0, \quad 1+\lambda \kappa_{2}=-h \lambda \kappa_{1}, \quad \kappa_{2}-h \kappa_{1} \neq 0, \quad \kappa_{2}+h \kappa_{1} \neq 0 . \tag{3.2}
\end{equation*}
$$

In this case, $\beta^{*}$ is a spacelike curve with spacelike principal normal in $\mathbb{E}_{1}^{3}$.
Proof. Assume that $\beta$ is a Cartan null Bertrand curve parametrized by pseudo arc parameter $s$ with $\kappa_{1} \neq 0, \kappa_{2}$ and the curve $\beta^{*}$ is the Bertrand mate curve of the curve $\beta$ parametrized by with arc-length or pseudo arc $s^{*}$.
(i) Let $\beta^{*}$ be a timelike curve. Then, we can write the curve $\beta^{*}$ as

$$
\begin{equation*}
\beta^{*}\left(s^{*}\right)=\beta^{*}(f(s))=\beta(s)+\lambda(s) N(s) \tag{3.3}
\end{equation*}
$$

for all $s \in I$ where $\lambda(s)$ is $C^{\infty}$-function on $I$. Differentiating (3.3) with respect to $s$ and using (2.1),(2.2), we get

$$
\begin{equation*}
T^{*} f^{\prime}=\left(1+\lambda \kappa_{2}\right) T+\lambda^{\prime} N-\lambda \kappa_{1} B \tag{3.4}
\end{equation*}
$$

By taking the scalar product of (3.4) with $N$, we have

$$
\begin{equation*}
\lambda^{\prime}=0 . \tag{3.5}
\end{equation*}
$$

Substituting (3.5) in (3.4), we find

$$
\begin{equation*}
T^{*} f^{\prime}=\left(1+\lambda \kappa_{2}\right) T-\lambda \kappa_{1} B . \tag{3.6}
\end{equation*}
$$

By taking the scalar product of (3.6) with itself, we obtain

$$
\begin{equation*}
\left(f^{\prime}\right)^{2}=2 \lambda \kappa_{1}\left(1+\lambda \kappa_{2}\right) \tag{3.7}
\end{equation*}
$$

If we denote

$$
\begin{equation*}
\delta=\frac{1+\lambda \kappa_{2}}{f^{\prime}} \text { and } \gamma=\frac{-\lambda \kappa_{1}}{f^{\prime}} \tag{3.8}
\end{equation*}
$$

we get

$$
\begin{equation*}
T^{*}=\delta T+\gamma B \tag{3.9}
\end{equation*}
$$

Differentiating (3.9) with respect to $s$ and using (2.1),(2.2), we find

$$
\begin{equation*}
f^{\prime} \kappa_{1}^{*} N^{*}=\delta^{\prime} T+\left(\delta \kappa_{1}-\gamma \kappa_{2}\right) N+\gamma^{\prime} B \tag{3.10}
\end{equation*}
$$

By taking the scalar product of (3.10) with itself, we get

$$
\begin{equation*}
\delta^{\prime}=0 \text { and } \gamma^{\prime}=0 \tag{3.11}
\end{equation*}
$$

Since $\gamma \neq 0$, we have $1+\lambda \kappa_{2}=-h \lambda \kappa_{1}$ where $h=\delta / \gamma$. Substituting (3.11) in (3.10), we find

$$
\begin{equation*}
f^{\prime} \kappa_{1}^{*} N^{*}=\left(\delta \kappa_{1}-\gamma \kappa_{2}\right) N \tag{3.12}
\end{equation*}
$$

By taking the scalar product of (3.12) with itself, using (3.7) and (3.8), we have

$$
\begin{equation*}
\left(f^{\prime}\right)^{2}\left(\kappa_{1}^{*}\right)^{2}=-\frac{\left(\kappa_{2}-h \kappa_{1}\right)^{2}}{2 h} \tag{3.13}
\end{equation*}
$$

where $\kappa_{2}-h \kappa_{1} \neq 0$ and $h<0$. If we put $v=\frac{\delta \kappa_{1}-\gamma \kappa_{2}}{f^{\prime} \kappa_{1}^{*}}$, we get

$$
\begin{equation*}
N^{*}=v N \tag{3.14}
\end{equation*}
$$

Differentiating (3.14) with respect to $s$ and using (2.1),(2.2), we find

$$
\begin{equation*}
f^{\prime} \kappa_{2}^{*} B^{*}=v \kappa_{2} T-v \kappa_{1} B-f^{\prime} \kappa_{1}^{*} T^{*} \tag{3.15}
\end{equation*}
$$

where $v^{\prime}=0$. Rewriting (3.15) by using (3.6), we get

$$
f^{\prime} \kappa_{2}^{*} B^{*}=P(s) T+Q(s) B
$$

where

$$
\begin{aligned}
& P(s)=\frac{\lambda \kappa_{1}\left(\kappa_{2}-h \kappa_{1}\right)\left(\kappa_{2}+h \kappa_{1}\right)}{2\left(f^{\prime}\right)^{2} \kappa_{1}^{*}} \\
& Q(s)=\frac{-\lambda \kappa_{1}\left(\kappa_{2}-h \kappa_{1}\right)\left(\kappa_{2}+h \kappa_{1}\right)}{2 h\left(f^{\prime}\right)^{2} \kappa_{1}^{*}}
\end{aligned}
$$

which implies that $\kappa_{2}+h \kappa_{1} \neq 0$.
Conversely, assume that $\beta$ is a Cartan null curve parametrized by pseudo arc parameter $s$ with $\kappa_{1} \neq 0, \kappa_{2}$ and the conditions of (3.1) holds for constant real numbers $\lambda$ and $h$. Then, we can define a curve $\beta^{*}$ as

$$
\begin{equation*}
\beta^{*}\left(s^{*}\right)=\beta(s)+\lambda N(s) \tag{3.16}
\end{equation*}
$$

Differentiating (3.16) with respect to $s$ and using (2.2), we find

$$
\begin{equation*}
\frac{d \beta^{*}}{d s}=-\lambda \kappa_{1}\{h T+B\} \tag{3.17}
\end{equation*}
$$

which leads to that

$$
f^{\prime}=\sqrt{\left|g\left(\frac{d \beta^{*}}{d s}, \frac{d \beta^{*}}{d s}\right)\right|}=m_{1} \lambda \kappa_{1} \sqrt{-2 h}
$$

where $m_{1}= \pm 1$ such that $m_{1} \lambda \kappa_{1}>0$. Rewriting (3.17), we obtain

$$
\begin{equation*}
T^{*}=\frac{-m_{1}}{\sqrt{-2 h}}\{h T+B\}, \quad g\left(T^{*}, T^{*}\right)=-1 \tag{3.18}
\end{equation*}
$$

Differentiating (3.18) with respect to $s$ and using (2.2), we get

$$
\frac{d T^{*}}{d s^{*}}=\frac{m_{1}\left(\kappa_{2}-h \kappa_{1}\right)}{f^{\prime} \sqrt{-2 h}} N
$$

which causes that

$$
\begin{equation*}
\kappa_{1}^{*}=\left\|\frac{d T^{*}}{d s^{*}}\right\|=\frac{m_{2}\left(\kappa_{2}-h \kappa_{1}\right)}{f^{\prime} \sqrt{-2 h}} \tag{3.19}
\end{equation*}
$$

where $m_{2}= \pm 1$ such that $m_{2}\left(\kappa_{2}-h \kappa_{1}\right)>0$. Now, we can find $N^{*}$ as

$$
\begin{equation*}
N^{*}=m_{1} m_{2} N, \quad g\left(N^{*}, N^{*}\right)=1 . \tag{3.20}
\end{equation*}
$$

Differentiating (3.20) with respect to $s$, using (3.18) and (3.19), we get

$$
\frac{d N^{*}}{d s^{*}}-\kappa_{1}^{*} T^{*}=\frac{m_{1} m_{2}\left(\kappa_{2}+h \kappa_{1}\right)}{2 h f^{\prime}}\{h T-B\}
$$

which bring about that

$$
\kappa_{2}^{*}=\frac{m_{3}\left(\kappa_{2}+h \kappa_{1}\right)}{f^{\prime} \sqrt{-2 h}}
$$

where $m_{3}= \pm 1$ such that $m_{3}\left(\kappa_{2}+h \kappa_{1}\right)>0$. Lastly, we define $B^{*}$ as

$$
B^{*}=\frac{m_{1} m_{2} m_{3} \sqrt{-2 h}}{2}\left\{T-\frac{1}{h} B\right\}, \quad g\left(B^{*}, B^{*}\right)=1
$$

Then $\beta^{*}$ is a timelike curve and the Bertrand mate curve of $\beta$. Thus $\beta$ is a Bertrand curve.
(ii) Let $\beta^{*}$ be a spacelike curve with spacelike principal normal in $\mathbb{E}_{1}^{3}$. Then the proof can be done similarly to $(i)$.

In the following results, the relationships between the Frenet vectors and curvature functions of Cartan Null Bertrand Curve and its Bertrand Mate curve are given

Corollary 3.1. Let $\beta: I \rightarrow \mathbb{E}_{1}^{3}$ be a Cartan null Bertrand curve with the Frenet frame $\{T, N, B\}$ and the curvatures $\kappa_{1}, \kappa_{2}$, and $\beta^{*}: I \rightarrow \mathbb{E}_{1}^{3}$ be a spacelike Bertrand mate curve with spacelike principal normal of $\beta$ with the Frenet frame $\left\{T^{*}, N^{*}, B^{*}\right\}$ and the curvatures $\kappa_{1}^{*}, \kappa_{2}^{*}$. Then the curvatures of $\beta$ and $\beta^{*}$ satisfy the relations

$$
\begin{aligned}
\kappa_{1}^{*} & =\frac{\lambda\left(\kappa_{2}-h\right)}{\left(f^{\prime}\right)^{2}} \\
\kappa_{2}^{*} & =\frac{1}{\left(f^{\prime}\right)^{3}} \sqrt{-2\left(h \lambda\left(\lambda \kappa_{2}-h \lambda\right)-\kappa_{2}\left(f^{\prime}\right)^{2}\right)\left(\lambda\left(\lambda \kappa_{2}-h \lambda\right)+\left(f^{\prime}\right)^{2}\right)}
\end{aligned}
$$

and the corresponding frames of $\beta$ and $\beta^{*}$ are related by

$$
\begin{aligned}
T^{*} & =\left(\frac{h \lambda}{f^{\prime}}\right) T-\left(\frac{\lambda}{f^{\prime}}\right) B \\
N^{*} & =N
\end{aligned}
$$

$$
\begin{aligned}
B^{*}= & \left(\frac{h \lambda\left(\lambda \kappa_{2}-h \lambda\right)-\kappa_{2}\left(f^{\prime}\right)^{2}}{\sqrt{-2\left(h \lambda\left(\lambda \kappa_{2}-h \lambda\right)-\kappa_{2}\left(f^{\prime}\right)^{2}\right)\left(\lambda\left(\lambda \kappa_{2}-h \lambda\right)+\left(f^{\prime}\right)^{2}\right)}}\right) T+ \\
& \left(\frac{\lambda\left(\lambda \kappa_{2}-h \lambda\right)+\left(f^{\prime}\right)^{2}}{\sqrt{-2\left(h \lambda\left(\lambda \kappa_{2}-h \lambda\right)-\kappa_{2}\left(f^{\prime}\right)^{2}\right)\left(\lambda\left(\lambda \kappa_{2}-h \lambda\right)+\left(f^{\prime}\right)^{2}\right)}}\right) B
\end{aligned}
$$

where $\left(f^{\prime}\right)^{2}=2 \lambda^{2} h$ and $1+\lambda \kappa_{2}=-h \lambda, h>0, \lambda \neq 0$.

Corollary 3.2. Let $\beta: I \rightarrow \mathbb{E}_{1}^{3}$ be a Cartan null Bertrand curve with the Frenet frame $\{T, N, B\}$ and the curvatures $\kappa_{1}, \kappa_{2}$, and $\beta^{*}: I \rightarrow \mathbb{E}_{1}^{3}$ be a timelike Bertrand mate curve of $\beta$ with the Frenet frame $\left\{T^{*}, N^{*}, B^{*}\right\}$ and the curvatures $\kappa_{1}^{*}, \kappa_{2}^{*}$. Then the curvatures of $\beta$ and $\beta^{*}$ satisfy the relations

$$
\begin{aligned}
\kappa_{1}^{*} & =\frac{\lambda\left(\kappa_{2}-h\right)}{\left(f^{\prime}\right)^{2}} \\
\kappa_{2}^{*} & =\frac{1}{\left(f^{\prime}\right)^{3}} \sqrt{2\left(h \lambda\left(\lambda \kappa_{2}-h \lambda\right)+\kappa_{2}\left(f^{\prime}\right)^{2}\right)\left(\lambda\left(\lambda \kappa_{2}-h \lambda\right)-\left(f^{\prime}\right)^{2}\right)}
\end{aligned}
$$

and the corresponding frames of $\beta$ and $\beta^{*}$ are related by

$$
\begin{aligned}
T^{*} & =\left(\frac{-h \lambda}{f^{\prime}}\right) T-\left(\frac{\lambda}{f^{\prime}}\right) B, \\
N^{*}= & N, \\
B^{*}= & \left(\frac{h \lambda\left(\lambda \kappa_{2}-h \lambda\right)+\kappa_{2}\left(f^{\prime}\right)^{2}}{\sqrt{2\left(h \lambda\left(\lambda \kappa_{2}-h \lambda\right)+\kappa_{2}\left(f^{\prime}\right)^{2}\right)\left(\lambda\left(\lambda \kappa_{2}-h \lambda\right)-\left(f^{\prime}\right)^{2}\right)}}\right) T+ \\
& \left(\frac{\lambda\left(\lambda \kappa_{2}-h \lambda\right)-\left(f^{\prime}\right)^{2}}{\sqrt{2\left(h \lambda\left(\lambda \kappa_{2}-h \lambda\right)+\kappa_{2}\left(f^{\prime}\right)^{2}\right)\left(\lambda\left(\lambda \kappa_{2}-h \lambda\right)-\left(f^{\prime}\right)^{2}\right)}}\right) B
\end{aligned}
$$

where $\left(f^{\prime}\right)^{2}=-2 \lambda^{2} h$ and $1+\lambda \kappa_{2}=-h \lambda, h<0, \lambda \neq 0$.

Remark 3.1. It can easily be proved that a Cartan null curve has no pseudo null Bertrand mate in $\mathbb{E}_{1}^{3}$.

Example 3.1. Let us consider a Cartan null curve in $\mathbb{E}_{1}^{3}$ parametrized by

$$
\beta(s)=(\sinh s, \cosh s, s)
$$

with

$$
\begin{aligned}
& T(s)=(\cosh s, \sinh s, 1), \\
& N(s)=(\sinh s, \cosh s, 0), \\
& B(s)=\left(-\frac{\cosh s}{2},-\frac{\sinh s}{2}, \frac{1}{2}\right) \\
& \kappa_{1}(s)=1 \quad \text { and } \quad \kappa_{2}(s)=1 / 2 .
\end{aligned}
$$

If we take $h=-3 / 2$ and $\lambda=1$ in $(i)$ of theorem 3.1, then we get the curve $\beta^{*}$ as follows:

$$
\beta^{*}(s)=\beta(s)+N(s)=(2 \sinh s, 2 \cosh s, s)
$$

By straight calculations, we get

$$
\begin{aligned}
& T^{*}(s)=\left(\frac{2 \cosh s}{\sqrt{3}}, \frac{2 \sinh s}{\sqrt{3}}, \frac{1}{\sqrt{3}}\right), \\
& N^{*}(s)=(\sinh s, \cosh s, 0), \\
& B^{*}(s)=\left(-\frac{\cosh s}{\sqrt{3}},-\frac{\sinh s}{\sqrt{3}},-\frac{2}{\sqrt{3}}\right), \\
& \kappa_{1}^{*}(s)=2 / 3, \quad \kappa_{2}^{*}(s)=1 / 3 .
\end{aligned}
$$

It can be easily seen that the curve $\beta^{*}$ is a timelike Bertrand mate curve of the curve $\beta$.

Example 3.2. For the same Cartan null curve $\beta$ in Example 1, if we take $h=3 / 2$ and $\lambda=-1 / 2$ in (ii) of theorem 3.1, then we get the curve $\beta^{*}$ as follows:

$$
\beta^{*}(s)=\beta(s)-\frac{1}{2} N(s)=\left(\frac{\sinh s}{2}, \frac{\cosh s}{2}, s\right)
$$

By straight calculations, we get

$$
\begin{aligned}
& T^{*}(s)=\left(\frac{\cosh s}{\sqrt{3}}, \frac{\sinh s}{\sqrt{3}}, \frac{2}{\sqrt{3}}\right), \\
& N^{*}(s)=(\sinh s, \cosh s, 0), \\
& B^{*}(s)=\left(-\frac{2 \cosh s}{\sqrt{3}},-\frac{2 \sinh s}{\sqrt{3}},-\frac{1}{\sqrt{3}}\right), \\
& \kappa_{1}^{*}(s)=2 / 3, \quad \kappa_{2}^{*}(s)=4 / 3 .
\end{aligned}
$$

It can be easily seen that the curve $\beta^{*}$ is a spacelike Bertrand mate curve of the curve $\beta$.

In the graphic below, the curves given in Example 3.1 and Example 3.2 are illustrated together.


FIG. 3.1: Cartan null Bertrand curve $\beta$ (red) and its spacelike (blue) and timelike (green) Bertrand mates curves in $\mathbb{E}_{1}^{3}$
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#### Abstract

In this paper, we first introduce a new notion of an $F$-contraction mapping, also we establish a fixed point theorem for such mappings in partially ordered Banach spaces. Moreover, two examples are represented to show the compatibility of our results. Keywords: F-Contraction; Fixed point; Partially ordered.


## 1. Introduction and Preliminaries

$F$-contractions were introduced initially by Wardowski [24]. Indeed, Wardowski [24] extended the Banach Contraction Principle and proved some fixed-point results for $F$-contraction mappings. Since then, several authors proved many fixed point results for $F$-contraction mappings (refer to $[1,4,5,8,11,12,13,15,19,21,22,25]$ ).

Let $\mathcal{F}$ be the family of all functions $F: \mathbb{R}^{+} \rightarrow \mathbb{R}$ satisfying the following conditions:
$\left(F_{1}\right) \mathrm{F}$ is strictly increasing, i.e., for all $\alpha, \beta \in(0,+\infty)$ with $\alpha<\beta$ we have $F(\alpha)<F(\beta)$,
$\left(F_{2}\right)$ for each sequence $\left\{\alpha_{n}\right\}$ of positive numbers,

$$
\lim _{n \rightarrow+\infty} \alpha_{n}=0 \text { if and onlyif } \lim _{n \rightarrow+\infty} F\left(\alpha_{n}\right)=-\infty ;
$$
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$\left(F_{3}\right)$ there exists $k \in(0,+\infty)$ such that $\lim _{\alpha \rightarrow 0^{+}} \alpha^{k} F(\alpha)=0$.
Let $F_{1}(\alpha)=\ln (\alpha), F_{2}(\alpha)=-\frac{1}{\sqrt{\alpha}}$ and $F_{3}(\alpha)=\alpha+\ln (\alpha)$ for $\alpha>0$, then $F_{1}, F_{2}, F_{3} \in$ $\mathcal{F}$. A mapping $T: X \rightarrow X$ is called an $F$-contraction if there exists $\tau>0$ and $F \in \mathcal{F}$ shch that
\[

$$
\begin{equation*}
\tau+F(d(T x, T y)) \leq F(d(x, y)) \tag{1.1}
\end{equation*}
$$

\]

holds for all $x, y \in X$ with $d(T x, T y)>0$. From $\left(F_{1}\right)$ and (1.1), we can easily see that any $F$-contraction is a contractive mapping. Let $F: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be givin by $F(\alpha)=\ln \alpha$. By (1.1), we obtain

$$
d(T x, T y) \leq e^{-\tau} d(x, y)
$$

for all $x, y \in X$ and $d(T x, T y)>0$. Let $F(\alpha)=\alpha+\ln \alpha$ for $\alpha>0$. From (1.1), we get

$$
\frac{d(T x, T y)}{d(x, y)} e^{d(T x, T y)-d(x, y)} \leq e^{-\tau}
$$

for any $x, y \in X$ and $d(T x, T y)>0$. Wardowski [24] proved the following fixed point theorem.

Theorem 1.1. [24] Let $(X, d)$ be a complete metric space and let $T: X \rightarrow X$ be an $F$-contraction. Then $T$ has a fixed point $x^{*}$ and for an arbitrary point $x \in X$, the sequence $\left\{T^{n} x\right\}$ is convergent to $x^{*}$.

Let $X$ be an ordered normed space, i.e., a vector space over the real equipped with a partial order $\preccurlyeq$ and a norm $\|$.$\| . For every \alpha \geq 0$ and $x, y, z \in X$ with $x \preccurlyeq y$ one has that $x+z \preccurlyeq y+z$ and $\alpha x \preccurlyeq \alpha y$. Two elements $x, y \in X$ are called comparable if $x \preccurlyeq y$ or $y \preccurlyeq x$ holds. A self-mapping $T$ on $X$ is called non-decreasing if $T x \preccurlyeq T y$ whenever $x \preccurlyeq y$ for all $x, y \in X$.

Ran and Reurings [18] initiate the fixed point theory in the metric spaces equipped with a partial order relation. Thereafter, several authors obtained many fixed point results in ordered metric space (see $[2,3,6,7,10,16,17,23]$ and references therein).

Definition 1.1. [9] Let $E$ be a Banach space. A subset $P$ of $E$ is called cone if the following conditions are satisfied:

1) $P$ is nonempty closed set and $P \neq\{\theta\}$, where $\theta$ denotes the zero element in $E$;
2) if $x, y \in P$ and $a, b \in \mathbb{R}, a, b \geq 0$, then $a x+b y \in P$;
3) if $x \in P$ and $-x \in P$, then $x=\theta$.

Let $P \subseteq E$ be a cone. We define a partial ordering $\preccurlyeq$ with respect to $P$ by $x \preccurlyeq y$ if and only if $y-x \in P$. A cone $P$ is called normal if there is a number $L>0$ such that

$$
\theta \preccurlyeq x \preccurlyeq y \text { implies }\|x\| \leq L\|y\| \text {, }
$$

for all $x, y \in E$. The least positive number $L$ satisfying the above inequality is called the normal constant of $P$.

Definition 1.2. $[14,20]$ A set $P \subseteq E$ is said to be a lattice under the partial ordering $\preccurlyeq$, if $\sup \{x, y\}$ and $\inf \{x, y\}$ exist for all $x, y \in P$.

Lemma 1.1. [9] A cone $P$ in a normed space ( $E,\|\|$.$) is normal if and only if$ there exists a norm $\|.\|_{1}$ on $E$, equivalent to the given norm $\|$.$\| , such that the cone$ $P$ is monotone w.r.t. $\|.\|_{1}$.

Lemma 1.2. [9] Let $E$ be a real Banach space, $P$ be a normal cone and $\left\{x_{n_{k}}\right\}$ be a subsequence converging to $p$ of monotone sequence $\left\{x_{n}\right\}$. Then $\left\{x_{n}\right\}$ converges to p. Also if $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is an increasing(decreasing) sequence, then $x_{n} \preccurlyeq p\left(p \preccurlyeq x_{n}\right)$ for all $n \in \mathbb{N}$.

## 2. Main results

In this section, we prove a fixed point result in partially ordered Banach spaces. Let $E$ be a partially ordered Banach space, $P$ be a normal cone and the partial order $\preccurlyeq$ on $E$ be induced by the cone $P$. We denote by $\mathcal{F}$, the set of all functions $F: P-\{\theta\} \rightarrow \mathbb{R}$ that satisfying the following conditions:
$\left(F_{1}^{\prime}\right) F$ is strictly increasing, i.e., for all $x, y \in P$ such that $x \prec y, F(x)<F(y)$ or $x \preccurlyeq y$ and $x \neq y$ yields $F(x) \leq F(y)$ and $F(x) \neq F(y)$.
$\left(F_{2}^{\prime}\right)$ For each sequence $\left\{x_{n}\right\}$ in $P$,

$$
\lim _{n \rightarrow+\infty} x_{n}=\theta \text { if andonly if } \lim _{n \rightarrow+\infty} F\left(x_{n}\right)=-\infty
$$

$\left(F_{3}^{\prime}\right)$ There exists $k \in(0,+\infty)$ such that $\lim _{x \rightarrow \theta}\|x\|^{k} F(x)=0$.
Our new result is the following:
Theorem 2.1. Let $X \subseteq E$ be a closed set, $P \subseteq X$ and let $T: X \rightarrow X$ be a self-mapping on $X$. Suppose that the following hypotheses hold:
(i) $X$ is a lattice;
(ii) $T$ is a decreasing operator, i.e., $x \preccurlyeq y$ implies $T x \succcurlyeq T y$;
(iii) there exsits $\tau>0$ and $F \in \mathcal{F}$ such that

$$
\begin{equation*}
\tau+F(T u-T v) \leq F(v-u) \tag{2.1}
\end{equation*}
$$

for all $u, v \in X$, where $u \preccurlyeq v$ and $T u \neq T v$. Then, $T$ has a unique fixed point $p \in X$.

Proof. Let $x_{0} \in X$ be arbitrary. If $T x_{0}=x_{0}$ the proof is finished, that is $T$ has a fixed point $x_{0}$. Let $T x_{0} \neq x_{0}$ and we consider the following two case.
Case1. Let $x_{0}$ is comparable with $T x_{0}$. Without loss of generality, we suppose that $x_{0} \prec T x_{0}$. Since $T$ is decreasing, we get $T x_{0} \succcurlyeq T^{2} x_{0}$. We can easily check that $T^{2}$ is increasing. From (2.1), we have

$$
\tau+F\left(T x_{0}-T^{2} x_{0}\right) \leq F\left(T x_{0}-x_{0}\right)
$$

Then, we get

$$
F\left(T x_{0}-T^{2} x_{0}\right) \leq F\left(T x_{0}-x_{0}\right)
$$

Since, $F$ is strictly increasing, we get

$$
T x_{0}-T^{2} x_{0} \preccurlyeq T x_{0}-x_{0} .
$$

Then, we have

$$
\begin{equation*}
x_{0} \preccurlyeq T^{2} x_{0} . \tag{2.2}
\end{equation*}
$$

Using (2.1), we obtain

$$
\begin{align*}
\tau+F\left(T^{2} v-T^{2} u\right) & \leq F(T u-T v) \\
& \leq F(v-u)-\tau \\
& <F(v-u), \tag{2.3}
\end{align*}
$$

for all $u, v \in X$, where $u \prec v$ or $u \preccurlyeq v$ and $u \neq v$. Let $S x=T^{2} x$ for all $x \in X$. Then, from (2.3), we have

$$
\begin{equation*}
\tau+F(S v-S u) \leq F(v-u) \tag{2.4}
\end{equation*}
$$

for all $u, v \in X$, where $u \prec v$ or $u \preccurlyeq v, u \neq v$ and $F \in \mathcal{F}$. Also, from (2.2) we have $x_{0} \preccurlyeq S x_{0}$. Now, we show that $S$ has a unique fixed point. Consider the iterated sequence $\left\{x_{n}\right\}$, where $x_{n+1}=S x_{n}$ for $n=0,1,2, \ldots$. Since $S$ is increasing, we have $x_{n+1} \preccurlyeq x_{n}$ for all $n=0,1,2, \ldots$ Using (2.4), we have

$$
\begin{equation*}
F\left(x_{n+1}-x_{n}\right) \leq F\left(x_{n}-x_{n-1}\right)-\tau \leq \ldots \leq F\left(x_{1}-x_{0}\right)-n \tau . \tag{2.5}
\end{equation*}
$$

Letting $n \rightarrow+\infty$ above inequality, we obtain

$$
\lim _{n \rightarrow+\infty} F\left(x_{n+1}-x_{n}\right)=-\infty
$$

Using $F_{2}^{\prime}$, we get $\alpha_{n}=x_{n+1}-x_{n} \rightarrow \theta$ as $n \rightarrow+\infty$. This implies that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left\|\alpha_{n}\right\|=0 \tag{2.6}
\end{equation*}
$$

From $\left(F_{3}^{\prime}\right)$, there exsits $k \in(0,1)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left\|\alpha_{n}\right\|^{k} F\left(\alpha_{n}\right)=0 \tag{2.7}
\end{equation*}
$$

From, (2.5) we have
$\left(\left\|\alpha_{n}\right\|^{k} F\left(\alpha_{n}\right)-\left\|\alpha_{n}\right\|^{k} F\left(\alpha_{0}\right)\right) \leq\left\|\alpha_{n}\right\|^{k}\left(F\left(\alpha_{0}\right)-n \tau\right)-\left\|\alpha_{n}\right\|^{k} F\left(\alpha_{0}\right)=-\left\|\alpha_{n}\right\|^{k} n \tau \leq 0$.
Using (2.6) and (2.7) and letting $n \rightarrow+\infty$ in above inequality, we get

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} n\left\|\alpha_{n}\right\|^{k}=0 \tag{2.8}
\end{equation*}
$$

It follows from (2.8), there exists $N \in \mathbb{N}$, such that

$$
\begin{equation*}
\left\|\alpha_{n}\right\| \leq \frac{1}{n^{\frac{1}{k}}} \tag{2.9}
\end{equation*}
$$

for all $n>N$. Now, we claim that $\left\{x_{n}\right\}$ is a Cauchy sequence. Suppose $m, n \in \mathbb{N}$ and $m>n>N$.

$$
\left\|x_{m}-x_{n}\right\| \leq\left\|\alpha_{m-1}\right\|+\left\|\alpha_{m-2}\right\|+\ldots+\left\|\alpha_{n}\right\| \leq \sum_{i=n}^{+\infty}\left\|\alpha_{i}\right\| \leq \sum_{i=n}^{+\infty} \frac{1}{i^{\frac{1}{k}}}
$$

Then $\left\|x_{m}-x_{n}\right\| \rightarrow 0$ as $m, n \rightarrow+\infty$, which implies $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $X$ is closed, then there exists point $p$ in $X$ such that $\lim _{n \rightarrow+\infty} x_{n}=p$. Using Lemma 1.2, we get $x_{n} \preccurlyeq p$ for all $n \in \mathbb{N}$. From (2.4), we have

$$
F\left(S x_{n}-S p\right) \leq F\left(x_{n}-p\right)-\tau \leq F\left(x_{n}-p\right)
$$

Since $F$ is strictly increasing, we have

$$
\begin{equation*}
S x_{n}-S p \prec x_{n}-p \tag{2.10}
\end{equation*}
$$

for all $n \in \mathbb{N}$. From Lemma (1.1) exists a norm $\|.\|_{1}$ such that is equivalent with ||.|| and

$$
\begin{equation*}
\left\|S x_{n}-S p\right\|_{1} \leq\left\|x_{n}-p\right\|_{1} \tag{2.11}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Using (2.11), we obtain

$$
\begin{aligned}
\|p-S p\|_{1} & \leq\left\|p-x_{n+1}\right\|_{1}+\left\|x_{n+1}-S p\right\|_{1} \\
& \leq\left\|p-x_{n+1}\right\|_{1}+\left\|x_{n}-p\right\|_{1}
\end{aligned}
$$

for all $n \in \mathbb{N}$. Letting $n \rightarrow+\infty$ in above inequality, we get $\|p-S p\|_{1}=0$, which implies $S p=p$. To see the uniqueness of the fixed point, let us consider $p$ and $q$ be two distinct fixed points of $S$, that is, $S p=p \neq q=S q$. If $q$ comparable with $p$, without loss of generality, we suppose that $q \preccurlyeq p$. Then, by (2.4), we obtain

$$
\begin{equation*}
\tau \leq F(p-q)-F(S p-S q)=0 \tag{2.12}
\end{equation*}
$$

which is a contradiction. Now, suppose $p$ is not comparable to $q$. Since $X$ is a lattice, there exists $r \in X$ such that $r=\inf \{p, q\}$, which implies $r \preccurlyeq p$ and $r \preccurlyeq q$. Since $S$ is increasing, we have $S^{n} r \preccurlyeq S^{n} p$ and $S^{n} r \preccurlyeq S^{n} q$. Using (2.4) we obtain,
$F\left(p-S^{n} r\right)=F\left(S^{n} p-S^{n} r\right) \leq F\left(S^{n-1} p-S^{n-1} r\right)-\tau \leq \ldots \leq F(p-r)-n \tau$,
for all $n \in \mathbb{N}$. Letting $n \rightarrow+\infty$ in above inequality, we have $\lim _{n \rightarrow+\infty} F\left(p-S^{n} r\right)=$ $-\infty$ that together with $\left(F_{2}^{\prime}\right)$ gives $\lim _{n \rightarrow+\infty}\left(p-S^{n} r\right)=\theta$. This implies that $\lim _{n \rightarrow+\infty} S^{n} r=p$. Similarly, $\lim _{n \rightarrow+\infty} S^{n} r=q$. So, $p=q$ that is $S$ has a unique
fixed point $p$. Now, we show that the unique fixed point of $S$ is also the unique fixed point of $T$. Since $S$ has a fixed point $p$, we have

$$
\begin{equation*}
S(T p)=T^{2}(T p)=T\left(T^{2} p\right)=T(S p)=T p \tag{2.13}
\end{equation*}
$$

From the uniqueness of the fixed point of $S$, we know $T p=p$.
Case2. Suppose $x_{0}$ is not comparable to $T x_{0}$. Since $X$ is a lattice, there exists $y \in X$ such that $y=\inf \left\{x_{0}, T x_{0}\right\}$, which implies $y \preccurlyeq x_{0}$ and $y \preccurlyeq T x_{0}$. Since $T$ is decreasing, we have $T x_{0} \preccurlyeq T y$, which implies $y \preccurlyeq T y$. Similarly to the proof of case 1, we can show $T$ has a unique fixed point.

Example 2.1. Let $E=R \times R$ endowed with the norm $\|.\|_{1}$ which is defined as follows $\left\|\left(x_{1}, x_{2}\right)\right\|_{1}=\left|x_{1}\right|+\left|x_{2}\right|, x_{1}, x_{2} \in \mathbb{R}$. Also, we define a partial order on $\mathbb{R}^{2}$ as follows

$$
(a, b) \preccurlyeq(c, d) \text { if and only if } a \leq c, b \leq d .
$$

Then $(X,\|\cdot\|, \preccurlyeq)$ is a partially ordered Banach space. Suppose $X=[0,+\infty) \times[0,+\infty), P=$ $\{(\alpha, 0): \alpha \geq 0\}$ and $F: P-\{\theta\} \rightarrow \mathbb{R}$ by $F \alpha=\ln \alpha$. Define $T=\left(T_{1}, T_{2}\right)$ where $T_{i}:[0,+\infty) \rightarrow \mathbb{R}, i=1,2$ and $T_{1}(a)=e^{-\tau} \frac{-a}{1+a}, T_{2}(b)=e^{-\tau} \frac{2}{1+b}$,

$$
T(a, b)=\left(T_{1}(a), T_{2}(b)\right)=\left(e^{-\tau} \frac{-a}{1+a}, e^{-\tau} \frac{2}{1+b}\right),
$$

for all $a, b \in[0,+\infty)$ where $\tau>0$. It is clear that both $T_{i}, i=1,2$ are strictly decreasing, so, $T$ is decreasing. We show that $T$ is $F$-contraction. Indeed, let $u=\left(x_{1}, y_{1}\right) \preccurlyeq v=\left(x_{2}, y_{2}\right)$, we have

$$
\begin{aligned}
T u-T v & =e^{-\tau}\left(\frac{-x_{1}}{2+x_{1}}, \frac{2}{1+y_{1}}\right)-e^{-\tau}\left(\frac{-x_{2}}{2+x_{2}}, \frac{2}{1+y_{2}}\right) \\
& =e^{-\tau}\left(\frac{-2 x_{1}-x_{1} x_{2}+2 x_{2}+x_{1} x_{2}}{4+2 x_{1}+2 x_{2}+x_{1} x_{2}}, \frac{2+2 y_{2}-2-2 y_{1}}{1+y_{2}+y_{1}+y_{1} y_{2}}\right) \\
& \leq e^{-\tau}\left(x_{2}-x_{1}, y_{2}-y_{1}\right) \\
& =e^{-\tau}(v-u) .
\end{aligned}
$$

Which implies that

$$
\tau+\ln (T u-T v) \leq \ln (v-u)
$$

Then, all the conditions of Theorem 2.1 are satisfied and so $T$ has a unique fixed point $\left(0, \frac{-1+\sqrt{1+8 e^{-\tau}}}{2}\right)$, where $\tau$ is given.

Example 2.2. Let $E=\mathbb{R}, X=[0,+\infty), P=[0,+\infty)$ and $F: P \backslash\{0\} \rightarrow \mathbb{R}$ with $F(r)=$ $-\frac{1}{r}$. Define the mapping $T: X \rightarrow X$ by $T x=\frac{1}{1+x}$. . It is clear that the all conditions of Theorem 2.1 are satisfied. The condition (2.1) is true i.e. exists $\tau>0$ such that

$$
\tau+F(T u-T v) \leq F(v-u)
$$

Indeed, for $v>u$, we obtain

$$
\begin{aligned}
F(v-u)-F(T u-T v) & =-\frac{1}{v-u}+\frac{1}{\frac{1}{1+u}-\frac{1}{1+v}} \\
& =-\frac{1}{v-u}+\frac{(1+v)(1+u)}{v-u} \\
& =-\frac{1}{v-u}+\frac{1+u+v+v u}{v-u} \\
& =\frac{u+v+v u}{v-u} \\
& \geq \frac{u+v}{v-u} \\
& \geq \frac{v-u}{v-u}=1
\end{aligned}
$$

Hence, for any $\tau \in(0,1]$, we have

$$
\tau+F(T u-T v) \leq F(v-u)
$$

Thus, $T$ has a unique fixed point $u_{0}=\frac{\sqrt{5}-1}{2}$.
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#### Abstract

Let $X, Y, Z$ and $W$ be normed spaces and $f: X \times Y \times Z \longrightarrow W$ be a bounded tri-linear mapping. In this manuscript, we introduce the topological centers of bounded tri-linear mapping and we invistagate their properties. We study the relationships between weakly compactenss of bounded linear mappings and regularity of bounded tri-linear mappings. We extend some factorization property for bounded trilinear mappings. We also establish the relations between regularity and factorization property of bounded tri-linear mappings.
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## 1. Introduction

Let $X, Y, Z$ and $W$ be normed spaces and $f: X \times Y \times Z \longrightarrow W$ be a bounded trilinear mapping. One of the natural extensions of $f$ can be derived by the following procedure:

1. $f^{*}: W^{*} \times X \times Y \longrightarrow Z^{*}$, given by $\left\langle f^{*}\left(w^{*}, x, y\right), z\right\rangle=\left\langle w^{*}, f(x, y, z)\right\rangle$, where $x \in X, y \in Y, z \in Z, w^{*} \in W^{*}$.

The map $f^{*}$ is a bounded tri-linear mapping and is called the adjoint of $f$.

[^10]2. $f^{* *}=\left(f^{*}\right)^{*}: Z^{* *} \times W^{*} \times X \longrightarrow Y^{*}$, given by $\left\langle f^{* *}\left(z^{* *}, w^{*}, x\right), y\right\rangle=\left\langle z^{* *}, f^{*}\left(w^{*}\right.\right.$, $x, y)\rangle$, where $x \in X, y \in Y, z^{* *} \in Z^{* *}, w^{*} \in W^{*}$.
3. $f^{* * *}=\left(f^{* *}\right)^{*}: Y^{* *} \times Z^{* *} \times W^{*} \longrightarrow X^{*}$, given by $\left\langle f^{* * *}\left(y^{* *}, z^{* *}, w^{*}\right), x\right\rangle=$ $\left\langle y^{* *}, f^{* *}\left(z^{* *}, w^{*}, x\right)\right\rangle$, where $x \in X, y^{* *} \in Y^{* *}, z^{* *} \in Z^{* *}, w^{*} \in W^{*}$.
4. $f^{* * * *}=\left(f^{* * *}\right)^{*}: X^{* *} \times Y^{* *} \times Z^{* *} \longrightarrow W^{* *}$, given by $\left\langle f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right)\right.$, $\left.w^{*}\right\rangle=\left\langle x^{* *}, f^{* * *}\left(y^{* *}, z^{* *}, w^{*}\right)\right\rangle$, where $x^{* *} \in X^{* *}, y^{* *} \in Y^{* *}, z^{* *} \in Z^{* *}, w^{*} \in$ $W^{*}$.

Now let $f^{r}: Z \times Y \times X \longrightarrow W$ be the flip of $f$ defined by $f^{r}(z, y, x)=f(x, y, z)$, whenever $x \in X, y \in Y$ and $z \in Z$. Then $f^{r}$ is a bounded tri-linear map and it may be extended as above to $f^{r * * * *}: Z^{* *} \times Y^{* *} \times X^{* *} \longrightarrow W^{* *}$. When $f^{* * * *}$ and $f^{r * * * * r}$ are equal, then $f$ is called regular. Regularity of $f$ is equvalent to the following
$w^{*}-\lim _{\alpha} w^{*}-\lim _{\beta} w^{*}-\lim _{\gamma} f\left(x_{\alpha}, y_{\beta}, z_{\gamma}\right)=w^{*}-\lim _{\gamma} w^{*}-\lim _{\beta} w^{*}-\lim _{\alpha} f\left(x_{\alpha}, y_{\beta}, z_{\gamma}\right)$, where $\left\{x_{\alpha}\right\} \subset X,\left\{y_{\beta}\right\} \subset Y$ and $\left\{z_{\gamma}\right\} \subset Z$ and convergence to $x^{* *} \in X^{* *}, y^{* *} \in Y^{* *}$ and $z^{* *} \in Z^{* *}$ in the $w^{*}$-topologies, respectively. A bounded tri-linear mapping $f: X \times Y \times Z \longrightarrow W$ is regular whenever at least two of $X, Y$ or $Z$ are reflexive, see [19] and [20]. Also, we have naturally six different Aron-Berner extensions to the bidual spaces based on six different elements in S3 and compeletly regularity should be defined accordingly to the equalities of all these six Aron-Berner extensions, see [13].

Example 1.1. Let $G$ be an infinite, compact Hausdorff group and let $1<p<\infty$. By [9, pp 54], we know that $L^{p}(G) * L^{1}(G) \subset L^{p}(G)$, where

$$
(k * g)(x)=\int_{G} k(y) g\left(y^{-1} x\right) d y, \quad\left(x \in G, k \in L^{p}(G), g \in L^{1}(G)\right) .
$$

On the other hand, since the Banach space $L^{p}(G)$ is reflexive, the bounded tri-linear mapping

$$
f: L^{p}(G) \times L^{1}(G) \times L^{p}(G) \longrightarrow L^{p}(G)
$$

defined by $f(k, g, h)=(k * g) * h$, is regular for every $k, h \in L^{p}(G)$ and $g \in L^{1}(G)$, see [20].
A bounded bilinear(resp. tri-linear) mapping $m: X \times Y \longrightarrow Z$ (resp. $f: X \times$ $Y \times Z \longrightarrow W)$ is said to be factor if is surjective, that is, $m(X \times Y)=Z$ (resp. $f(X \times Y \times Z)=W)$, see [5].

For a discussion of Arens regularity for Banach algebras and bounded bilinear maps, see $[1],[2],[11],[12]$ and [18]. For example, every $C^{*}$-algebra is Arens regular, see [4]. Also $L^{1}(G)$ is Arens regular if and only if G is finite,[21].
The left topological center of $m$ may be defined as follows:
$Z_{l}(m)=\left\{x^{* *} \in X^{* *}: y^{* *} \longrightarrow m^{* * *}\left(x^{* *}, y^{* *}\right)\right.$ is weak ${ }^{*}-$ to - weak $^{*}$ - continuous $\}$.
Also the right topological center of turns out to be
$Z_{r}(m)=\left\{y^{* *} \in Y^{* *}: x^{* *} \longrightarrow m^{r * * * r}\left(x^{* *}, y^{* *}\right)\right.$ is weak ${ }^{*}-$ to-weak ${ }^{*}$-continuous $\}$.

The subject of topological centers has been investigated in [6], [7] and [16]. In [14], Lau and Ulger gave several significant results related to the topological centers of certain dual algebras. In [11], authors extend some problems from Arens regularity and Banach algebras to module actions. They also extend the definitions of the left and right multiplier for module actions, see [10] and [12].

Let $A$ be a Banach algebra, and let $\pi: A \times A \longrightarrow A$ denote the product of A, so that $\pi(a, b)=a b$ for every $a, b \in A$. The Banach algebra $A$ is Arens regular whenever the map $\pi$ is Arens regular. The first and second Arens products, denoted by $\square$ and $\diamond$ respectively, are definded by

$$
a^{* *} \square b^{* *}=\pi^{* * *}\left(a^{* *}, b^{* *}\right), a^{* *} \Delta b^{* *}=\pi^{r * * * r}\left(a^{* *}, b^{* *}\right), \quad\left(a^{* *}, b^{* *} \in A^{* *}\right) .
$$

## 2. Module actions for bounded tri-linear maps

Let $\left(\pi_{1}, X, \pi_{2}\right)$ be a Banach $A$-module and let $\pi_{1}: A \times X \longrightarrow X$ and $\pi_{2}: X \times A \longrightarrow$ $X$ be the left and right module actions of $A$ on $X$, respectively. If ( $\pi_{1}, X$ ) (resp. $\left.\left(X, \pi_{2}\right)\right)$ is a left (resp. right) Banach $A$-module of $A$ on $X$, then $\left(X^{*}, \pi_{1}^{*}\right)$ (resp. $\left(\pi_{2}^{r * r}, X^{*}\right)$ ) is a right (resp. left) Banach $A$-module and $\left(\pi_{2}^{r * r}, X^{*}, \pi_{1}^{*}\right)$ is the dual Banach $A$-module of $\left(\pi_{1}, X, \pi_{2}\right)$. We note also that $\left(\pi_{1}^{* * *}, X^{* *}, \pi_{2}^{* * *}\right)$ is a Banach $\left(A^{* *}, \square\right)$-module with module actions $\pi_{1}^{* * *}: A^{* *} \times X^{* *} \longrightarrow X^{* *}$ and $\pi_{2}^{* * *}: X^{* *} \times$ $A^{* *} \longrightarrow X^{* *}$. Similary, $\left(\pi_{1}^{r * * * r}, X^{* *}, \pi_{2}^{r * * * r}\right)$ is a Banach $\left(A^{* *}, \diamond\right)$-module with module actions $\pi_{1}^{r * * * r}: A^{* *} \times X^{* *} \longrightarrow X^{* *}$ and $\pi_{2}^{r * * * r}: X^{* *} \times A^{* *} \longrightarrow X^{* *}$. If we continue dualizing we shall reach $\left(\pi_{2}^{* * * r * r}, X^{* * *}, \pi_{1}^{* * * *}\right)$ and $\left(\pi_{2}^{r * * * * r}, X^{* * *}, \pi_{1}^{r * * * r *}\right)$ are the dual Banach $\left(A^{* *}, \square\right)$-module and Banach $\left(A^{* *}, \diamond\right)$-module of $\left(\pi_{1}^{* * *}, X^{* *}\right.$, $\pi_{2}^{* * *}$ ) and ( $\pi_{1}^{r * * * r}, X^{* *}, \pi_{2}^{r * * * r}$ ), respectively (see [15]). In [8], Eshaghi Gordji and Fillali show that if a Banach algebra $A$ has a bounded left (or right) approximate identity, then the left (or right) module action of $A$ on $A^{*}$ is Arens regular if and only if $A$ is reflexive.

We commence with the following definition for bounded tri-linear mapping.
Definition 2.1. Let $X$ be a Banach space, $A$ be a Banach algebra and $\Omega_{1}$ : $A \times A \times X \longrightarrow X$ be a bounded tri-linear map. Then the pair $\left(\Omega_{1}, X\right)$ is said to be a left Banach $A$-module when

$$
\Omega_{1}(\pi(a, b), \pi(c, d), x)=\Omega_{1}\left(a, b, \Omega_{1}(c, d, x)\right),
$$

for each $a, b, c, d \in A$ and $x \in X$. A right Banach $A$-module can be defined similarly. Let $\Omega_{2}: X \times A \times A \longrightarrow X$ be a bounded tri-linear map. Then the pair ( $X, \Omega_{2}$ ) is said to be a right Banach $A$-module when

$$
\Omega_{2}(x, \pi(a, b), \pi(c, d))=\Omega_{2}\left(\Omega_{2}(x, a, b), c, d\right)
$$

A triple $\left(\Omega_{1}, X, \Omega_{2}\right)$ is said to be a Banach $A$-module when $\left(\Omega_{1}, X\right)$ and $\left(X, \Omega_{2}\right)$ are left and right Banach $A$-modules respectively, also

$$
\Omega_{2}\left(\Omega_{1}(a, b, x), c, d\right)=\Omega_{1}\left(a, b, \Omega_{2}(x, c, d)\right)
$$

Lemma 2.1. If $\left(\Omega_{1}, X, \Omega_{2}\right)$ is a Banach $A$-module, then $\left(\Omega_{2}^{r * r}, X^{*}, \Omega_{1}^{*}\right)$ is a Banach $A$-module.

Proof. Since the pair $\left(X, \Omega_{2}\right)$ is a right Banach $A$-module, thus for every $a, b, c, d \in$ $A, x \in X$ and $x^{*} \in X^{*}$ we have

$$
\begin{aligned}
& \left\langle\Omega_{2}^{r * r}\left(\pi(a, b), \pi(c, d), x^{*}\right), x\right\rangle=\left\langle\Omega_{2}^{r *}\left(x^{*}, \pi(c, d), \pi(a, b)\right), x\right\rangle \\
= & \left\langle x^{*}, \Omega_{2}^{r}(\pi(c, d), \pi(a, b), x)\right\rangle=\left\langle x^{*}, \Omega_{2}(x, \pi(a, b), \pi(c, d))\right\rangle \\
= & \left\langle x^{*}, \Omega_{2}\left(\Omega_{2}(x, a, b), c, d\right)\right\rangle=\left\langle x^{*}, \Omega_{2}^{r}\left(d, c, \Omega_{2}(x, a, b)\right)\right\rangle \\
= & \left\langle\Omega_{2}^{r *}\left(x^{*}, d, c\right), \Omega_{2}(x, a, b)\right\rangle=\left\langle\Omega_{2}^{r * r}\left(c, d, x^{*}\right), \Omega_{2}^{r}(b, a, x)\right\rangle \\
= & \left\langle\Omega_{2}^{r *}\left(\Omega_{2}^{r * r}\left(c, d, x^{*}\right), b, a\right), x\right\rangle=\left\langle\Omega_{2}^{r * r}\left(a, b, \Omega_{2}^{r * r}\left(c, d, x^{*}\right)\right), x\right\rangle .
\end{aligned}
$$

Therefore $\Omega_{2}^{r * r}\left(\pi(a, b), \pi(c, d), x^{*}\right)=\Omega_{2}^{r * r}\left(a, b, \Omega_{2}^{r * r}\left(c, d, x^{*}\right)\right)$, so $\left(\Omega_{2}^{r * r}, X\right)$ is a left Banach $A$-module. In the other hands, $\left(\Omega_{1}, X\right)$ is a left Banach $A$-module, thus we have

$$
\begin{aligned}
& \left\langle\Omega_{1}^{*}\left(x^{*}, \pi(a, b), \pi(c, d)\right), x\right\rangle=\left\langle x^{*}, \Omega_{1}(\pi(a, b), \pi(c, d), x)\right\rangle \\
& =\left\langle x^{*}, \Omega_{1}\left(a, b, \Omega_{1}(c, d, x)\right)\right\rangle=\left\langle\Omega_{1}^{*}\left(x^{*}, a, b\right), \Omega_{1}(c, d, x)\right\rangle \\
& =\left\langle\Omega_{1}^{*}\left(\Omega_{1}^{*}\left(x^{*}, a, b\right), c, d\right), x\right\rangle .
\end{aligned}
$$

It follows that $\left(X, \Omega_{1}^{*}\right)$ is a right Banach $A$-module. Finally, we show that

$$
\Omega_{1}^{*}\left(\Omega_{2}^{r * r}\left(a, b, x^{*}\right), c, d\right)=\Omega_{2}^{r * r}\left(a, b, \Omega_{1}^{*}\left(x^{*}, c, d\right)\right) .
$$

For every $x \in X$ we have

$$
\begin{aligned}
& \left\langle\Omega_{1}^{*}\left(\Omega_{2}^{r * r}\left(a, b, x^{*}\right), c, d\right), x\right\rangle=\left\langle\Omega_{2}^{r * r}\left(a, b, x^{*}\right), \Omega_{1}(c, d, x)\right\rangle \\
& =\left\langle\Omega_{2}^{r *}\left(x^{*}, b, a\right), \Omega_{1}(c, d, x)\right\rangle=\left\langle x^{*}, \Omega_{2}^{r}\left(b, a, \Omega_{1}(c, d, x)\right)\right\rangle \\
& =\left\langle x^{*}, \Omega_{2}\left(\Omega_{1}(c, d, x), a, b\right)\right\rangle=\left\langle x^{*}, \Omega_{1}\left(c, d, \Omega_{2}(x, a, b)\right)\right\rangle \\
& =\left\langle\Omega_{1}^{*}\left(x^{*}, c, d\right), \Omega_{2}(x, a, b)\right\rangle=\left\langle\Omega_{1}^{*}\left(x^{*}, c, d\right), \Omega_{2}^{r}(b, a, x)\right\rangle \\
& =\left\langle\Omega_{2}^{r *}\left(\Omega_{1}^{*}\left(x^{*}, c, d\right), b, a\right), x\right\rangle=\left\langle\Omega_{2}^{r * r}\left(a, b, \Omega_{1}^{*}\left(x^{*}, c, d\right)\right), x\right\rangle .
\end{aligned}
$$

Thus $\left(\Omega_{2}^{r * r}, X^{*}, \Omega_{1}^{*}\right)$ is a Banach $A$-module.

Theorem 2.1. Let $\left(\Omega_{1}, X, \Omega_{2}\right)$ be a Banach $A$-module, then

1. The triple $\left(\Omega_{1}^{* * * *}, X^{* *}, \Omega_{2}^{* * * *}\right)$ is a Banach $\left(A^{* *}, \square, \square\right)-m o d u l e$.
2. The triple $\left(\Omega_{1}^{r * * * * r}, X^{* *}, \Omega_{2}^{r * * * * r}\right)$ is a Banach $\left(A^{* *}, \diamond, \diamond\right)$-module.

Proof. We prove only (1), the other part has the same argument. Let $\left\{a_{\alpha}\right\},\left\{b_{\beta}\right\},\left\{c_{\gamma}\right\}$ and $\left\{d_{\theta}\right\}$ are nets in $A$ which converge to $a^{* *}, b^{* *}, c^{* *}$ and $d^{* *} \in A^{* *}$ in the
$w^{*}$-topologies, respectively. Then by lemma 2.1 for every $x^{*} \in X^{*}$ we have

$$
\begin{aligned}
& \left\langle\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, \Omega_{1}^{* * * *}\left(c^{* *}, d^{* *}, x^{* *}\right)\right), x^{*}\right\rangle \\
& =\left\langle a^{* *}, \Omega_{1}^{* * *}\left(b^{* *}, \Omega_{1}^{* * * *}\left(c^{* *}, d^{* *}, x^{* *}\right), x^{*}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\Omega_{1}^{* * *}\left(b^{* *}, \Omega_{1}^{* * *}\left(c^{* *}, d^{* *}, x^{* *}\right), x^{*}\right), a_{\alpha}\right\rangle \\
& =\lim _{\alpha}\left\langle b^{* *}, \Omega_{1}^{* *}\left(\Omega_{1}^{* * * *}\left(c^{* *}, d^{* *}, x^{* *}\right), x^{*}, a_{\alpha}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\Omega_{1}^{* *}\left(\Omega_{1}^{* * * *}\left(c^{* *}, d^{* *}, x^{* *}\right), x^{*}, a_{\alpha}\right), b_{\beta}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\Omega_{1}^{* * * *}\left(c^{* *}, d^{* *}, x^{* *}\right), \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle c^{* *}, \Omega_{1}^{* * *}\left(d^{* *}, x^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle\Omega_{1}^{* * *}\left(d^{* *}, x^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle d^{* *}, \Omega_{1}^{* *}\left(x^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), c_{\gamma}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle\Omega_{1}^{* *}\left(x^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), c_{\gamma}\right), d_{\tau}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle x^{* *}, \Omega_{1}^{*}\left(\Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), c_{\gamma}, d_{\tau}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle x^{* *}, \Omega_{1}^{*}\left(x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right), \pi\left(c_{\gamma}, d_{\tau}\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle\Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), \pi\left(c_{\gamma}, d_{\tau}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle\pi^{*}\left(\Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right), d_{\tau}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle d^{* *}, \pi^{*}\left(\Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle\pi^{* *}\left(d^{* *}, \Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right)\right)\right), c_{\gamma}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle c^{* *}, \pi^{* *}\left(d^{* *}, \Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right)\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\pi^{* * *}\left(c^{* *}, d^{* *}\right), \Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi\left(a_{\alpha}, b_{\beta}\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\Omega_{1}^{* * *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}, x^{*}\right), \pi\left(a_{\alpha}, b_{\beta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\pi^{*}\left(\Omega_{1}^{* * *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}, x^{*}\right), a_{\alpha}\right), b_{\beta}\right\rangle \\
& =\lim _{\alpha}\left\langle b^{* *}, \pi^{*}\left(\Omega_{1}^{* * *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}, x^{*}\right), a_{\alpha}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\pi^{* *}\left(b^{* *}, \Omega_{1}^{* * *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}, x^{*}\right)\right), a_{\alpha}\right\rangle \\
& =\left\langle a^{* *}, \pi^{* *}\left(b^{* *}, \Omega_{1}^{* * *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}, x^{*}\right)\right)\right\rangle \\
& =\left\langle\pi^{* * *}\left(a^{* *}, b^{* *}\right), \Omega_{1}^{* * *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}, x^{*}\right)\right\rangle \\
& =\left\langle\Omega_{1}^{* * *}\left(\pi^{* * *}\left(a^{* *}, b^{* *}\right), \pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{* *}\right), x^{*}\right\rangle .
\end{aligned}
$$

Thus $\left(\Omega_{1}^{* * * *}, X^{* *}\right)$ is a left Banach $\left(A^{* *}, \square, \square\right)-$ module. Now we show that the pair $\left(X^{* *}, \Omega_{2}^{* * *}\right)$ is a right Banach $\left(A^{* *}, \square, \square\right)-$ module. Let $\left\{x_{\eta}\right\}$ be a net in $X$ which converge to $x^{* *} \in X^{* *}$ in the $w^{*}$-topologies. The pair $\left(X, \Omega_{2}\right)$ is a right Banach

$$
\begin{aligned}
& \left\langle\Omega_{2}^{* * * *}\left(\Omega_{2}^{* * *}\left(x^{* *}, a^{* *}, b^{* *}\right), c^{* *}, d^{* *}\right), x^{*}\right\rangle \\
& =\left\langle\Omega_{2}^{* * * *}\left(x^{* *}, a^{* *}, b^{* *}\right), \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right)\right\rangle \\
& =\left\langle x^{* *}, \Omega_{2}^{* * *}\left(a^{* *}, b^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right)\right)\right\rangle \\
& =\lim _{\eta}\left\langle\Omega_{2}^{* * *}\left(a^{* *}, b^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right)\right), x_{\eta}\right\rangle \\
& =\lim _{\eta}\left\langle a^{* *}, \Omega_{2}^{* *}\left(b^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), x_{\eta}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha}\left\langle\Omega_{2}^{* *}\left(b^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), x_{\eta}\right), a_{\alpha}\right\rangle \\
& =\lim _{\eta} \lim _{\alpha}\left\langle b^{* *}, \Omega_{2}^{*}\left(\Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), x_{\eta}, a_{\alpha}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle\Omega_{2}^{*}\left(\Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), x_{\eta}, a_{\alpha}\right), b_{\beta}\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle\Omega_{2}^{* *}\left(c^{* *}, d^{* *}, x^{*}\right), \Omega_{2}\left(x_{\eta}, a_{\alpha}, b_{\beta}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle c^{* *}, \Omega_{2}^{* *}\left(d^{* *}, x^{*}, \Omega_{2}\left(x_{\eta}, a_{\alpha}, b_{\beta}\right)\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle\Omega_{2}^{* *}\left(d^{* *}, x^{*}, \Omega_{2}\left(x_{\eta}, a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle d^{* *}, \Omega_{2}^{*}\left(x^{*}, \Omega_{2}\left(x_{\eta}, a_{\alpha}, b_{\beta}\right), c_{\gamma}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle\Omega_{2}^{*}\left(x^{*}, \Omega_{2}\left(x_{\eta}, a_{\alpha}, b_{\beta}\right), c_{\gamma}\right), d_{\tau}\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle x^{*}, \Omega_{2}\left(\Omega_{2}\left(x_{\eta}, a_{\alpha}, b_{\beta}\right), c_{\gamma}, d_{\tau}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle x^{*}, \Omega_{2}\left(x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right), \pi\left(c_{\gamma}, d_{\tau}\right)\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle\Omega_{2}^{*}\left(x^{*}, x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), \pi\left(c_{\gamma}, d_{\tau}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma} \lim _{\tau}\left\langle\pi^{*}\left(\Omega_{2}^{*}\left(x^{*}, x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right), d_{\tau}\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle d^{* *}, \pi^{*}\left(\Omega_{2}^{*}\left(x^{*}, x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle\pi^{* *}\left(d^{* *}, \Omega_{2}^{*}\left(x^{*}, x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right)\right), c_{\gamma}\right\rangle\right. \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle c^{* *}, \pi^{* *}\left(d^{* *}, \Omega_{2}^{*}\left(x^{*}, x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right)\right)\right\rangle\right. \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle\pi^{* * *}\left(c^{* *}, d^{* *}\right), \Omega_{2}^{*}\left(x^{*}, x_{\eta}, \pi\left(a_{\alpha}, b_{\beta}\right)\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle\Omega_{2}^{* *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}, x_{\eta}\right), \pi\left(a_{\alpha}, b_{\beta}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha} \lim _{\beta}\left\langle\pi^{*}\left(\Omega_{2}^{* *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}, x_{\eta}\right), a_{\alpha}\right), b_{\beta}\right\rangle \\
& =\lim _{\eta} \lim _{\alpha}\left\langle b^{* *}, \pi^{*}\left(\Omega_{2}^{* *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}, x_{\eta}\right), a_{\alpha}\right)\right\rangle \\
& =\lim _{\eta} \lim _{\alpha}\left\langle\pi^{* *}\left(b^{* *}, \Omega_{2}^{* *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}, x_{\eta}\right)\right), a_{\alpha}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{\eta}\left\langle a^{* *}, \pi^{* *}\left(b^{* *}, \Omega_{2}^{* *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}, x_{\eta}\right)\right)\right\rangle \\
& =\lim _{\eta}\left\langle\pi^{* * *}\left(a^{* *}, b^{* *}\right), \Omega_{2}^{* *}\left(\pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}, x_{\eta}\right)\right\rangle \\
& =\lim _{\eta}\left\langle\Omega_{2}^{* * *}\left(\pi^{* * *}\left(a^{* *}, b^{* *}\right), \pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}\right), x_{\eta}\right\rangle \\
& =\left\langle x^{* *}, \Omega_{2}^{* * *}\left(\pi^{* * *}\left(a^{* *}, b^{* *}\right), \pi^{* * *}\left(c^{* *}, d^{* *}\right), x^{*}\right)\right\rangle \\
& =\left\langle\Omega_{2}^{* * * *}\left(x^{* *}, \pi^{* * *}\left(a^{* *}, b^{* *}\right), \pi^{* * *}\left(c^{* *}, d^{* *}\right)\right), x^{*}\right\rangle .
\end{aligned}
$$

Finally, we show that

$$
\Omega_{2}^{* * * *}\left(\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, x^{* *}\right), c^{* *}, d^{* *}\right)=\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, \Omega_{2}^{* * * *}\left(x^{* *}, c^{* *}, d^{* *}\right)\right)
$$

Next we have

$$
\begin{aligned}
& \left\langle\Omega_{2}^{* * * *}\left(\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, x^{* *}\right), c^{* *}, d^{* *}\right), x^{*}\right\rangle \\
& =\left\langle\Omega_{1}^{* * *}\left(a^{* *}, b^{* *}, x^{* *}\right), \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right)\right\rangle \\
& =\left\langle a^{* *}, \Omega_{1}^{* * *}\left(b^{* *}, x^{* *}, \Omega_{2}^{* *}\left(c^{* *}, d^{* *}, x^{*}\right)\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\Omega_{1}^{* * *}\left(b^{* *}, x^{* *}, \Omega_{2}^{* *}\left(c^{* *}, d^{* *}, x^{*}\right)\right), a_{\alpha}\right\rangle \\
& =\lim _{\alpha}\left\langle b^{* *}, \Omega_{1}^{* *}\left(x^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), a_{\alpha}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\Omega_{1}^{* *}\left(x^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), a_{\alpha}\right), b_{\beta}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle x^{* *}, \Omega_{1}^{*}\left(\Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), a_{\alpha}, b_{\beta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta}\left\langle\Omega_{1}^{*}\left(\Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), a_{\alpha}, b_{\beta}\right), x_{\eta}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta}\left\langle\Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, x^{*}\right), \Omega_{1}\left(a_{\alpha}, b_{\beta}, x_{\eta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta}\left\langle c^{* *}, \Omega_{2}^{* *}\left(d^{* *}, x^{*}, \Omega_{1}\left(a_{\alpha}, b_{\beta}, x_{\eta}\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma}\left\langle\Omega_{2}^{* *}\left(d^{* *}, x^{*}, \Omega_{1}\left(a_{\alpha}, b_{\beta}, x_{\eta}\right)\right), c_{\gamma}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma}\left\langle d^{* *}, \Omega_{2}^{*}\left(x^{*}, \Omega_{1}\left(a_{\alpha}, b_{\beta}, x_{\eta}\right), c_{\gamma}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma} \lim _{\tau}\left\langle\Omega_{2}^{*}\left(x^{*}, \Omega_{1}\left(a_{\alpha}, b_{\beta}, x_{\eta}\right), c_{\gamma}\right), d_{\tau}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma} \lim _{\tau}\left\langle x^{*}, \Omega_{2}\left(\Omega_{1}\left(a_{\alpha}, b_{\beta}, x_{\eta}\right), c_{\gamma}, d_{\tau}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma} \lim _{\tau}\left\langle x^{*}, \Omega_{1}\left(a_{\alpha}, b_{\beta}, \Omega_{2}\left(x_{\eta}, c_{\gamma}, d_{\tau}\right)\right)\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma} \lim _{\tau}\left\langle\Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), \Omega_{2}\left(x_{\eta}, c_{\gamma}, d_{\tau}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma}\left\langle d^{* *}, \Omega_{2}^{*}\left(\Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), x_{\eta}, c_{\gamma}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta} \lim _{\gamma}\left\langle\Omega_{2}^{* *}\left(d^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), x_{\eta}\right), c_{\gamma}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta}\left\langle c^{* *}, \Omega_{2}^{* *}\left(d^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right), x_{\eta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\eta}\left\langle\Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right)\right), x_{\eta}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle x^{* *}, \Omega_{2}^{* * *}\left(c^{* *}, d^{* *}, \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\Omega_{2}^{* * * *}\left(x^{* *}, c^{* *}, d^{* *}\right), \Omega_{1}^{*}\left(x^{*}, a_{\alpha}, b_{\beta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\Omega_{1}^{* *}\left(\Omega_{2}^{* * *}\left(x^{* *}, c^{* *}, d^{* *}\right), x^{*}, a_{\alpha}\right), b_{\beta}\right\rangle \\
& =\lim _{\alpha}\left\langle b^{* *}, \Omega_{1}^{* *}\left(\Omega_{2}^{* * * *}\left(x^{* *}, c^{* *}, d^{* *}\right), x^{*}, a_{\alpha}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\Omega_{1}^{* *}\left(b^{* *}, \Omega_{2}^{* * *}\left(x^{* *}, c^{* *}, d^{* *}\right), x^{*}\right), a_{\alpha}\right\rangle \\
& =\left\langle a^{* *}, \Omega_{1}^{* *}\left(b^{* *}, \Omega_{2}^{* * *}\left(x^{* *}, c^{* *}, d^{* *}\right), x^{*}\right)\right\rangle \\
& =\left\langle\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, \Omega_{2}^{* * * *}\left(x^{* *}, c^{* *}, d^{* *}\right)\right), x^{*}\right\rangle .
\end{aligned}
$$

as claimed.

Example 2.1. Let $A$ be a Banach algebra, for any $a, b \in A$ the symbol $[a, b]=a b-b a$ stands for multiplicative commutator of $a$ and $b$. Let $M_{n \times n}(C)$ be the Banach algebra of all $n \times n$ matrices. We define

$$
A=\left\{\left.\left(\begin{array}{ll}
u & v \\
0 & 0
\end{array}\right) \in M_{2 \times 2}(\mathbb{C}) \right\rvert\, u, v \in \mathbb{C}\right\}, \quad X=\left\{\left.\left(\begin{array}{ll}
x & y \\
0 & z
\end{array}\right) \in M_{2 \times 2}(\mathbb{C}) \right\rvert\, x, y, z \in \mathbb{C}\right\} .
$$

Now let $\Omega_{1}: A \times A \times X \longrightarrow X$ to be the bounded tri-linear map given by

$$
\Omega_{1}(a, b, x)=-\left[\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), a b x\right] \quad, \quad(a, b \in A, \quad x \in X) .
$$

For every $a=\left(\begin{array}{cc}u_{1} & v_{1} \\ 0 & 0\end{array}\right), b=\left(\begin{array}{cc}u_{2} & v_{2} \\ 0 & 0\end{array}\right), c=\left(\begin{array}{cc}u_{3} & v_{3} \\ 0 & 0\end{array}\right), d=\left(\begin{array}{cc}u_{4} & v_{4} \\ 0 & 0\end{array}\right) \in A$ and $x=$
$\left(\begin{array}{cc}x_{1} & y_{1} \\ 0 & z_{1}\end{array}\right) \in X$, we have

$$
\begin{aligned}
& \Omega_{1}(\pi(a, b), \pi(c, d), x)=\Omega_{1}\left(\left(\begin{array}{cc}
u_{1} u_{2} & u_{1} v_{2} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{3} u_{4} & u_{3} v_{4} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
x_{1} & y_{1} \\
0 & z_{1}
\end{array}\right)\right) \\
& =-\left[\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{1} u_{2} u_{3} u_{4} x_{1} & u_{1} u_{2} u_{3} u_{4} y_{1}+u_{1} u_{2} u_{3} v_{4} z_{1} \\
0 & 0
\end{array}\right)\right] \\
& =\left(\begin{array}{cc}
0 & u_{1} u_{2} u_{3} u_{4} x_{1} \\
0 & 0
\end{array}\right)=-\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & u_{1} u_{2} u_{3} u_{4} x_{1} \\
0 & 0
\end{array}\right) \\
& =-\left[\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & u_{1} u_{2} u_{3} u_{4} x_{1} \\
0 & 0
\end{array}\right)\right]=\Omega_{1}\left(\left(\begin{array}{cc}
u_{1} & v_{1} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{2} & v_{2} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & u_{3} u_{4} x_{1} \\
0 & 0
\end{array}\right)\right) \\
& =\Omega_{1}\left(\left(\begin{array}{cc}
u_{1} & v_{1} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{2} & v_{2} \\
0 & 0
\end{array}\right),\left(-\left(\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & u_{3} u_{4} x_{1} \\
0 & 0
\end{array}\right)\right)\right) \\
& =\Omega_{1}\left(\left(\begin{array}{cc}
u_{1} & v_{1} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{2} & v_{2} \\
0 & 0
\end{array}\right),-\left[\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{3} u_{4} x_{1} & u_{3} u_{4} y_{1}+u_{3} v_{4} z_{1} \\
0 & 0
\end{array}\right)\right]\right) \\
& =\Omega_{1}\left(\left(\begin{array}{cc}
u_{1} & v_{1} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{2} & v_{2} \\
0 & 0
\end{array}\right), \Omega_{1}\left(\left(\begin{array}{cc}
u_{3} & v_{3} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
u_{4} & v_{4} \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
x_{1} & y_{1} \\
0 & z_{1}
\end{array}\right)\right)\right) \\
& =\Omega_{1}\left(a, b, \Omega_{1}(c, d, x)\right),
\end{aligned}
$$

Therefore $\left(\Omega_{1}, X\right)$ is a left Banach $A$-module.
Theorem 2.2. Let $a, b, c, d \in A, x^{*} \in X^{*}, x^{* *} \in X^{* *}$ and $b^{* *}, c^{* *} \in A^{* *}$.Then

1. If $\left(\Omega_{1}, X\right)$ is a left Banach $A$-module, then

$$
\Omega_{1}^{* * *}\left(b^{* *}, \Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}\right)=\pi^{* *}\left(b^{* *}, \Omega_{1}^{* * *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right)\right),
$$

2. If $\left(X, \Omega_{2}\right)$ is a right Banach $A$-module, then

$$
\Omega_{2}^{r * * * r}\left(x^{*}, \Omega_{2}^{r * * * * r}\left(x^{* *}, a, b\right), c^{* *}\right)=\pi^{r * *}\left(c^{* *}, \Omega_{2}^{r * * * r}\left(x^{*}, x^{* *}, \pi^{* * *}(a, b)\right) .\right.
$$

Proof. (1) Since the pair $\left(\Omega_{1}, X\right)$ is a left Banach $A$-module, thus for every $x \in X$ we have

$$
\begin{aligned}
& \left\langle\Omega_{1}^{*}\left(x^{*}, \pi(a, b), \pi(c, d)\right), x\right\rangle=\left\langle x^{*}, \Omega_{1}(\pi(a, b), \pi(c, d), x)\right\rangle \\
& =\left\langle x^{*}, \Omega_{1}\left(a, b, \Omega_{1}(c, d, x)\right)\right\rangle=\left\langle\Omega_{1}^{*}\left(x^{*}, a, b\right), \Omega_{1}(c, d, x)\right\rangle \\
& =\left\langle\Omega_{1}^{*}\left(\Omega_{1}^{*}\left(x^{*}, a, b\right), c, d\right), x\right\rangle .
\end{aligned}
$$

Hence $\Omega_{1}^{*}\left(x^{*}, \pi(a, b), \pi(c, d)\right)=\Omega_{1}^{*}\left(\Omega_{1}^{*}\left(x^{*}, a, b\right), c, d\right)$, which implies that

$$
\begin{aligned}
& \left\langle\pi^{*}\left(\Omega_{1}^{* *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right), a\right), b\right\rangle=\left\langle\Omega_{1}^{* *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right), \pi(a, b)\right\rangle \\
& =\left\langle\pi^{* * *}(c, d), \Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi(a, b)\right)\right\rangle=\left\langle c, \pi^{* *}\left(d, \Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi(a, b)\right)\right)\right\rangle \\
& =\left\langle d, \pi^{*}\left(\Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi(a, b)\right), c\right)\right\rangle=\left\langle\Omega_{1}^{* *}\left(x^{* *}, x^{*}, \pi(a, b)\right), \pi(c, d)\right\rangle \\
& =\left\langle x^{* *}, \Omega_{1}^{*}\left(x^{*}, \pi(a, b), \pi(c, d)\right)\right\rangle=\left\langle x^{* *}, \Omega_{1}^{*}\left(\Omega_{1}^{*}\left(x^{*}, a, b\right), c, d\right)\right\rangle \\
& =\left\langle\Omega_{1}^{* *}\left(x^{* *}, \Omega_{1}^{*}\left(x^{*}, a, b\right), c\right), d\right\rangle=\left\langle\Omega_{1}^{* * *}\left(d, x^{* *}, \Omega_{1}^{*}\left(x^{*}, a, b\right)\right), c\right\rangle \\
& =\left\langle\Omega_{1}^{* *}\left(c, d, x^{* *}\right), \Omega_{1}^{*}\left(x^{*}, a, b\right)\right\rangle=\left\langle\Omega_{1}^{* *}\left(\Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}, a\right), b\right\rangle .
\end{aligned}
$$

Thus $\pi^{*}\left(\Omega_{1}^{* * *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right), a\right)=\Omega_{1}^{* *}\left(\Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}, a\right)$. Finally, we have

$$
\begin{aligned}
\left\langle\Omega_{1}^{* * *}\left(b^{* *}, \Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}\right), a\right\rangle & =\left\langle b^{* *}, \Omega_{1}^{* *}\left(\Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}, a\right\rangle\right. \\
& =\left\langle b^{* *}, \pi^{*}\left(\Omega_{1}^{* * *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right), a\right)\right\rangle \\
& =\left\langle\pi^{* *}\left(b^{* *}, \Omega_{1}^{* * *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right)\right), a\right\rangle
\end{aligned}
$$

A similar argument applies for (2).

## 3. Topological centers of bounded tri-linear maps

In this section, we shall investigate the topological centers of bounded tri-linear maps. The main definition of this section is as follows.

Definition 3.1. Let $f: X \times Y \times Z \longrightarrow W$ be a bounded tri-linear map. We define the topological centers of $f$ by

$$
Z_{l}^{1}(f)=\left\{x^{* *} \in X^{* *} \mid y^{* *} \longrightarrow f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right) \text { is weak }{ }^{*}-\text { to }- \text { weak }^{*}-\right.
$$ continuous $\}$,

$$
Z_{l}^{2}(f)=\left\{x^{* *} \in X^{* *} \mid z^{* *} \longrightarrow f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right) \text { is weak }{ }^{*}-t o-w e a k^{*}-\right.
$$ continuous $\}$,

$$
Z_{r}^{1}(f)=\left\{z^{* *} \in Z^{* *} \mid x^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right) \text { is weak }{ }^{*}-\text { to }- \text { weak } k^{*}-\right.
$$ continuous $\}$,

$Z_{r}^{2}(f)=\left\{z^{* *} \in Z^{* *} \mid y^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right)\right.$ is weak $k^{*}$ to - weak $k^{*}$ continuous $\}$,
$Z_{c}^{1}(f)=\left\{y^{* *} \in Y^{* *} \mid x^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right)\right.$ is weak ${ }^{*}-$ to - weak $k^{*}-$ continuous $\}$.
$Z_{c}^{2}(f)=\left\{y^{* *} \in Y^{* *} \mid z^{* *} \longrightarrow f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right)\right.$ is weak ${ }^{*}-$ to - weak $k^{*}$ continuous $\}$.

Lemma 3.1. For a bounded tri-linear map $f: X \times Y \times Z \longrightarrow W$, we have

1. The map $f^{* * * *}$ is the extension of $f$ such that $x^{* *} \longrightarrow f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right)$ is weak ${ }^{*}-$ weak $k^{*}$ continuous for each $y^{* *} \in Y^{* *}$ and $z^{* *} \in Z^{* *}$.
2. The map $f^{* * * *}$ is the extension of $f$ such that $y^{* *} \longrightarrow f^{* * * *}\left(x, y^{* *}, z^{* *}\right)$ is weak ${ }^{*}$-weak $k^{*}$ continuous for each $x \in X$ and $z^{* *} \in Z^{* *}$.
3. The map $f^{* * * *}$ is the extension of $f$ such that $z^{* *} \longrightarrow f^{* * * *}\left(x, y, z^{* *}\right)$ is weak*-weak* continuous for each $x \in X$ and $y \in Y$.
4. The map $f^{r * * * * r}$ is the extension of $f$ such that $z^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right)$ is weak* ${ }^{*}$ weak $k^{*}$ continuous for each $x^{* *} \in X^{* *}$ and $y^{* *} \in Y^{* *}$.
5. The map $f^{r * * * * r}$ is the extension of $f$ such that $x^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y, z\right)$ is weak* - weak $^{*}$ continuous for each $y \in Y$ and $z \in Z$.
6. The map $f^{r * * * * r}$ is the extension of $f$ such that $y^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y^{* *}, z\right)$ is weak ${ }^{*}$-weak ${ }^{*}$ continuous for each $x^{* *} \in X^{* *}$ and $z \in Z$.

Proof. See [19] and [20].

As immediate consequences, we give the next Theorem.
Theorem 3.1. If $f: X \times Y \times Z \longrightarrow W$ is a bounded tri-linear map, then $X \subseteq$ $Z_{l}^{1}(f)$ and $Z \subseteq Z_{r}^{2}(f)$.

The mapping $f^{* * * *}$ is the extension of $f$ such that $x^{* *} \longrightarrow f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right)$ from $X^{* *}$ into $W^{* *}$ is weak ${ }^{*}$ to - weak continuous for every $y^{* *} \in Y^{* *}$ and $z^{* *} \in Z^{* *}$, hence for first right topological center of $f$ we have

$$
Z_{r}^{1}(f) \supseteq\left\{z^{* *} \in Z^{* *} \mid f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right)=f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right), \text { for every } x^{* *} \in\right.
$$ $\left.X^{* *}, y^{* *} \in Y^{* *}\right\}$.

The mapping $f^{r * * * * r}$ is the extension of $f$ such that $z^{* *} \longrightarrow f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right)$ from $Z^{* *}$ into $W^{* *}$ is weak* ${ }^{*}$ to - weak* continuous for every $x^{* *} \in X^{* *}$ and $y^{* *} \in Y^{* *}$, hence for second left topological center of $f$ we have

$$
\begin{aligned}
& Z_{l}^{2}(f) \supseteq\left\{x^{* *} \in X^{* *} \mid f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right)=f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right) \text {, for every } y^{* *} \in\right. \\
& \left.Y^{* *}, z^{* *} \in Z^{* *}\right\} .
\end{aligned}
$$

Example 3.1. Let $G$ be a finite locally compact Hausdorff group. Then

$$
f: L^{1}(G) \times L^{1}(G) \times L^{1}(G) \longrightarrow L^{1}(G)
$$

defined by $f(k, g, h)=k * g * h$, is regular for every $k, g$ and $h \in L^{1}(G)$. So $L^{1}(G) \subseteq Z_{r}^{1}(f)$.

Theorem 3.2. Let $A$ be a Banach algebra. Then

1. If $\left(\Omega_{1}, X\right)$ is a left Banach $A$-module and $\Omega_{1}^{* * *}, \pi^{* * *}(A, A)$ are factors, then $Z_{l}^{1}\left(\Omega_{1}\right) \subseteq Z_{l}(\pi)$.
2. If $\left(X, \Omega_{2}\right)$ is a right Banach $A$-module and $\Omega_{2}^{r * * * r}, \pi^{* * *}(A, A)$ are factors, then $Z_{r}^{2}\left(\Omega_{2}\right) \subseteq Z_{r}(\pi)$.

Proof. We prove only (1), the other one has the same argument. Let $a^{* *} \in Z_{l}^{1}\left(\Omega_{1}\right)$, we show that $a^{* *} \in Z_{l}(\pi)$. Let $\left\{b_{\alpha}^{* *}\right\}$ be a net in $A^{* *}$ which converges to $b^{* *} \in A^{* *}$ in the $w^{*}$-topologies. We must show that $\pi^{* * *}\left(a^{* *}, b_{\alpha}^{* *}\right)$ converges to $\pi^{* * *}\left(a^{* *}, b^{* *}\right)$ in the $w^{*}$-topologies. Let $a^{*} \in A^{*}$, since $\Omega_{1}^{* * *}$ factors, so there exists $x^{*} \in X^{*}, x^{* *} \in$ $X^{* *}$ and $c^{* *} \in A^{* *}$ such that $a^{*}=\Omega_{1}^{* * *}\left(c^{* *}, x^{* *}, x^{*}\right)$. In the other hands $\pi^{* * *}(A, A)$ factors, thus there exists $c, d \in A$ such that $\pi^{* * *}(c, d)=c^{* *}$. Because $a^{* *} \in Z_{l}^{1}\left(\Omega_{1}\right)$ thus $\Omega_{1}^{* * * *}\left(a^{* *}, b_{\alpha}^{* *}, x^{* *}\right)$ converges to $\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, x^{* *}\right)$ in the $w^{*}$-topologies.

In partiqular $\Omega_{1}^{* * * *}\left(a^{* *}, b_{\alpha}^{* *}, \Omega_{1}^{* * * *}\left(c, d, x^{* *}\right)\right)$ converges to $\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, \Omega_{1}^{* * *}(c\right.$, $\left.d, x^{* *}\right)$ ) in the $w^{*}$-topologies. Now by Theorem 2.2, we have

$$
\begin{aligned}
\lim _{\alpha}\left\langle\pi^{* * *}\left(a^{* *}, b_{\alpha}^{* *}\right), a^{*}\right\rangle & =\lim _{\alpha}\left\langle\pi^{* * *}\left(a^{* *}, b_{\alpha}^{* *}\right), \Omega_{1}^{* * *}\left(c^{* *}, x^{* *}, x^{*}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\pi^{* * *}\left(a^{* *}, b_{\alpha}^{* *}\right), \Omega_{1}^{* * *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle a^{* *}, \pi^{* *}\left(b_{\alpha}^{* *}, \Omega_{1}^{* *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right)\right)\right\rangle \\
& =\lim _{\alpha}\left\langle a^{* *}, \Omega_{1}^{* * *}\left(b_{\alpha}^{* *}, \Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\Omega_{1}^{* * *}\left(a^{* *}, b_{\alpha}^{* *}, \Omega_{1}^{* * * *}\left(c, d, x^{* *}\right), x^{*}\right\rangle\right. \\
& =\left\langle\Omega_{1}^{* * * *}\left(a^{* *}, b^{* *}, \Omega_{1}^{* * *}\left(c, d, x^{* *}\right), x^{*}\right\rangle\right. \\
& =\left\langle a^{* *}, \Omega_{1}^{* * *}\left(b^{* *}, \Omega_{1}^{* * * *}\left(c, d, x^{* *}\right), x^{*}\right)\right\rangle \\
& =\left\langle a^{* *}, \pi^{* *}\left(b^{* *}, \Omega_{1}^{* * *}\left(\pi^{* * *}(c, d), x^{* *}, x^{*}\right)\right)\right\rangle \\
& =\left\langle a^{* *}, \pi^{* *}\left(b^{* *}, \Omega_{1}^{* * *}\left(c^{* *}, x^{* *}, x^{*}\right)\right)\right\rangle \\
& =\left\langle a^{* *}, \pi^{* *}\left(b^{* *}, a^{*}\right)\right\rangle \\
& =\left\langle\pi^{* * *}\left(a^{* *}, b^{* *}\right), a^{*}\right\rangle .
\end{aligned}
$$

Therefore $\pi^{* * *}\left(a^{* *}, b_{\alpha}^{* *}\right)$ converges to $\pi^{* * *}\left(a^{* *}, b^{* *}\right)$ in the $w^{*}$-topologies, as required.

Theorem 3.3. Let $A$ be a Banach algebra and $\Omega: A \times A \times A \longrightarrow A$ be a bounded tri-linear mapping. Then for every $a \in A, a^{*} \in A^{*}$ and $a^{* *} \in A^{* *}$,

1. If $A$ has a bounded right approximate identity and bounded linear map $T$ : $A^{*} \longrightarrow A^{*}$ given by $T\left(a^{*}\right)=\pi^{* *}\left(a^{* *}, a^{*}\right)$ is weakly compactenss, then $\Omega$ is regular.
2. If $A$ has a bounded left approximate identity and bounded linear map $T: A \longrightarrow$ $A^{*}$ given by $T(a)=\pi^{r * r *}\left(a^{* *}, a\right)$ is weakly compactenss, then $\Omega$ is regular.

Proof. We only prove (1). Let $T$ be weakly compact, then $T^{* *}\left(A^{* * *}\right) \subseteq A^{*}$. On the other hand, a direct verification reveals that $T^{* *}\left(A^{* * *}\right)=\pi^{* * * * *}\left(A^{* *}, A^{* * *}\right)$. Thus $\pi^{* * * * *}\left(A^{*}, A^{* * *}\right) \subseteq A^{*}$. Now let $a^{* *}, b^{* *} \in A^{* *}, a^{* * *} \in A^{* * *}$ and let $\left\{a_{\alpha}\right\},\left\{a_{\beta}^{*}\right\}$ be nets in $A$ and $A^{*}$ which convergence to $a^{* *}, a^{* * *}$ in the $w^{*}$-topologies, respectively. Then we have

$$
\begin{aligned}
\left\langle\pi^{* r * * * r}\left(a^{* * *}, a^{* *}\right), b^{* *}\right\rangle & =\left\langle\pi^{* r * * *}\left(a^{* *}, a^{* * *}\right), b^{* *}\right\rangle=\left\langle a^{* *}, \pi^{* r * *}\left(a^{* * *}, b^{* *}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\pi^{* r * *}\left(a^{* * *}, b^{* *}\right), a_{\alpha}\right\rangle=\lim _{\alpha}\left\langle a^{* * *}, \pi^{* r *}\left(b^{* *}, a_{\alpha}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\pi^{* r *}\left(b^{* *}, a_{\alpha}\right), a_{\beta}^{*}\right\rangle=\lim _{\alpha} \lim _{\beta}\left\langle b^{* *}, \pi^{* r}\left(a_{\alpha}, a_{\beta}^{*}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle b^{* *}, \pi^{*}\left(a_{\beta}^{*}, a_{\alpha}\right)\right\rangle=\lim _{\alpha} \lim _{\beta}\left\langle\pi^{* *}\left(b^{* *}, a_{\beta}^{*}\right), a_{\alpha}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle\pi^{* * *}\left(a_{\alpha}, b^{* *}\right), a_{\beta}^{*}\right\rangle=\lim _{\alpha}\left\langle a^{* * *}, \pi^{* * *}\left(a_{\alpha}, b^{* *}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle\pi^{* * * *}\left(a^{* * *}, a_{\alpha}\right), b^{* *}\right\rangle=\lim _{\alpha}\left\langle\pi^{* * * * *}\left(b^{* *}, a^{* * *}\right), a_{\alpha}\right\rangle \\
& =\left\langle a^{* *}, \pi^{* * * * *}\left(b^{* *}, a^{* * *}\right)\right\rangle=\left\langle\pi^{* * * *}\left(a^{* * *}, a^{* *}\right), b^{* *}\right\rangle .
\end{aligned}
$$

Therefore $\pi^{*}$ is Arens regular. It follows that $A$ is reflexive, see [8, Theorem 2.1]. Thus $\Omega$ is regular.

## 4. Factors of bounded tri-linear mapping

We commence with the following definition.

Definition 4.1. Let $X, Y, Z, S_{1}, S_{2}$ and $S_{3}$ be normed spaces, $f: X \times Y \times Z \longrightarrow W$ and $g: S_{1} \times S_{2} \times S_{3} \longrightarrow W$ be bounded tri-linear mappings. Then we say that $f$ factors through $g$ by bounded linear mappings $h_{1}: X \longrightarrow S_{1}, h_{2}: Y \longrightarrow S_{2}$ and $h_{3}: Z \longrightarrow S_{3}$, if $f(x, y, z)=g\left(h_{1}(x), h_{2}(y), h_{3}(z)\right)$.

The following theorem gives some necessary and sufficient conditions under which for factorization of the first and second extension of a bouneded tri-linear mappings.

Theorem 4.1. Let $f: X \times Y \times Z \longrightarrow W$ and $g: S_{1} \times S_{2} \times S_{3} \longrightarrow W$ be bounded tri-linear mapping. Then

1. The map factors through $g$ if and only if $f^{* * * *}$ factors through $g^{* * * *}$,
2. The map $f$ factors through $g$ if and only if $f^{r * * * * r}$ factors through $g^{r * * * * r}$.

Proof. (1) Let $f$ factor through $g$ by bounded linear mappings $h_{1}: X \longrightarrow S_{1}, h_{2}$ : $Y \longrightarrow S_{2}$ and $h_{3}: Z \longrightarrow S_{3}$, then $f(x, y, z)=g\left(h_{1}(x), h_{2}(y), h_{3}(z)\right)$ for every $x \in X, y \in Y$ and $z \in Z$. Let $\left\{x_{\alpha}\right\},\left\{y_{\beta}\right\}$ and $\left\{z_{\gamma}\right\}$ be nets in $X, Y$ and $Z$ which converge to $x^{* *} \in X^{* *}, y^{* *} \in Y^{* *}$ and $z^{* *} \in Z^{* *}$ in the $w^{*}$-topologies, respectively. Then for every $w^{*} \in W^{*}$ we have

$$
\begin{aligned}
\left\langle f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right), w^{*}\right\rangle & =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle w^{*}, f\left(x_{\alpha}, y_{\beta}, z_{\gamma}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle w^{*}, g\left(h_{1}\left(x_{\alpha}\right), h_{2}\left(y_{\beta}\right), h_{3}\left(z_{\gamma}\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle g^{*}\left(w^{*}, h_{1}\left(x_{\alpha}\right), h_{2}\left(y_{\beta}\right)\right), h_{3}\left(z_{\gamma}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta} \lim _{\gamma}\left\langle h_{3}^{*}\left(g^{*}\left(w^{*}, h_{1}\left(x_{\alpha}\right), h_{2}\left(y_{\beta}\right)\right)\right), z_{\gamma}\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle z^{* *}, h_{3}^{*}\left(g^{*}\left(w^{*}, h_{1}\left(x_{\alpha}\right), h_{2}\left(y_{\beta}\right)\right)\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle h_{3}^{* *}\left(z^{* *}\right), g^{*}\left(w^{*}, h_{1}\left(x_{\alpha}\right), h_{2}\left(y_{\beta}\right)\right)\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{\alpha} \lim _{\beta}\left\langle g^{* *}\left(h_{3}^{* *}\left(z^{* *}\right), w^{*}, h_{1}\left(x_{\alpha}\right)\right), h_{2}\left(y_{\beta}\right)\right\rangle \\
& =\lim _{\alpha} \lim _{\beta}\left\langle h_{2}^{*}\left(g^{* *}\left(h_{3}^{* *}\left(z^{* *}\right), w^{*}, h_{1}\left(x_{\alpha}\right)\right)\right), y_{\beta}\right\rangle \\
& =\lim _{\alpha}\left\langle y^{* *}, h_{2}^{*}\left(g^{* *}\left(h_{3}^{* *}\left(z^{* *}\right), w^{*}, h_{1}\left(x_{\alpha}\right)\right)\right)\right\rangle \\
& =\lim _{\alpha}\left\langle h_{2}^{* *}\left(y^{* *}\right), g^{* *}\left(h_{3}^{* *}\left(z^{* *}\right), w^{*}, h_{1}\left(x_{\alpha}\right)\right)\right\rangle \\
& =\lim _{\alpha}\left\langle g^{* * *}\left(h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right), w^{*}\right), h_{1}\left(x_{\alpha}\right)\right\rangle \\
& =\lim _{\alpha}\left\langle h_{1}^{*}\left(g^{* * *}\left(h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right), w^{*}\right)\right), x_{\alpha}\right\rangle \\
& =\left\langle x^{* *}, h_{1}^{*}\left(g^{* * *}\left(h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right), w^{*}\right)\right)\right\rangle \\
& =\left\langle h_{1}^{* *}\left(x^{* *}\right), g^{* *}\left(h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right), w^{*}\right)\right\rangle \\
& =\left\langle g^{* * *}\left(h_{1}^{* *}\left(x^{* *}\right), h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right)\right), w^{*}\right\rangle .
\end{aligned}
$$

Therefore $f^{* * * *}$ factors through $g^{* * * *}$.
Conversely, suppose that $f^{* * * *}$ factors through $g^{* * * *}$, thus

$$
f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right)=g^{* * * *}\left(h_{1}^{* *}\left(x^{* *}\right), h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right)\right),
$$

in particular, for $x \in X, y \in Y$ and $z \in Z$ we have

$$
f^{* * * *}(x, y, z)=g^{* * * *}\left(h_{1}^{* *}(x), h_{2}^{* *}(y), h_{3}^{* *}(z)\right) .
$$

Then for every $w^{*} \in W^{*}$ we have

$$
\begin{aligned}
& \left\langle w^{*}, f(x, y, z)\right\rangle=\left\langle f^{*}\left(w^{*}, x, y\right), z\right\rangle \\
& =\left\langle f^{* *}\left(z, w^{*}, x\right), y\right\rangle=\left\langle f^{* * *}\left(y, z, w^{*}\right), x\right\rangle \\
& =\left\langle f^{* * * *}(x, y, z), w^{*}\right\rangle=\left\langle g^{* * * *}\left(h_{1}^{* *}(x), h_{2}^{* *}(y), h_{3}^{* *}(z)\right), w^{*}\right\rangle \\
& =\left\langle h_{1}^{* *}(x), g^{* * *}\left(h_{2}^{* *}(y), h_{3}^{* *}(z), w^{*}\right)\right\rangle=\left\langle x, h_{1}^{*}\left(g^{* * *}\left(h_{2}^{* *}(y), h_{3}^{* *}(z), w^{*}\right)\right)\right\rangle \\
& =\left\langle g^{* * *}\left(h_{2}^{* *}(y), h_{3}^{* *}(z), w^{*}\right), h_{1}(x)\right\rangle=\left\langle h_{2}^{* *}(y), g^{* *}\left(h_{3}^{* *}(z), w^{*}, h_{1}(x)\right)\right\rangle \\
& =\left\langle y, h_{2}^{*}\left(g^{* *}\left(h_{3}^{* *}(z), w^{*}, h_{1}(x)\right)\right)\right\rangle=\left\langle g^{* *}\left(h_{3}^{* *}(z), w^{*}, h_{1}(x)\right), h_{2}(y)\right\rangle \\
& =\left\langle h_{3}^{* *}(z), g^{*}\left(w^{*}, h_{1}(x), h_{2}(y)\right)\right\rangle=\left\langle z, h_{3}^{*}\left(g^{*}\left(w^{*}, h_{1}(x), h_{2}(y)\right)\right)\right\rangle \\
& \left.=\left\langle g^{*}\left(w^{*}, h_{1}(x), h_{2}(y)\right), h_{3}(z)\right\rangle=\left\langle w^{*}, g\left(h_{1}(x), h_{2}(y)\right), h_{3}(z)\right)\right\rangle .
\end{aligned}
$$

It follows that $f$ factors through $g$ and proof follows.
(2) The proof is similar to (1).

Corollary 4.1. Let $f: X \times Y \times Z \longrightarrow W$ and $g: S_{1} \times S_{2} \times S_{3} \longrightarrow W$ be bounded tri-linear map and let $f$ factors through $g$. If $g$ is regular then $f$ is also regular.

Proof. Let $g$ be regular then $g^{* * * *}=g^{r * * * * r}$. Since the $f$ factors through $g$ then for every $x^{* *} \in X^{* *}, y^{* *} \in Y^{* *}$ and $z^{* *} \in Z^{* *}$ we have

$$
\begin{aligned}
f^{* * * *}\left(x^{* *}, y^{* *}, z^{* *}\right) & =g^{* * * *}\left(h_{1}^{* *}\left(x^{* *}\right), h_{2}^{* *}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right)\right) \\
& =g^{r * * * * r}\left(h_{1}^{* *}\left(x^{* *}\right), h_{2}^{*}\left(y^{* *}\right), h_{3}^{* *}\left(z^{* *}\right)\right) \\
& =f^{r * * * * r}\left(x^{* *}, y^{* *}, z^{* *}\right) .
\end{aligned}
$$

Therefore $f^{* * * *}=f^{r * * * * r}$, as claimed.

## 5. Approximate identity and Factorization properties

Let $X$ be a Banach space, $A$ and $B$ be Banach algebras with bounded left approximate identitis $\left\{e_{\alpha}\right\}$ and $\left\{e_{\beta}\right\}$, respactively. Then a bounded tri-linear mapping $K_{1}: A \times B \times X \longrightarrow X$ is said to be left approximately unital if

$$
w^{*}-\lim _{\beta} w^{*}-\lim _{\alpha} K_{1}\left(e_{\alpha}, e_{\beta}, x\right)=x
$$

and $K_{1}$ is said left unital if there exists $e_{1} \in A$ and $e_{2} \in B$ such that $K_{1}\left(e_{1}, e_{2}, x\right)=$ $x$, for every $x \in X$. Similarly, bounded tri-linear mapping $K_{2}: X \times B \times A \longrightarrow X$ is said to be right approximately unital if

$$
w^{*}-\lim _{\beta} w^{*}-\lim _{\alpha} K_{1}\left(x, e_{\beta}, e_{\alpha}\right)=x
$$

and $K_{2}$ is also said to be right unital if $K_{2}\left(x, e_{2}, e_{1}\right)=x$.
Lemma 5.1. Let $X$ be a Banach space, $A$ and $B$ be Banach algebras. Then bounded tri-linear mapping

1. $K_{1}: A \times B \times X \longrightarrow X$ is left approximately unital if and only if $K_{1}^{r * * * * r}$ : $A^{* *} \times B^{* *} \times X^{* *} \longrightarrow X^{* *}$ is left unital.
2. $K_{2}: X \times B \times A \longrightarrow X$ is right approximately unital if and only if $K_{2}^{* * * *}$ : $X^{* *} \times B^{* *} \times A^{* *} \longrightarrow X^{* *}$ is right unital.

Proof. We prove only (1), the other part has the same argument. Let $K_{1}$ be a left approximately unital. Thus there exists bounded left approximate identitys $\left\{e_{\alpha}\right\} \subseteq A$ and $\left\{e_{\beta}\right\} \subseteq B$ such that

$$
w^{*}-\lim _{\beta} w^{*}-\lim _{\alpha} K_{1}\left(e_{\alpha}, e_{\beta}, x\right)=x
$$

for every $x \in X$. Let $\left\{e_{\alpha}\right\}$ and $\left\{e_{\beta}\right\}$ converge to $e_{1}^{* *} \in A^{* *}$ and $e_{2}^{* *} \in B^{* *}$ in the $w^{*}$-topologies, respectively. On the other hand, for every $x^{* *} \in X^{* *}$, let $\left\{x_{\gamma}\right\} \subseteq X$ converge to $x^{* *}$ in the $w^{*}$-topologies, then we have

$$
\begin{aligned}
& \left\langle K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right), x^{*}\right\rangle=\left\langle K_{1}^{r * * * *}\left(x^{* *}, e_{2}^{* *}, e_{1}^{* *}\right), x^{*}\right\rangle \\
& =\left\langle x^{* *}, K_{1}^{r * * *}\left(e_{2}^{* *}, e_{1}^{* *}, x^{*}\right)\right\rangle=\lim _{\gamma}\left\langle K_{1}^{r * * *}\left(e_{2}^{* *}, e_{1}^{* *}, x^{*}\right), x_{\gamma}\right\rangle \\
& =\lim _{\gamma}\left\langle e_{2}^{* *}, K_{1}^{r * *}\left(e_{1}^{* *}, x^{*}, x_{\gamma}\right)\right\rangle=\lim _{\gamma} \lim _{\beta}\left\langle K_{1}^{r * *}\left(e_{1}^{* *}, x^{*}, x_{\gamma}\right), e_{\beta}\right\rangle \\
& =\lim _{\gamma} \lim _{\beta}\left\langle e_{1}^{* *}, K_{1}^{r *}\left(x^{*}, x_{\gamma}, e_{\beta}\right)\right\rangle=\lim _{\gamma} \lim _{\beta} \lim _{\alpha}\left\langle K_{1}^{r *}\left(x^{*}, x_{\gamma}, e_{\beta}\right), e_{\alpha}\right\rangle \\
& =\lim _{\gamma} \lim _{\beta} \lim _{\alpha}\left\langle x^{*}, K_{1}^{r}\left(x_{\gamma}, e_{\beta}, e_{\alpha}\right)\right\rangle=\lim _{\gamma} \lim _{\beta} \lim _{\alpha}\left\langle x^{*}, K_{1}\left(e_{\alpha}, e_{\beta}, x_{\gamma}\right)\right\rangle \\
& =\lim _{\gamma}\left\langle x^{*}, x_{\gamma}\right\rangle=\left\langle x^{* *}, x^{*}\right\rangle .
\end{aligned}
$$

Therefore $K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right)=x^{* *}$. It follows that $K_{1}^{r * * * * r}$ is left unital.

Conversely, suppose that $K_{1}^{r * * * * r}$ is left unital. So there exists $e_{1}^{* *} \in A^{* *}$ and $e_{2}^{* *} \in b^{* *}$ such that $K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right)=x^{* *}$ for every $x^{* *} \in X^{* *}$. Now let $\left\{e_{\alpha}\right\},\left\{e_{\beta}\right\}$ and $\left\{x_{\gamma}\right\}$ be nets in $A, B$ and $X$ converging to $e_{1}^{* *}, e_{2}^{* *}$ and $x^{* *}$ in the $w^{*}$-topologies, respectively. Thus

$$
\begin{aligned}
w^{*}-\lim _{\gamma} w^{*}-\lim _{\beta} w^{*}-\lim _{\alpha} K_{1}\left(e_{\alpha}, e_{\beta}, x_{\gamma}\right) & =K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right) \\
& =x^{* *}=w^{*}-\lim _{\gamma} x_{\gamma}
\end{aligned}
$$

Therefore $K_{1}$ is left approximately unital and proof follows.
Remark 5.1. It should be remarked that in contrast to the situation occurring for $K_{1}^{r * * * * r}$ and $K_{2}^{* * * *}$ in the above lemma, $K_{1}^{* * * *}$ and $K_{2}^{r * * * * r}$ are not necessarily left and right unital respectively, in general.

Theorem 5.1. Suppose $X, S$ are Banach spaces and $A, B$ are Banach algebras.

1. Let $K_{1}: A \times B \times X \longrightarrow X$ be left approximately unital and factors through $g_{r}: A \times B \times S \longrightarrow X$ from rigth by $h: X \longrightarrow S$. If $h$ is weakly compactenss, then $X$ is reflexive.
2. Let $K_{2}: X \times B \times A \longrightarrow X$ be right approximately unital and factors through $g_{l}: S \times B \times A \longrightarrow X$ from left by $h: X \longrightarrow S$. If $h$ is weakly compactenss, then $X$ is reflexive.

Proof. We only give the proof for (1). Since $K_{1}$ is left approximately unital, there exists $e_{1}^{* *} \in A^{* *}$ and $e_{2}^{* *} \in B^{* *}$ such that

$$
K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right)=x^{* *},
$$

for every $x^{* *} \in X^{* *}$. On the other hand, the bounded tri-linear mapping $K_{1}$ factors through $g_{r}$ from right, so by Theorem 4.1, $K_{1}^{r * * * * r}$ factors through $g_{r}^{r * * * * r}$ from right. Thus

$$
K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right)=g_{r}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, h_{3}^{* *}\left(x^{* *}\right)\right)
$$

Then for every $x^{* * *} \in X^{* * *}$ we have

$$
\begin{aligned}
\left\langle x^{* * *}, x^{* *}\right\rangle & =\left\langle x^{* * *}, K_{1}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, x^{* *}\right)\right\rangle \\
& =\left\langle x^{* * *}, g_{r}^{r * * * * r}\left(e_{1}^{* *}, e_{2}^{* *}, h^{* *}\left(x^{* *}\right)\right)\right\rangle \\
& =\left\langle g_{r}^{r * * * r *}\left(x^{* * *}, e_{1}^{* *}, e_{2}^{* *}\right), h^{* *}\left(x^{* *}\right)\right\rangle \\
& =\left\langle h^{* * *}\left(g_{r}^{r * * * * r *}\left(x^{* * *}, e_{1}^{* *}, e_{2}^{* *}\right)\right), x^{* *}\right\rangle .
\end{aligned}
$$

Therefore $x^{* * *}=h^{* * *}\left(g_{r}^{r * * * * r *}\left(x^{* * *}, e_{1}^{* *}, e_{2}^{* *}\right)\right)$. The weak compactness of $h$ implies that $h^{* * *}\left(S^{* * *}\right) \subseteq X^{*}$. In particular $h^{* * *}\left(g_{r}^{r * * * * r *}\left(x^{* * *}, e_{1}^{* *}, e_{2}^{* *}\right)\right) \subseteq X^{*}$, that is, $X^{*}$ is reflexive. So $X$ is reflexive.
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#### Abstract

We prove Ekeland's variational principle in $S^{J S}$ - metric spaces. A generalization of Caristi fixed point theorem on $S^{J S}$ - metric spaces is obtained as a consequence.


Keywords:Ekeland's variational principle; $S^{J S}$ - metric space; fixed point

## 1. Introduction

In his classic paper Ekeland [7] proved a theorem (Ekeland's variational principle) that asserts that there exists nearly optimal solutions to some optimization problems. Ekeland's variational principle can be applied when the lower level set of a minimization problems is not compact, so that the Bolzano-Weierstrass theorem cannot be used. Ekeland's principle relies on Cantor intersection theorem and axiom of choice. Ekeland's principle also leads to an elegant proof of the famous Caristi fixed point theorem [5]. For further generalizations and applications of Ekeland's variational principle we refere to $[2,8,9,11]$ and their references. Recently Beg et al. $[1,12,13]$ introduced a very general notion of $S^{J S}$ - metric spaces (see preliminaries) which does not satisfy the triangle inequality and symmetry, and obtained several interesting results with examples. In fact $b$ - metric spaces [6], $S_{b^{-}}$metric spaces [14], JS-metric spaces [10], and partial metric spaces [4] are special cases
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of $S^{J S}$ - metric spaces. The aim of this paper is to prove a variant of Ekeland's variational principle in $S^{J S}$ - metric spaces and then derive Caristi fixed point theorem as an application. The results above generalize/extend several results from the existing literature.

## 2. Preliminaries

In this section, we first give the notion of $S^{J S}$ - metric space $(X, J)$, due to [1], some notations and terminology and a lemma to use in next section.

Let $X$ be a nonempty set and $J: X^{3} \rightarrow[0, \infty]$ be a function. We define the set

$$
S(J, X, x)=\left\{\left\{x_{n}\right\} \subset X: \lim _{n \rightarrow \infty} J\left(x, x, x_{n}\right)=0\right\}
$$

for all $x \in X$. If J satisfies
(i) $J(x, y, z)=0$ implies $x=y=z$ for any $x, y, z \in X$;
(ii) there exists some $s>0$ such that for any $(x, y, z) \in X^{3}$ and $\left\{z_{n}\right\} \in$ $S(J, X, z)$, we have

$$
J(x, y, z) \leq s \limsup _{n \rightarrow \infty}\left(J\left(x, x, z_{n}\right)+J\left(y, y, z_{n}\right)\right)
$$

then the pair $(X, J)$ is called an $S^{J S}$ - metric space (with coefficient $s$ ). Several known examples of $S^{J S}$ - metric spaces are given in [1] and [13], we give another examples of $S^{J S}$ - metric spaces in the below.

Example 2.1. Let $X=\overline{\mathbb{R}}$ and $J: X^{3} \rightarrow[0, \infty]$ be defined by $J(x, y, z)=\exp (|x|)+$ $\exp (|y|)+\exp (|z|)-3$ for all $x, y, z \in X$, then clearly $\left(J_{1}\right)$ is satisfied. For any $z \neq 0$, $S(J, X, z)=\emptyset$. For any $\left\{z_{n}\right\} \in S(J, X, 0)$, we see that

$$
J(x, y, 0) \leq h \limsup _{n \rightarrow \infty}\left(J\left(x, x, z_{n}\right)+J\left(y, y, z_{n}\right)\right)
$$

where $h \geqslant \frac{1}{2}$, for all $x, y \in X$. Then condition $\left(J_{2}\right)$ is also satisfied. So $J$ is an $S^{J S}$-metric. It is a non-symmetric $S^{J S}$-metric space.

Example 2.2. Let $X=\overline{\mathbb{R}}$ and $J: X^{3} \rightarrow[0, \infty]$ be defined by $J(x, y, z)=|x-y|+|y|+2|z|$ for all $x, y, z \in X$, then clearly $\left(J_{1}\right)$ is satisfied. For any $z \neq 0, S(J, X, z)=\emptyset$. If $z=0$ then for any sequence $\left\{z_{n}\right\} \in S(J, X, 0)$, we get

$$
J(x, y, 0)=|x-y|+|y| \leqslant|x|+2|y| \leqslant 2(|x|+|y|)=2 \limsup _{n \rightarrow \infty}\left(J\left(x, x, z_{n}\right)+J\left(y, y, z_{n}\right)\right),
$$

for all $x, y \in X$. Therefore, the condition $\left(J_{2}\right)$ is satisfied and $J$ is an $S^{J S}$-metric on $X$. It is a non-symmetric $S^{J S}$-metric space.

In an $S^{J S}$ - metric space $(X, J)$, a sequence $\left\{x_{n}\right\} \subset X$ is said to be convergent to an element $x \in X$ if $\left\{x_{n}\right\} \in S(J, X, x)$. A sequence $\left\{x_{n}\right\} \subset X$ is said to be Cauchy if $\lim _{n, m \rightarrow \infty} J\left(x_{n}, x_{n}, x_{m}\right)=0$.

Space $(X, J)$ is said to be complete if every Cauchy sequence in $X$ is convergent. Open ball of center $x \in X$ and radius $r>0$ in $X$ is defined as follows:

$$
B_{J}(x, r)=\{y \in X: J(x, x, y)<r\} .
$$

A nonempty subset $U$ of $X$, with the property that for any $x \in U$ there exists $r>0$ such that $B_{J}(x, r) \subset U$ is called an open set. A subset $B$ of $X$ is called closed if $B^{c}$ is open.

Lemma 2.1. [1][Cantor's Intersection Theorem] Every complete $S^{J S}$ - metric space has Cantor's intersection property.

## 3. Ekeland's variational principle

Definition 3.1. In an $S^{J S}$-metric space $(X, J)$, a mapping $\psi: X \rightarrow \overline{\mathbb{R}}$ is said to be lower semi-continuous at $t_{0} \in X$ if for any $\epsilon>0$ there exits some $\delta_{\epsilon}>0$ such that $\psi\left(t_{0}\right)<\psi(t)+\epsilon$ for all $t \in B_{J}\left(t_{0}, \delta_{\epsilon}\right)$.

Definition 3.2. Let $(X, J)$ be an $S^{J S}$-metric space and $\left\{A_{n}\right\}$ be a decreasing sequence of nonempty subsets of $X$. Then $\left\{A_{n}\right\}$ is said to have vanishing diameter property ( $v d$-property) if for each $i \in \mathbb{N}$ there exists some fixed $a_{i} \in A_{i}$ such that $J\left(x, x, a_{i}\right) \leq J\left(a_{i}, a_{i}, a_{i}\right)+r_{i}$ for all $x \in A_{i}$, where $\left\{r_{i}\right\} \subset \mathbb{R}_{+}$with $r_{i} \rightarrow 0$ as $i \rightarrow \infty$.

Definition 3.3. An $S^{J S}$-metric space $(X, J)$ is said to have vanishing diameter property if for any decreasing sequence of nonempty subsets $\left\{A_{n}\right\}$ of $X$ with $v d$ - property we have $\operatorname{diam}\left(A_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

We now establish Ekeland's variational principle in an $S^{J S}$-metric space. Let us denote $d_{J}(x, y)=J(x, x, y)$ for all $x, y \in X$.

Theorem 3.1. Let $(X, J)$ be a complete $S^{J S}$-metric space with coefficient $s>1$, such that $d_{J}$ is continuous in both variables, $\sup \{J(x, x, x): x \in X\}<\infty$ and $X$ has vanishing diameter property. Now let, $f: X \rightarrow \overline{\mathbb{R}}$ be a lower semi-continuous, proper and lower bounded mapping. Then for every $x_{0} \in X$ and $\epsilon>0$ with

$$
\begin{equation*}
f\left(x_{0}\right) \leq \inf _{x \in X} f(x)+\epsilon \tag{3.1}
\end{equation*}
$$

there exists a sequence $\left\{x_{n}\right\} \subset X$ and $x_{\epsilon} \in X$ such that:
(i) $x_{n} \rightarrow x_{\epsilon}$ as $n \rightarrow \infty$,
(ii) For all $n \geq 1$,

$$
J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right)-J\left(x_{n}, x_{n}, x_{n}\right) \leq \frac{\epsilon}{2^{n}}
$$

(iii) For all $x \neq x_{\epsilon}$,

$$
f(x)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x, x, x_{n}\right)>f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right)
$$

(iv)

$$
\begin{aligned}
f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) & \leq f\left(x_{0}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{n}, x_{n}, x_{n}\right) \\
& \leq \inf _{x \in X} f(x)+\epsilon+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{n}, x_{n}, x_{n}\right)
\end{aligned}
$$

Proof. Consider the set

$$
S_{f}\left(x_{0}\right)=\left\{x \in X: f(x)+d_{J}\left(x, x_{0}\right) \leq f\left(x_{0}\right)+d_{J}\left(x_{0}, x_{0}\right)\right\}
$$

Since $x_{0} \in S_{f}\left(x_{0}\right)$ then $S_{f}\left(x_{0}\right)$ is nonempty. Let $\left\{z_{n}\right\} \subset S_{f}\left(x_{0}\right)$ be such that $\left\{z_{n}\right\}$ converges to some $z \in X$. Then $f\left(z_{n}\right)+d_{J}\left(z_{n}, x_{0}\right) \leq f\left(x_{0}\right)+d_{J}\left(x_{0}, x_{0}\right)$ for all $n \in \mathbb{N}$. Now $f$ is lower semi-continuous at $z \in X$, so for any $\epsilon_{1}>0, f(z)<f(t)+\frac{\epsilon_{1}}{2}$ for all $t \in B_{J}\left(z, \delta_{\epsilon_{1}}\right)$ for $\delta_{\epsilon_{1}}>0$. Also $\left\{z_{n}\right\}$ converges to some $z$, so there exists $N_{1} \geq 1$ such that $z_{n} \in B_{J}\left(z, \delta_{\epsilon_{1}}\right)$ for all $n \geq N_{1}$. Therefore $f(z)<f\left(z_{n}\right)+\frac{\epsilon_{1}}{2}$ for all $n \geq N_{1}$. Now continuity of $d_{J}$ implies that $d_{J}\left(z_{n}, x_{0}\right) \rightarrow d_{J}\left(z, x_{0}\right)$ as $n \rightarrow \infty$. Thus for all $n \geq N_{2}$

$$
d_{J}\left(z, x_{0}\right)-\frac{\epsilon_{1}}{2}<d_{J}\left(z_{n}, x_{0}\right)<d_{J}\left(z, x_{0}\right)+\frac{\epsilon_{1}}{2} .
$$

Therefore, for all $n \geq N=\max \left\{N_{1}, N_{2}\right\}$ we get,

$$
\begin{align*}
f(z)+d_{J}\left(z, x_{0}\right) & <f\left(z_{n}\right)+d_{J}\left(z_{n}, x_{0}\right)+\epsilon_{1} \forall n \geqslant N \\
& \leq f\left(x_{0}\right)+d_{J}\left(x_{0}, x_{0}\right)+\epsilon_{1} . \tag{3.2}
\end{align*}
$$

Since $\epsilon_{1}>0$ is arbitrary, thus $f(z)+d_{J}\left(z, x_{0}\right) \leq f\left(x_{0}\right)+d_{J}\left(x_{0}, x_{0}\right)$. Therefore $z \in S_{f}\left(x_{0}\right)$. Hence $S_{f}\left(x_{0}\right)$ is closed. Also for any $y \in S_{f}\left(x_{0}\right)$ we get

$$
\begin{align*}
d_{J}\left(y, x_{0}\right)-d_{J}\left(x_{0}, x_{0}\right) & \leq f\left(x_{0}\right)-f(y) \\
& \leq f\left(x_{0}\right)-\inf _{x \in X} f(x) \leq \epsilon \tag{3.3}
\end{align*}
$$

We choose $x_{1} \in S_{f}\left(x_{0}\right)$ such that $f\left(x_{1}\right)+d_{J}\left(x_{1}, x_{0}\right) \leq \inf _{x \in S_{f}\left(x_{0}\right)}\left\{f(x)+d_{J}\left(x, x_{0}\right)\right\}+$ $\frac{\epsilon}{2 s}$ and let
$S_{f}\left(x_{1}\right)=\left\{x \in X: f(x)+d_{J}\left(x, x_{0}\right)+\frac{1}{s} d_{J}\left(x, x_{1}\right) \leq f\left(x_{1}\right)+d_{J}\left(x_{1}, x_{0}\right)+\frac{1}{s} d_{J}\left(x_{1}, x_{1}\right)\right\}$.

Thus $x_{1} \in S_{f}\left(x_{1}\right)$ and in a similar way as above we can prove that $S_{f}\left(x_{1}\right)$ is also closed.

Inductively, we can suppose that $x_{n-1} \in S_{f}\left(x_{n-2}\right)$ (for $n>2$ ) was already chosen and we consider

$$
\begin{equation*}
S_{f}\left(x_{n-1}\right)=\left\{x \in S_{f}\left(x_{n-2}\right): f(x)+\sum_{i=0}^{n-1} \frac{1}{s^{i}} d_{J}\left(x, x_{i}\right) \leq f\left(x_{n-1}\right)+\sum_{i=0}^{n-1} \frac{1}{s^{i}} d_{J}\left(x_{n-1}, x_{i}\right)\right\} . \tag{3.5}
\end{equation*}
$$

Let us choose $x_{n} \in S_{f}\left(x_{n-1}\right)$ such that

$$
f\left(x_{n}\right)+\sum_{i=0}^{n-1} \frac{1}{s^{i}} d_{J}\left(x_{n}, x_{i}\right) \leq \inf _{x \in S_{f}\left(x_{n-1}\right)}\left\{f(x)+\sum_{i=0}^{n-1} \frac{1}{s^{i}} d_{J}\left(x, x_{i}\right)\right\}+\frac{\epsilon}{2^{n} s^{n}}
$$

and we define the set

$$
\begin{equation*}
S_{f}\left(x_{n}\right)=\left\{x \in S_{f}\left(x_{n-1}\right): f(x)+\sum_{i=0}^{n} \frac{1}{s^{i}} d_{J}\left(x, x_{i}\right) \leq f\left(x_{n}\right)+\sum_{i=0}^{n} \frac{1}{s^{i}} d_{J}\left(x_{n}, x_{i}\right)\right\} \tag{3.6}
\end{equation*}
$$

Clearly $x_{n} \in S_{f}\left(x_{n}\right)$ and $S_{f}\left(x_{n}\right)$ is also closed. Now for each $y \in S_{f}\left(x_{n}\right)$ we get

$$
\begin{aligned}
\frac{1}{s^{n}} d_{J}\left(y, x_{n}\right) & \leq\left\{f\left(x_{n}\right)+\sum_{i=0}^{n} \frac{1}{s^{i}} d_{J}\left(x_{n}, x_{i}\right)\right\}-\left\{f(y)+\sum_{i=0}^{n-1} \frac{1}{s^{i}} d_{J}\left(y, x_{i}\right)\right\} \\
& \leq\left\{f\left(x_{n}\right)+\sum_{i=0}^{n} \frac{1}{s^{i}} d_{J}\left(x_{n}, x_{i}\right)\right\}-\inf _{x \in S_{f}\left(x_{n-1}\right)}\left\{f(x)+\sum_{i=0}^{n-1} \frac{1}{s^{i}} d_{J}\left(x, x_{i}\right)\right\} \\
& \leq \frac{1}{s^{n}} d_{J}\left(x_{n}, x_{n}\right)+\frac{\epsilon}{2^{n} s^{n}} .
\end{aligned}
$$

Therefore, for any $y \in S_{f}\left(x_{n}\right)$ we have

$$
d_{J}\left(y, x_{n}\right)-d_{J}\left(x_{n}, x_{n}\right) \leq \frac{\epsilon}{2^{n}} \forall n \in \mathbb{N} .
$$

Thus the decreasing sequence of nonempty closed subsets $\left\{S_{f}\left(x_{n}\right)\right\}_{n \geq 0}$ has $v d$-property. Since $X$ has $v d$ - property therefore $\operatorname{diam}\left(S_{f}\left(x_{n}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. Thus by Cantor's intersection theorem (See Lemma 2.1) we have $\cap_{n=0}^{\infty} S_{f}\left(x_{n}\right)=\left\{x_{\epsilon}\right\}$.

Now $d_{J}\left(x_{\epsilon}, x_{n}\right) \leq \operatorname{diam}\left(S_{f}\left(x_{n}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$ and we have $x_{n} \rightarrow x_{\epsilon}$ as $n \rightarrow \infty$. From (3.7) we see that

$$
J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right)-J\left(x_{n}, x_{n}, x_{n}\right) \leq \frac{\epsilon}{2^{n}} \forall n \in \mathbb{N} .
$$

Now

$$
\begin{aligned}
f\left(x_{1}\right)+d_{J}\left(x_{1}, x_{0}\right) & \leq f\left(x_{0}\right)+d_{J}\left(x_{0}, x_{0}\right) \\
f\left(x_{2}\right)+d_{J}\left(x_{2}, x_{0}\right)+\frac{1}{s} d_{J}\left(x_{2}, x_{1}\right) & \leq f\left(x_{1}\right)+d_{J}\left(x_{1}, x_{0}\right)+\frac{1}{s} d_{J}\left(x_{1}, x_{1}\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq f\left(x_{0}\right)+d_{J}\left(x_{0}, x_{0}\right)+\frac{1}{s} d_{J}\left(x_{1}, x_{1}\right) \\
& \cdots  \tag{3.8}\\
& f\left(x_{m}\right)+\sum_{i=0}^{m-1} \frac{1}{s^{i}} d_{J}\left(x_{m}, x_{i}\right) \leq f\left(x_{0}\right)+\sum_{i=0}^{m-1} \frac{1}{s^{i}} d_{J}\left(x_{i}, x_{i}\right) \forall m>1 .
\end{align*}
$$

Also $x_{\epsilon} \in S_{f}\left(x_{q}\right)$ for all $q \in \mathbb{N}$, therefore

$$
\begin{align*}
f\left(x_{\epsilon}\right)+\sum_{i=0}^{q} \frac{1}{s^{i}} d_{J}\left(x_{\epsilon}, x_{i}\right) & \leq f\left(x_{q}\right)+\sum_{i=0}^{q} \frac{1}{s^{i}} d_{J}\left(x_{q}, x_{i}\right) \\
& \leq f\left(x_{0}\right)+\sum_{i=0}^{q} \frac{1}{s^{i}} d_{J}\left(x_{i}, x_{i}\right) \forall q \geq 1, \tag{3.9}
\end{align*}
$$

which in turn implies that

$$
\begin{align*}
f\left(x_{\epsilon}\right)+\sum_{i=0}^{\infty} \frac{1}{s^{i}} d_{J}\left(x_{\epsilon}, x_{i}\right) & \leq f\left(x_{0}\right)+\sum_{i=0}^{\infty} \frac{1}{s^{i}} d_{J}\left(x_{i}, x_{i}\right) \\
& \leq \inf _{x \in X} f(x)+\epsilon+\sum_{i=0}^{\infty} \frac{1}{s^{i}} d_{J}\left(x_{i}, x_{i}\right) . \tag{3.10}
\end{align*}
$$

Moreover for all $x \neq x_{\epsilon}$, we have $x \notin \cap_{n=0}^{\infty} S_{f}\left(x_{n}\right)$ and thus there exists $m \in \mathbb{N}$ such that $x \notin S_{f}\left(x_{m}\right)$. So $x \notin S_{f}\left(x_{q}\right)$ for all $q \geq m$. Therefore,

$$
\begin{align*}
f(x)+\sum_{i=0}^{q} \frac{1}{s^{i}} d_{J}\left(x, x_{i}\right) & >f\left(x_{q}\right)+\sum_{i=0}^{q} \frac{1}{s^{i}} d_{J}\left(x_{q}, x_{i}\right) \\
& \geq f\left(x_{\epsilon}\right)+\sum_{i=0}^{q} \frac{1}{s^{i}} d_{J}\left(x_{\epsilon}, x_{i}\right) \forall q \geq m . \tag{3.11}
\end{align*}
$$

Hence we see that

$$
f(x)+\sum_{i=0}^{\infty} \frac{1}{s^{i}} d_{J}\left(x, x_{i}\right)>f\left(x_{\epsilon}\right)+\sum_{i=0}^{\infty} \frac{1}{s^{i}} d_{J}\left(x_{\epsilon}, x_{i}\right) .
$$

Example 3.1. Let us consider $X=(-\infty,+\infty)$ and let $J: X^{3} \rightarrow[0, \infty]$ be defined as $J(x, y, z)=|x-y|^{2}+|y-z|^{2}$ for all $x, y, z \in X$. Then $(X, J)$ is an $S^{J S}$-metric space for $s=3$. Here $d_{J}(x, y)=|x-y|^{2}$, which is continuous in both the variables and $\sup \{J(x, x, x): x \in X\}=0$. Now we show that $X$ has vanishing diameter property.

Let $\left\{E_{n}\right\}$ be a decreasing sequence of nonempty subsets of $X$ such that it has $v d$-property. Then for any $i \in \mathbb{N}$ there exists some fixed $e_{i} \in E_{i}$ such that $J\left(x, x, e_{i}\right)=\left|x-e_{i}\right|^{2} \leq$ $J\left(e_{i}, e_{i}, e_{i}\right)+r_{i}=r_{i}$ for all $x \in E_{i}$, where $\left\{r_{i}\right\} \subset \mathbb{R}_{+}$with $r_{i} \rightarrow 0$ as $i \rightarrow \infty$.

Let $x^{(i)}, y^{(i)}, z^{(i)} \in E_{i}$ be arbitrary. Then

$$
\begin{aligned}
J\left(x^{(i)}, y^{(i)}, z^{(i)}\right) & =\left|x^{(i)}-y^{(i)}\right|^{2}+\left|y^{(i)}-z^{(i)}\right|^{2} \\
& \leqslant 2\left[\left|x^{(i)}-e_{i}\right|^{2}+\left|y^{(i)}-e_{i}\right|^{2}\right]+2\left[\left|y^{(i)}-e_{i}\right|^{2}+\left|z^{(i)}-e_{i}\right|^{2}\right] \\
& \left.=2\left[\left|x^{(i)}-e_{i}\right|^{2}+2\left|y^{(i)}-e_{i}\right|^{2}\right]+\left|z^{(i)}-e_{i}\right|^{2}\right] \\
& \leqslant 8 r_{i} \rightarrow 0
\end{aligned}
$$

as $i \rightarrow \infty$. This implies $\operatorname{diam}\left(A_{i}\right) \leq 8 r_{i}$. Since this is true for all $i \in \mathbb{N}$ we get $\operatorname{diam}\left(A_{i}\right) \rightarrow$ 0 as $r_{i} \rightarrow \infty$. Thus $(X, J)$ has vanishing diameter property.

Let $f: X \rightarrow \overline{\mathbb{R}}$ be defined as $f(x)=e^{|x|}+x^{2}+4|x|$ for all $x \in X$. Then $f$ is continuous and lower bounded. Let us take $\epsilon>0$ as arbitrary and choose $x_{0} \in X$ which satisfies $f\left(x_{0}\right) \leq \inf _{x \in X} f(x)+\epsilon$. Now let us consider $x_{\epsilon}=0$, if $x_{0}=0$ then we have to choose $x_{n}=0$ for all $n \geq 1$ and clearly Theorem 3.1 follows immediately. Now if $x_{0} \neq 0$ then we choose $x_{n}=\sqrt{\frac{\epsilon}{K r^{n}}}$, where $K \geq 1$ and $r>2$ are chosen in such a way that

$$
\epsilon \leq \min \left\{\frac{K(3 r-1)}{3 r}\left[f\left(x_{0}\right)-1\right], K\right\} .
$$

Then we have
(i) $x_{n} \rightarrow x_{\epsilon}$ as $n \rightarrow \infty$,
(ii) For all $n \geq 1$,

$$
J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right)-J\left(x_{n}, x_{n}, x_{n}\right)=\left|x_{\epsilon}-x_{n}\right|^{2}=\frac{\epsilon}{K r^{n}}<\frac{\epsilon}{2^{n}}
$$

(iii) For all $x \neq x_{\epsilon}$,

$$
\begin{array}{cc} 
& f(x)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x, x, x_{n}\right) \\
= & e^{|x|}+x^{2}+4|x|+\sum_{n=0}^{\infty} \frac{1}{3^{n}}\left|x-\sqrt{\frac{\epsilon}{K r^{n}}}\right|^{2} \\
= & e^{|x|}+x^{2}+4|x|+\frac{3}{2} x^{2}-2 \sqrt{\frac{\epsilon}{K}} \frac{3 r^{\frac{1}{2}}}{3 r^{\frac{1}{2}}-1} x+\frac{\epsilon}{K} \frac{3 r}{3 r-1} \\
\geqslant & e^{|x|}+x^{2}+4|x|+\frac{3}{2} x^{2}-2 \frac{3 r^{\frac{1}{2}}}{3 r^{\frac{1}{2}}-1} x+\frac{\epsilon}{K} \frac{3 r}{3 r-1} \\
> & 1+\frac{\epsilon}{K} \frac{3 r}{3 r-1}=f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) .
\end{array}
$$

(iv)

$$
\begin{aligned}
f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) & =1+\frac{\epsilon}{K} \frac{3 r}{3 r-1} \leqslant f\left(x_{0}\right) \\
& =f\left(x_{0}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{n}, x_{n}, x_{n}\right) \\
& \leq \inf _{x \in X} f(x)+\epsilon+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{n}, x_{n}, x_{n}\right) .
\end{aligned}
$$

Next we have the following consequence of Ekeland's variational principle in $S^{J S}$-metric spaces.

Corollary 3.1. Let $(X, J)$ be a complete $S^{J S}$-metric space with coefficient $s>1$, such that $d_{J}$ is continuous in both variables, $\sup \{J(x, x, x): x \in X\}<\infty$ and $X$ has vanishing diameter property. Now let, $f: X \rightarrow \overline{\mathbb{R}}$ be a lower semi-continuous, proper and lower bounded mapping. Then for every $\epsilon>0$ there exists a sequence $\left\{x_{n}\right\} \subset X$ and $x_{\epsilon} \in X$ such that:
(i) $x_{n} \rightarrow x_{\epsilon}$ as $n \rightarrow \infty$,
(ii) $f(x)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x, x, x_{n}\right) \geq f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right)$ for every $x \in X$,
(iii) $f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) \leq \inf _{x \in X} f(x)+\epsilon+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{n}, x_{n}, x_{n}\right)$.

As an application of Theorem 3.1 we now prove Caristi's fixed point theorem in the context of $S^{J S}$-metric spaces.

Theorem 3.2. Let $(X, J)$ be a complete $S^{J S}$-metric space with coefficient $s>1$, such that $d_{J}$ is continuous in both variables, $\sup \{J(x, x, x): x \in X\}<\infty$ and $X$ has vanishing diameter property. Let $T: X \rightarrow X$ be an operator for which there exists a lower semi-continuous mapping, proper and lower bounded mapping $f: X \rightarrow \overline{\mathbb{R}}$ such that

$$
\begin{equation*}
J(u, u, v)+s J(u, u, T u) \geq J(T u, T u, v) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{s^{2}}{s-1} J(u, u, T u) \leq f(u)-f(T u) \forall u, v \in X \tag{3.13}
\end{equation*}
$$

Then $T$ has at least one fixed point in $X$.
Proof. Let us assume that for all $x \in X, T x \neq x$. Using Corollary 3.1 for $f$, we obtain that for each $\epsilon>0$ there exists a sequence $\left\{x_{n}\right\} \subset X$ such that $x_{n} \rightarrow x_{\epsilon}$ as $n \rightarrow \infty$ and

$$
f(x)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x, x, x_{n}\right)>f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} J\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) \forall x \neq x_{\epsilon} .
$$

If in the above inequality, we put $x=T\left(x_{\epsilon}\right)$ then, since $T\left(x_{\epsilon}\right) \neq x_{\epsilon}$, we get that

$$
\begin{align*}
f\left(x_{\epsilon}\right)-f\left(T x_{\epsilon}\right) & <\sum_{n=0}^{\infty} \frac{1}{s^{n}}\left[d_{J}\left(T x_{\epsilon}, x_{n}\right)-d_{J}\left(x_{\epsilon}, x_{n}\right)\right] \\
& <\sum_{n=0}^{\infty} \frac{1}{s^{n}} s d_{J}\left(x_{\epsilon}, T x_{\epsilon}\right)(5.15) \\
& =s \sum_{n=0}^{\infty} \frac{1}{s^{n}} d_{J}\left(x_{\epsilon}, T x_{\epsilon}\right) \\
& =\frac{s^{2}}{s-1} d_{J}\left(x_{\epsilon}, T x_{\epsilon}\right) . \tag{3.14}
\end{align*}
$$

Also from (3.13) we get $\frac{s^{2}}{s-1} d_{J}\left(x_{\epsilon}, T x_{\epsilon}\right) \leq f\left(x_{\epsilon}\right)-f\left(T x_{\epsilon}\right)$, a contradiction. Therefore there exists at least one $x^{*} \in X$ such that $T x^{*}=x^{*}$.

Definition 3.4. [14] Let $X$ be a nonempty set and $s \geq 1$ be a given number. Also let a function $S_{b}: X^{3} \rightarrow[0, \infty)$ satisfy the following conditions, for each $x, y, z, w \in X:$
(i) $S_{b}(x, y, z)=0$ if and only if $x=y=z$;
(ii) $S_{b}(x, y, z) \leq s\left[S_{b}(x, x, w)+S_{b}(y, y, w)+S_{b}(z, z, w)\right]$.

The pair $\left(X, S_{b}\right)$ is called an $S_{b}$-metric space.
Souayah and Mlaiki [14, Theorem 2.4] follows from our Theorem 3.1 as an immediate corollary.

Corollary 3.2. Let $\left(X, S_{b}\right)$ be a complete $S_{b}$-metric space with coefficient $s>1$, such that the $S_{b}$-metric is continuous and $f: X \rightarrow \overline{\mathbb{R}}$ is a lower semi-continuous, proper and lower bounded mapping. Then for every $x_{0} \in X$ and $\epsilon>0$ with

$$
\begin{equation*}
f\left(x_{0}\right) \leq \inf _{x \in X} f(x)+\epsilon \tag{3.15}
\end{equation*}
$$

there exists a sequence $\left\{x_{n}\right\} \subset X$ and $x_{\epsilon} \in X$ such that:
(i) $x_{n} \rightarrow x_{\epsilon}$ as $n \rightarrow \infty$,
(ii) $S_{b}\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) \leq \frac{\epsilon}{2^{n}}$ for all $n \geq 1$,
(iii) $f(x)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} S_{b}\left(x, x, x_{n}\right)>f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} S_{b}\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right)$ for every $x \neq x_{\epsilon}$,
(iv) $f\left(x_{\epsilon}\right)+\sum_{n=0}^{\infty} \frac{1}{s^{n}} S_{b}\left(x_{\epsilon}, x_{\epsilon}, x_{n}\right) \leq f\left(x_{0}\right) \leq \inf _{x \in X} f(x)+\epsilon$.

Proof. Let $\left\{A_{n}\right\}$ be a decreasing sequence of nonempty subsets of $X$ such that it has $v d$-property. Then for each $i \in \mathbb{N}$ there exists some fixed $a_{i} \in A_{i}$ such that $S_{b}\left(x, x, a_{i}\right) \leq S_{b}\left(a_{i}, a_{i}, a_{i}\right)+r_{i}=r_{i}$ for all $x \in A_{i}$, where $\left\{r_{i}\right\} \subset \mathbb{R}_{+}$with $r_{i} \rightarrow 0$ as $i \rightarrow \infty$.

Let $x^{(i)}, y^{(i)}, z^{(i)} \in A_{i}$ be arbitrary. Then

$$
\begin{aligned}
S_{b}\left(x^{(i)}, y^{(i)}, z^{(i)}\right) & \leq s\left[S_{b}\left(x^{(i)}, x^{(i)}, a_{i}\right)+S_{b}\left(y^{(i)}, y^{(i)}, a_{i}\right)+S_{b}\left(z^{(i)}, z^{(i)}, a_{i}\right)\right] \\
& \leq 3 s r_{i}
\end{aligned}
$$

It implies $\operatorname{diam}\left(A_{i}\right) \leq 3 s r_{i}$. Since this is true for all $i \in \mathbb{N}$ we get $\operatorname{diam}\left(A_{i}\right) \rightarrow 0$ as $r_{i} \rightarrow \infty$. Thus $\left(X, S_{b}\right)$ has vanishing diameter property. Therefore all the conditions of Theorem 3.1 are satisfied and the result follows immediately.

Corollary 3.3. Let $\left(X, S_{b}\right)$ be a complete $S_{b}$-metric space with coefficient $s>1$, such that the $S_{b}$-metric is continuous and let $T: X \rightarrow X$ be an operator for which
there exists a lower semi-continuous, proper and lower bounded mapping $f: X \rightarrow \overline{\mathbb{R}}$, such that:

$$
\begin{equation*}
S_{b}(u, u, v)+s S_{b}(u, u, T u) \geq S_{b}(T u, T u, v) \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{s^{2}}{s-1} S_{b}(u, u, T u) \leq f(u)-f(T u) \forall u, v \in X \tag{3.18}
\end{equation*}
$$

Then $T$ has at least one fixed point in $X$.
Proof. Using Theorem 3.2 and Corollary 3.2 we get the required proof.

Remark 3.1. [3, Theorem 2.2] is a particular case of our Theorem 3.1.
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#### Abstract

In this paper, the geometric structures of generalized $(k, \mu)$-space forms and their quasi-umbilical hypersurface are analyzed. First $\xi-Q$ and conformally flat generalized $(k, \mu)$-space form are investigated and shown that a conformally flat generalized $(k, \mu)$-space form is Sasakian. Next, we prove that a generalized $(k, \mu)$-space form satisfying Ricci pseudosymmetry and $Q$-Ricci pseudosymmetry conditions is $\eta$-Einstein. We obtain the condition under which a quasi-umbilical hypersurface of a generalized $(k, \mu)$ space form is a generalized quasi Einstein hypersurface. Also $\xi$-sectional curvature of a quasi-umbilical hypersurface of generalized $(k, \mu)$-space form is obtained. Finally, the results obtained are verified by constructing an example of 3-dimensional generalized ( $k, \mu$ )-space form.


Keywords: $(k, \mu)$-space form, Q curvature, Hypersurface, Sasakian, $\eta$-Einstein.

## 1. Introduction

The curvature tensor $R$ of the Riemannian manifold mostly determines the nature of the manifold and the sectional curvature of the manifold completely determines the curvature tensor $R$. A Riemannian manifold having a constant sectional curvature $c$ is known as real space-form. The sectional curvature $K(X, \phi X)$ of a plane section spanned by a unit vector $X$ orthogonal to $\xi$ is called a $\phi$-sectional curvature. If the $\phi$-sectional curvature of a Sasakian manifold is constant, then it is called Sasakian space form. Alegre et al. [2] introduced the notion of generalized Sasakian
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space forms and gave many examples of it. Throughout the years, many geometers $[3,4,13,15,16,17]$ focused on generalized Sasakian space forms under different geometric conditions.

Blair et al. [5] introduced the notion of $(k, \mu)$-contact metric manifolds. Following this, Koufogiorgos [23] introduced and studied ( $k, \mu$ ) space forms. The ( $k, \mu$ ) space forms are studied by [1, 14, 23, 30]. Carriazo et al. [8] introduced generalized $(k, \mu)$ space form which generalizes the notion of $(k, \mu)$ space forms. An almost contact metric manifold ( $M^{2 n+1}, \phi, \xi, g, \eta$ ) is said to be a generalized ( $k, \mu$ ) space form if there exists differentiable functions $f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{6}$ on the manifold whose curvature tensor $R$ is given by

$$
\begin{equation*}
R=f_{1} R_{1}+f_{2} R_{2}+f_{3} R_{3}+f_{4} R_{4}+f_{5} R_{5}+f_{6} R_{6} \tag{1.1}
\end{equation*}
$$

where $R_{1}, R_{2}, R_{3}, R_{4}, R_{5}, R_{6}$ are the following tensors:

$$
\begin{aligned}
R_{1}(X, Y) Z & =g(Y, Z) X-g(X, Z) Y \\
R_{2}(X, Y) Z & =g(X, \phi Z) \phi Y-g(Y, \phi Z) \phi X+2 g(X, \phi Y) \phi Z \\
R_{3}(X, Y) Z & =\eta(X) \eta(Z) Y-\eta(Y) \eta(Z) X+g(X, Z) \eta(Y) \xi-g(Y, Z) \eta(X) \xi, \\
R_{4}(X, Y) Z & =g(Y, Z) h X-g(X, Z) h Y+g(h Y, Z) X-g(h X, Z) Y, \\
R_{5}(X, Y) Z & =g(h Y, Z) h X-g(h X, Z) h Y+g(\phi h X, Z) \phi h Y-g(\phi h Y, Z) \phi h X, \\
R_{6}(X, Y) Z & =\eta(X) \eta(Z) h Y-\eta(Y) \eta(Z) h X+g(h X, Z) \eta(Y) \xi-g(h Y, Z) \eta(X) \xi,
\end{aligned}
$$

for any $X, Y, Z \in \chi(M)$. Here, $h$ is a symmetric tensor given by $2 h=\mathcal{L}_{\xi} \phi$, where $\mathcal{L}$ is Lie derivative. In particular, for $f_{4}=f_{5}=f_{6}=0$ it reduces to the generalized Sasakian space form [2]. It is obvious that $(k, \mu)$ space form is an example of generalized $(k, \mu)$ space form when

$$
f_{1}=\frac{c+3}{4}, f_{2}=\frac{c-1}{4}, f_{3}=\frac{c+3}{4}-k, f_{4}=1, f_{5}=\frac{1}{2}, f_{6}=1-\mu
$$

are constants. In [8], the author studied generalized $(k, \mu)$ space forms in contact metric and Trans-Sasakian manifolds. Carriazo and Molina [9] studied $D_{\alpha^{-}}$ homothetic deformations of generalized $(k, \mu)$-space forms and found that deformed spaces are again generalized $(k, \mu)$-space forms in dimension 3 , but not in general. In recent years, many geometers studied generalized ( $k, \mu$ )-space forms under several conditions [21, 28, 22, 20, 27, 29].

In [26], Mantica and Suh introduced and studied $Q$ curvature tensor. In a $(2 n+1)$-dimensional Riemannian manifold $(M, g)$, the $Q$ curvature tensor is given by

$$
\begin{equation*}
Q(X, Y) Z=R(X, Y) Z-\frac{v}{2 n}[g(Y, Z) X-g(X, Z) Y] \tag{1.2}
\end{equation*}
$$

for any $X, Y, Z \in \chi(M)$ and $v$ is an arbitrary scalar function on $M$. If $v=\frac{r}{2 n+1}$, then $Q$ curvature tensor reduces to concircular curvature tensor [32]. In [13], De
and Majhi studied $Q$ curvature tensor in a generalized Sasakian space form.

One of the most important curvature tensors for analyzing the intrinsic properties of Riemannian manifold is the conformal curvature tensor introduced by Yano and Kon [33]. This curvature is invariant under conformal transformation. The conformal curvature $C$ of type ( 1,3 ) on a ( $2 n+1$ )-dimensional Riemannian manifold $(M, g), n>1$, is defined by

$$
\begin{array}{r}
C(X, Y) Z=R(X, Y) Z-\frac{1}{2 n-1}[S(Y, Z) X-S(X, Z) Y+g(Y, Z) P X \\
-g(X, Z) P Y]+\frac{r}{2 n(2 n-1)}[g(Y, Z) X-g(X, Z) Y] \tag{1.3}
\end{array}
$$

where $R, S, P, r$ denote the Riemannian curvature tensor, the Ricci tensor, Riccioperator and the scalar curvature of the manifold respectively. Kim [25] studied conformally flat generalized Sasakian space forms. De and Majhi [15] studied $\phi$ conformal semisymmetric generalized Sasakian space forms.

Cartan [10] first initiated and completely classified complete simply connected locally symmetric spaces. A Riemannian manifold is said to be locally symmetric if the curvature tensor satisfies $\nabla R=0$. The notion of local symmetry is weakened by many authors throughout the years. One such notion is pseudosymmetric spaces introduced by Deszcz [19]. It should be noted that pseudosymmetric spaces introduced by Deszcz is different from those introduced by Chaki [11]. In [31], authors obtained the necessary and sufficient condition for a Chaki pseudosymmetric manifold to be Deszcz pseudosymmetric. De and Samui [14] studied Ricci pseudosymmetric $(k, \mu)$-contact space forms and show that it is an $\eta$-Einstein manifold.

The authors in [14], studied quasi-umbilical hypersurface on $(k, \mu)$-space forms. A hypersurface ( $\widetilde{M^{2 n+1}}, \tilde{g}$ ) of a Riemannian manifold $M^{2 n+1}$ is called quasi-umbilical [12] if its second fundamental tensor has the form

$$
\begin{equation*}
H_{\rho}(X, Y)=\alpha g(X, Y)+\beta \omega(X) \omega(Y) \tag{1.4}
\end{equation*}
$$

where $\omega$ is the 1 -form, $\alpha, \beta$ are scalars and the vector field corresponding to the 1 -form $\omega$ is a unit vector field. Here, the second fundamental tensor $H_{\rho}$ is defined by $H_{\rho}(X, Y)=\widetilde{g}\left(A_{\rho}, Y\right)$, where $A$ is $(1,1)$ tensor and $\rho$ is the unit normal vector field and $X, Y$ are tangent vector fields.
A Riemannian manifold is called a generalized quasi-Einstein manifold [18] if its Ricci tensor $S$ satisfies

$$
S(X, Y)=a g(X, Y)+b \eta(X) \eta(Y)+c \lambda(X) \lambda(Y)
$$

where $a, b$ and $c$ are non-zero scalars and $\eta, \lambda$ are 1 -forms. If $c=0$, then the manifold reduces to a quasi-Einstein manifold.

The paper is organized as follows: After preliminaries, $\xi-Q$ and conformally flat generalized $(k, \mu)$-space forms are investigated in section 3 . Next in section 4 , it is shown that $Q$-Ricci pseudosymmetric and Ricci pseudosymmetric generalized ( $k, \mu$ )space forms are $\eta$-Einstein under certain conditions. Moreover, conformal Ricci pseudosymmetric generalized $(k, \mu)$-space forms are studied. In section 5 , quasiumbilical hypersurface of generalized $(k, \mu)$-space form are investigated and shown that it is a generalized quasi Einstein hypersurface. Also $\xi$-sectional curvature of a quasi-umbilical hypersurface of generalized $(k, \mu)$-space form is obtained. Finally, the obtained results are verified by using an example of a 3-dimensional generalized ( $k, \mu$ )-space form.

## 2. Preliminaries

In this section, we highlight some of the formulae and statements which will be used later in our studies.

A $(2 n+1)$-dimensional smooth manifold $M$ is said to be a contact metric manifold if there exists a global 1-form $\eta$, known as the contact form, such that $\eta \wedge(d \eta)^{n} \neq 0$ everywhere on $M$ and there exists a unit vector field $\xi$, called the Reeb vector field, corresponding to 1 -form $\eta$ such that $d \eta(\xi, \cdot)=0$, a (1,1) tensor field $\phi$ and Riemannian metric $g$ such that

$$
\begin{equation*}
\phi^{2} X=-X+\eta(X) \xi, \quad \eta(X)=g(X, \xi), \quad d \eta(X, Y)=g(X, \phi Y) \tag{2.1}
\end{equation*}
$$

for all $X, Y \in \chi(M)$, where $\chi(M)$ is the Lie-algebra of all vector fields on $M$. The metric $g$ is called the associate metric and the structure $(\phi, \xi, \eta, g)$ is called contact metric structure. A Riemannian manifold $M$ together with contact structure $(\phi, \xi, \eta, g)$ is called contact metric manifold. It follows from (2.1) that

$$
\begin{array}{r}
\phi(\xi)=0, \quad \eta \cdot \phi=0, \quad g(X, \phi Y)=-g(\phi X, Y) \\
g(\phi X, \phi Y)=g(X, Y)-\eta(X) \eta(Y) \tag{2.2}
\end{array}
$$

for any $X, Y \in \chi(M)$. Further we define two self-adjoint operators $h$ and $l$ by $h=\frac{1}{2}\left(\mathcal{L}_{\xi} \phi\right)$ and $l=R(\cdot, \xi) \xi$ respectively, where $R$ is the Riemannian curvature of $M$. These operators satisfy

$$
\begin{equation*}
h \xi=l \xi=0, \quad h \phi+\phi h=0, \quad \text { Tr } \cdot h=\operatorname{Tr} \cdot h \phi=0 . \tag{2.3}
\end{equation*}
$$

Here, "Tr." denotes trace. When unit vector $\xi$ is Killing (i.e. $h=0$ or Tr.l $=2 n$ ) then contact metric manifold is called $K$-contact. A contact structure is said to be normal if the almost complex structure $J$ on $M \times \mathbb{R}$ defined by $J\left(X, f \frac{d}{d t}\right)=$ $\left(\phi X-f \xi, \eta(X) \frac{d}{d t}\right)$, where $t$ is the coordinate of $\mathbb{R}$ and $f$ is a real function on $M \times \mathbb{R}$, is integrable. A normal contact metric manifold is called Sasakian. A Sasakian manifold is $K$-contact but the converse is true only in dimension 3. The $(k, \mu)$-nullity distribution of a contact metric manifold $M(\phi, \xi, \eta, g)$ is a distribution

$$
\begin{array}{r}
N(k, \mu): p \rightarrow N_{p}(k, \mu)=\{Z \in \chi(M): R(X, Y) Z=k\{g(Y, Z) X \\
-g(X, Z) Y\}+\mu\{g(Y, Z) h X-g(X, Z) h Y\}\}
\end{array}
$$

for any $X, Y, Z \in \chi(M)$ and real numbers $k$ and $\mu$. A contact metric manifold $M$ with $\xi \in N(k, \mu)$ is called a $(k, \mu)$-contact metric manifold.
In a generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$ the following relations hold [2]:

$$
\begin{align*}
R(X, Y) \xi & =\left(f_{1}-f_{3}\right)\{\eta(Y) X-\eta(X) Y\} \\
& +\left(f_{4}-f_{6}\right)\{\eta(Y) h X-\eta(X) h Y\} \tag{2.4}
\end{align*}
$$

$$
\begin{align*}
P X & =\left(2 n f_{1}+3 f_{2}-f_{3}\right) X-\left(3 f_{2}+(2 n-1) f_{3}\right) \eta(X) \xi  \tag{2.5}\\
& +\left((2 n-1) f_{4}-f_{6}\right) h X
\end{align*}
$$

$$
\begin{equation*}
S(\phi X, \phi Y)=S(X, Y)-2 n\left(f_{1}-f_{3}\right) \eta(X) \eta(Y) \tag{2.7}
\end{equation*}
$$

where, $R, S, P, r$ are respectively the curvature tensor of type (1,3), the Ricci tensor, the Ricci operator i.e. $g(P X, Y)=S(X, Y)$, for any $X, Y \in \chi(M)$ and the scalar curvature of the manifold respectively.

## 3. Flatness of generalized $(k, \mu)$-space form

De and Samui [14] studied conformally flat $(k, \mu)$ space form and De and Majhi [13] analyzed $\xi$ - $Q$ flatness of generalized Sasakian space form. Generalizing the results obtained, in this section we studied $\xi-Q$ flat and conformally flat generalized ( $k, \mu$ )-space form.

## 3.1. $\xi-Q$ flat generalized $(k, \mu)$-space form

Definition 3.1. A generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is said to be $\xi$ - $Q$ flat if $Q(X, Y) \xi=0$, for any $X, Y \in \chi(M)$ on $M$.

We have, from (1.2)

$$
\begin{equation*}
Q(X, Y) \xi=R(X, Y) \xi-\frac{v}{2 n}[\eta(Y) X-\eta(X) Y] \tag{3.1}
\end{equation*}
$$

for any $X, Y \in \chi(M)$. Using (2.4) in (3.1) we get

$$
\begin{align*}
Q(X, Y) \xi & =\left(f_{1}-f_{3}-\frac{v}{2 n}\right)[\eta(Y) X-\eta(X) Y] \\
& +\left(f_{4}-f_{6}\right)[\eta(Y) h X-\eta(X) h Y] \tag{3.2}
\end{align*}
$$

Suppose non-Sasakian generalized $(k, \mu)$-space form is $\xi-Q$ flat. Then from (3.2) we get
$\left.(3.3\rceil f_{1}-f_{3}-\frac{v}{2 n}\right)[\eta(Y) X-\eta(X) Y]+\left(f_{4}-f_{6}\right)[\eta(Y) h X-\eta(X) h Y]=0$.
Taking $X=\phi X$ in (3.3), we obtain

$$
\begin{equation*}
\left\{\left(f_{1}-f_{3}-\frac{v}{2 n}\right) \phi X+\left(f_{4}-f_{6}\right) h \phi X\right\} \eta(Y)=0 \tag{3.4}
\end{equation*}
$$

Since $\eta(Y) \neq 0$ and taking inner product with $U$ in (3.4) gives

$$
\begin{equation*}
\left(f_{1}-f_{3}-\frac{v}{2 n}\right) g(\phi X, U)+\left(f_{4}-f_{6}\right) g(\phi X, h U)=0 \tag{3.5}
\end{equation*}
$$

Since $g(\phi X, U) \neq 0$ and $g(\phi X, h U) \neq 0$, we see that $f_{1}-f_{3}=\frac{v}{2 n}$ and $f_{4}=f_{6}$.
Conversely, taking $f_{1}-f_{3}=\frac{v}{2 n}$ and $f_{4}=f_{6}$, and putting these values in (3.2) gives $Q(X, Y) \xi=0$ and hence $M$ is $\xi-Q$ flat. Therefore, we can state the following:

Theorem 3.1. A non-Sasakian generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is $\xi-Q$ flat if and only if $f_{1}-f_{3}=\frac{v}{2 n}$ and $f_{4}=f_{6}$.

In particular, if $v=\frac{r}{2 n+1}$ then $Q$ tensor reduces to concircular curvature tensor. Making use of (2.6) in the forgoing equation gives $v=\frac{2 n\left\{(2 n+1) f_{1}+3 f_{2}-2 f_{3}\right\}}{2 n+1}$. In regard of Theorem 3.1, for $\xi$-concircularly flat we obtain $f_{3}=\frac{3 f_{2}}{1-2 n}$ and hence we can state the following corollary:

Corollary 3.1. A non-Sasakian generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is $\xi$ concircularly flat if and only if $f_{3}=\frac{3 f_{2}}{1-2 n}$ and $f_{4}=f_{6}$.

We can easily see that Theorem 3.1 and Corollary 3.1 obtained by the geometers in [13], are particular cases of Theorem 3.1 and Corollary 3.1 respectively for $f_{4}=f_{5}=f_{6}=0$.

Substituting the values, $f_{4}-f_{6}=\mu$ and $f_{1}-f_{3}=k$ in Theorem 3.1, we obtained the following corollary:

Corollary 3.2. $A(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is $\xi-Q$ flat if and only if $k=\frac{v}{2 n}$ and $\mu=0$.

### 3.2. Conformally flat generalized $(k, \mu)$-space form

Definition 3.2. A generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right), n>1$, is said to be conformally flat if $C(X, Y) Z=0$, for any $X, Y, Z \in \chi(M)$ on $M$.

Suppose generalized $(k, \mu)$-space form is conformally flat. Then from (1.3), we get

$$
\begin{align*}
R(X, Y) Z-\frac{1}{2 n-1}\{S(Y, Z) X & -S(X, Z) Y+g(Y, Z) P X-g(X, Z) P Y\} \\
& +\frac{r}{2 n(2 n-1)}\{g(Y, Z) X-g(X, Z) Y\}=0 \tag{3.6}
\end{align*}
$$

In consequence of taking $X=\xi$ in (3.6) and using (2.1), (2.4) and (2.5). Eq.(3.6) becomes

$$
\begin{array}{r}
\left(f_{1}-f_{3}\right)\{g(Y, Z) \xi-\eta(Z) Y\}+\left(f_{4}-f_{6}\right)\{g(h Y, Z) \xi-\eta(Z) h Y\} \\
-\frac{1}{2 n-1}\left\{S(Y, Z) \xi-2 n\left(f_{1}-f_{3}\right) \eta(Z) Y+2 n\left(f_{1}-f_{3}\right) g(Y, Z) \xi\right. \\
-\eta(Z) P Y\}+\frac{r}{2 n(2 n-1)}\{g(Y, Z) \xi-\eta(Z) Y\}=0 \tag{3.7}
\end{array}
$$

Putting $Z=\phi Z$ in (3.7) and making use of (2.4), (2.5) and (2.6) results in the following

$$
\begin{equation*}
2(n+1) f_{6} g(h Y, \phi Z)=0 \tag{3.8}
\end{equation*}
$$

This shows that either $f_{6}=0$ or $\phi h=0$. In the second case, from (2.1) we have $h=0$. Therefore, we can state the following:

Theorem 3.2. A generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right), n>1$, is conformally flat, then either $f_{6}=0$ or $M$ is Sasakian.

Corollary 3.3. $A(k, \mu)$-space form $\left(M^{2 n+1}, g\right), n>1$, is conformally flat, then $\mu=1$ or $M$ is Sasakian.

## 4. Pseudosymmetric generalized $(k, \mu)$-space form

In this section certain pseudo symmetry such as Ricci pseudo symmetry, $Q$-Ricci pseudo symmetry and conformal Ricci pseudo symmetry in the context of generalized $(k, \mu)$-space form are studied. First, we review an important definition

Definition 4.1. [19, 31] A Riemannian manifold $(M, g), n \geq 1$, admitting a $(0, k)$ tensor field $T$ is said to be $T$-pseudosymmetric if $R \cdot T$ and $D(g, T)$ are linearly dependent, i.e., $R \cdot T=L_{T} D(g, T)$ holds on the set $U_{T}=\{x \in M: D(g, T) \neq 0$ at $x\}$, where $L_{T}$ is some function on $U_{T}$.

In particular, if $R \cdot R=L_{R} D(g, R)$ and $R \cdot S=L_{S} D(g, S)$ then the manifold is called pseudosymmetric and Ricci pseudosymmetric respectively. Moreover, if $L_{R}=0$ ( resp., $L_{S}=0$ ) then pseudosymmetric (resp., Ricci pseudosymmetric) reduces to semisymmetric (resp., Ricci semisymmetric) introduced by Cartan in 1946.

### 4.1. Ricci pseudosymmetric generalized $(k, \mu)$-space form

Definition 4.2. A generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is said to be Ricci pseudosymmetric if its Ricci curvature satisfies the following relation,

$$
R \cdot S=f_{S_{2}} D(g, S)
$$

holds on the set $U_{S_{2}}=\{x \in M: D(g, S) \neq 0$ at $x\}$, where $f_{S_{2}}$ is some function on $U_{S_{2}}$.

Suppose a generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is Ricci pseudosymmetric i.e.,

$$
R \cdot S=f_{S_{2}} D(g, S)
$$

which can be written as

$$
\begin{array}{r}
S(R(X, Y) U, V)+S(U, R(X, Y) V)=-f_{s}[S(Y, V) g(X, U) \\
\quad-S(X, V) g(Y, U)+S(U, Y) g(X, V)-S(U, X) g(Y, V)] \tag{4.1}
\end{array}
$$

Taking $X=U=\xi$ in (4.1) and using (2.4), (2.5) and (2.7), we get

$$
\begin{array}{r}
\left(f_{3}-f_{1}+f_{S_{2}}\right) S(Y, V)+\left[2 n\left(f_{1}-f_{3}\right)\left(f_{1}-f_{3}-f_{S_{2}}\right)-(k-1)\left(f_{4}\right.\right. \\
\left.\left.-f_{6}\right)\left((2 n-1) f_{4}-f_{6}\right)\right] g(Y, V)-(k-1)\left(f_{4}-f_{6}\right)\left((2 n-1) f_{4}\right. \\
\left.\quad-f_{6}\right) \eta(Y) \eta(V)+\left(f_{4}-f_{6}\right)\left((1-2 n) f_{3}-3 f_{2}\right) g(h Y, V)=0 \tag{4.2}
\end{array}
$$

Considering $f_{S_{2}} \neq f_{1}-f_{3}$ and further taking $(1-2 n) f_{3}-3 f_{2}=0$ in (4.2), the manifold is $\eta$-Einstein. Hence we can state the following:

Theorem 4.1. A Ricci pseudosymmetric generalized ( $k, \mu$ )-space form $\left(M^{2 n+1}, g\right)$, with $f_{S_{2}} \neq f_{1}-f_{3}$, is $\eta$-Einstein manifold if $f_{3}=\frac{3 f_{2}}{1-2 n}$.

If $f_{S_{2}}=0$, then Ricci pseudosymmetric generalized $(k, \mu)$-space form reduces to Ricci semisymmetric generalized $(k, \mu)$-space form. In view of Theorem (4.1) we obtain the following:

Corollary 4.1. A Ricci semisymmetric generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, with $f_{1}-f_{3} \neq 0$ is $\eta$-Einstein manifold if $f_{3}=\frac{3 f_{2}}{1-2 n}$.

## 4.2. $\quad Q$-Ricci pseudosymmetric generalized $(k, \mu)$-space form

Definition 4.3. A generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, is said to be $Q$-Ricci pseudosymmetric if

$$
Q \cdot S=f_{S_{3}} D(g, S)
$$

holds on the set $U_{S_{3}}=\{x \in M: D(g, S) \neq 0$ at $x\}$, where $f_{S_{3}}$ is any function on $U_{S_{3}}$.

Proceeding similarly as in Theorem 4.1, one can easily obtain the following relation:

Theorem 4.2. $A Q$-Ricci pseudosymmetric generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, with $f_{S_{3}} \neq f_{3}-f_{1}-\frac{v}{2 n}$ is $\eta$-Einstein manifold if $f_{3}=\frac{3 f_{2}}{1-2 n}$.

Taking $f_{S_{3}}=0$ in Theorem 4.2, we easily obtain the following:
Corollary 4.2. A $Q$-Ricci semisymmetric generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right)$, with $f_{3}-f_{1} \neq \frac{v}{2 n}$ is $\eta$-Einstein manifold if $f_{3}=\frac{3 f_{2}}{1-2 n}$.

### 4.3. Conformal Ricci pseudosymmetric generalized ( $k, \mu$ )-space form

Definition 4.4. A generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right), n>1$, is said to be conformal Ricci pseudosymmetric if

$$
C \cdot S=f_{S_{4}} D(g, S)
$$

holds on the set $U_{S_{4}}=\{x \in M: D(g, S) \neq 0$ at $x\}$, where $f_{S_{4}}$ is any function on $U_{S_{4}}$.

Suppose a generalized $(k, \mu)$-space form is conformal Ricci pseudosymmetric. Then, we have

$$
\begin{align*}
& S(C(X, Y) U, V)+S(U, C(X, Y) V)=-f_{S_{4}}[S(Y, V) g(X, U) \\
& \quad-S(X, V) g(Y, U)+S(U, Y) g(X, V)-S(U, X) g(Y, V)] \tag{4.3}
\end{align*}
$$

Taking $X=U=\xi$ and $f_{4}=f_{6}$ in (4.3) and making use of (1.3),(2.1) and (2.5), we obtain

$$
\begin{align*}
S^{2}(Y, V)= & \left(4 n f_{1}+3 f_{2}-(2 n+1) f_{3}+2 n(2 n-1) f_{S_{4}}\right) S(Y, V) \\
& -(2 n-1) f_{S_{4}} \eta(Y) \eta(V)-\left(2 n f_{1}+3 f_{2}-f_{3}\right) g(Y, V) . \tag{4.4}
\end{align*}
$$

Thus, we can state the following:
Theorem 4.3. If a generalized $(k, \mu)$-space form $\left(M^{2 n+1}, g\right), n>1$, is conformal Ricci pseudosymmetric with $f_{4}=f_{6}$, then the relation(4.4) holds.

## 5. Quasi-umbilical hypersurface of generalized $(k, \mu)$-space form

Let us consider a quasi-umbilical hypersurface $\widetilde{M}$ of a generalized $(k, \mu)$-space form. From Gauss [12], for any vector fields $X, Y, Z, W$ tangent to the hypersurface we have

$$
\begin{align*}
R(X, Y, Z, W) & =\widetilde{R}(X, Y, Z, W)-g(H(X, W), H(X, Z)) \\
& +g(H(X, Z), H(Y, W)) \tag{5.1}
\end{align*}
$$

where, $R(X, Y, Z, W)=g(R(X, Y) Z, W)$ and $\widetilde{R}(X, Y, Z, W)=g(\widetilde{R}(X, Y) Z, W)$. Here, $H$ is the second fundamental tensor of $\widetilde{M}$ given by

$$
\begin{equation*}
H(X, Y)=\alpha g(X, Y) \rho+\beta \omega(X) \omega(Y) \rho \tag{5.2}
\end{equation*}
$$

where, $\rho$ is the only unit normal vector field. Here, $\omega$ is the 1 -form, the vector field corresponding to the 1 -form $\omega$ is a unit vector field and $\alpha, \beta$ are scalars.
Using (5.2) in (5.1), we obtain the following result

$$
\begin{aligned}
& f_{1}[g(Y, Z) g(X, W)-g(X, Z) g(Y, W)]+f_{2}[g(X, \phi Z) g(\phi Y, W) \\
& -g(Y, \phi Z) g(\phi X, W)+2 g(X, \phi Y) g(\phi Z, W)]+f_{3}[\eta(X) \eta(Z) g(Y, W) \\
& -\eta(Y) \eta(Z) g(X, W)+g(X, Z) \eta(Y) \eta(W)-g(Y, Z) \eta(X) \eta(W)] \\
& +f_{4}[g(Y, Z) g(h X, W)-g(Y, Z) g(h Y, W)+g(h Y, Z) g(X, W) \\
& -g(h X, Z) g(Y, W)]+f_{5}[g(h Y, Z) g(h X, W)-g(h X, Z) g(h Y, W) \\
& +g(\phi h X, Z) g(\phi h Y, W)-g(\phi h Y, Z) g(\phi h X, W)]+f_{6}[\eta(X) \eta(Z) g(h Y, W) \\
& -\eta(Y) \eta(Z) g(h X, W)+g(h X, Z) \eta(Y) \eta(W)-g(h Y, Z) \eta(X) \eta(W)] \\
& =\widetilde{R}(X, Y, Z, W)-\alpha^{2} g(X, W) g(Y, Z)-\alpha \beta g(X, W) \omega(Y) \omega(Z) \\
& -\alpha \beta g(Y, Z) \omega(X) \omega(W)+\alpha^{2} g(Y, W) g(X, Z)+\alpha \beta g(Y, W) \omega(X) \omega(Z) \\
& +\alpha \beta g(X, Z) \omega(Y) \omega(W) .
\end{aligned}
$$

Contracting over $X$ and $W$ in (5.3), we obtain

$$
\begin{array}{r}
\widetilde{S}(Y, Z)=\left(2 n f_{1}+3 f_{2}-f_{3}+2 n \alpha^{2}+\alpha \beta\right) g(Y, Z) \\
-\left(3 f_{2}+(2 n+1) f_{3}\right) \eta(Y) \eta(Z)+\left((2 n-1) f_{4}-f_{6}\right) g(h Y, Z) \\
+\alpha \beta(2 n-1) \omega(Y) \omega(Z) . \tag{5.4}
\end{array}
$$

Hence, we can state the following:
Theorem 5.1. A quasi-umbilical hypersurface of a generalized $(k, \mu)$-space form is a generalized quasi Einstein hypersurface, provided $f_{4}=\frac{f_{6}}{2 n-1}$

In particular, for a $(k, \mu)$-space form, the above Theorem 5.1 reduces to the following:

Theorem 5.2. [14] A quasi-umbilical hypersurface of a $(k, \mu)$-contact space form is a generalized quasi-Einstein hypersurface, provided $\mu=2-2 n$.

Corollary 5.1. A quasi-umbilical hypersurface of a generalized Sasakian space form is a generalized quasi-Einstein hypersurface.

For any vector fields $X, Y$, the tensor field $K(X, Y)=\widetilde{R}(X, Y, Y, X)$ is called the sectional curvature of $\widetilde{M}$ given by the sectional plane $\{X, Y\}$. The sectional curvature $K(X, \xi)$ of a sectional plane spanned by $\xi$ and vector field $X$ orthogonal to $\xi$ is called the $\xi$-sectional curvature of $\widetilde{M}$.

Theorem 5.3. A $\xi$-sectional curvature of a quasi-umbilical hypersurface of generalized $(k, \mu)$-space form is given by

$$
\begin{aligned}
K(X, \xi)= & \left(f_{1}-f_{3}+\alpha^{2}\right) g(\phi X, \phi X)+\left(f_{4}-f_{6}\right) g(h X, X) \\
& +\alpha \beta\left[(\omega(\xi))^{2}+(\omega(X))^{2}\right]-2 \alpha \beta \eta(X) \omega(X) \omega(\xi) .
\end{aligned}
$$

Proof. Taking $W=X$ and $Z=Y$ in (5.3) results in following

$$
\begin{array}{r}
f_{1}[g(Y, Y) g(X, X)-g(X, Y) g(Y, X)]+f_{2}[g(X, \phi Y) g(\phi Y, X) \\
-g(Y, \phi Y) g(\phi X, X)+2 g(X, \phi Y) g(\phi Y, X)]+f_{3}[\eta(X) \eta(Y) g(X, Y) \\
-\eta(Y) \eta(Y) g(X, X)-g(X, Y) \eta(X) \eta(Y)-g(Y, Y) \eta(X) \eta(X)] \\
+f_{4}[g(Y, Y) g(h X, X)-g(X, Y) g(h Y, X)+g(h Y, Y) g(X, X) \\
-g(h X, Y) g(Y, X)]+f_{5}[g(h Y, Y) g(h X, X)-g(h X, Y) g(h Y, X) \\
+g(\phi h X, Y) g(\phi h Y, X)-g(\phi h Y, Y) g(\phi h X, X)]+f_{6}[\eta(x) \eta(Y) g(h Y, X) \\
-\eta(Y) \eta(Y) g(h X, X)+g(h X, Y) \eta(Y) \eta(X)-g(h Y, Y) \eta(X) \eta(X)] \\
=K(X, Y)-\alpha^{2} g(X, X) g(Y, Y)-\alpha \beta g(X, X) \omega(Y) \omega(Y) \\
-\alpha \beta g(Y, Y) \omega(X) \omega(X)+\alpha^{2} g(X, Y) g(X, Y)+\alpha \beta g(X, Y) \omega(X) \omega(Y) \\
+\alpha \beta g(X, Y) \omega(Y) \omega(X) . \tag{5.5}
\end{array}
$$

Putting $Y=\xi$ in (5.5) gives

$$
\begin{aligned}
K(X, \xi)= & \left(f_{1}-f_{3}+\alpha^{2}\right) g(\phi X, \phi X)+\left(f_{4}-f_{6}\right) g(h X, X) \\
& +\alpha \beta\left[(\omega(\xi))^{2}+(\omega(X))^{2}\right]-2 \alpha \beta \eta(X) \omega(X) \omega(\xi) .
\end{aligned}
$$

This completes the proof.

## 6. Examples of generalized $(k, \mu)$-space forms

Now we will show the validity of obtained result by considering an example of a generalized $(k, \mu)$-space form of dimension 3. Koufogiorgos and Tsichlias [24] constructed an example of generalized $(k, \mu)$-space of dimension 3 which was later shown by Carriazo et al. [8] to be a contact metric generalized $(k, \mu)$-space form $M^{3}\left(f_{1}, 0, f_{3}, f_{4}, 0,0\right)$ with non-constant $f_{1}, f_{3}, f_{4}$.

Example 6.1: Let $M^{3}$ be the manifold $M=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3} \mid x_{3} \neq 0\right\}$ where $\left(x_{1}, x_{2}, x_{3}\right)$ are standard coordinates on $\mathbb{R}^{3}$. Consider the vector fields

$$
e_{1}=\frac{\partial}{\partial x}, \quad e_{2}=-2 x_{2} x_{3} \frac{\partial}{\partial x_{1}}+\frac{2 x_{1}}{x_{3}^{2}} \frac{\partial}{\partial x_{2}}-\frac{1}{x_{3}^{2}} \frac{\partial}{\partial x_{3}}, \quad e_{3}=\frac{1}{x_{3}} \frac{\partial}{\partial x_{2}},
$$

are linearly independent at each point of $M$ and are related by

$$
\left[e_{1}, e_{2}\right]=\frac{2}{x_{3}^{2}} e_{3}, \quad\left[e_{2}, e_{3}\right]=2 e_{1}+\frac{1}{x_{3}^{3}} e_{3}, \quad\left[e_{3}, e_{1}\right]=0
$$

Let $g$ be the Riemannian metric defined by $g\left(e_{i}, e_{j}\right)=\delta_{i j}, i, j=1,2,3$ and $\eta$ be the 1 -form defined by $\eta(X)=g\left(X, e_{1}\right)$ for any $X$ on $M$. Also, let $\phi$ be the (1,1)-tensor field defined by $\phi e_{1}=0, \quad \phi e_{2}=e_{3} \quad \phi e_{3}=-e_{2}$. Therefore, $\left(\phi, e_{1}, \eta, g\right)$ defines a contact metric structure on $M$. Put $\lambda=\frac{1}{x_{3}^{2}}, k=1-\frac{1}{x_{3}^{4}}$ and $\mu=2\left(1-\frac{1}{x_{3}^{2}}\right)$, then symmetric tensor $h$ satisfies $h e_{1}=0, h e_{2}=\lambda e_{2}, h e_{3}=-\lambda e_{3}$. The non-vanishing components of the Riemannian curvature are as follows:

$$
\begin{aligned}
& R\left(e_{1}, e_{2}\right) e_{1}=-(k+\lambda \mu) e_{2}, \quad R\left(e_{1}, e_{2}\right) e_{2}=(k+\lambda \mu) e_{1} \\
& R\left(e_{1}, e_{3}\right) e_{1}=(-k+\lambda \mu) e_{3}, \quad R\left(e-1, e_{3}\right) e_{3}=(k-\lambda \mu) e_{1} \\
& R\left(e_{2}, e_{3}\right) e_{2}=\left(k+\mu-2 \lambda^{3}\right) e_{3}, \quad R\left(e_{2}, e_{3}\right) e_{3}=-\left(k+\mu-2 \lambda^{3}\right) e_{2}
\end{aligned}
$$

Therefore, $M$ is a generalized $(k, \mu)$-space with $k, \mu$ not constant. As a contact metric generalized $(k, \mu)$-space is a generalized $(k, \mu)$-space form with $k=f_{1}-f_{3}$ and $\mu=f_{4}-f_{6}$ (Theorem 4.1, [8]), the manifold under consideration is a generalized $(k, \mu)$-space form $M^{3}\left(f_{1}, 0, f_{3}, f_{4}, 0,0\right)$ where

$$
\begin{aligned}
f_{1} & =-3+\frac{2}{x_{3}^{2}}+\frac{1}{x_{3}^{4}}+\frac{2}{x_{3}^{6}} \\
f_{3} & =-4+\frac{2}{x_{3}^{2}}+\frac{2}{x_{3}^{4}}+\frac{2}{x_{3}^{6}} \\
f_{4} & =2\left(1-\frac{1}{x_{3}^{2}}\right)
\end{aligned}
$$

Next we obtain the non-vanishing components of $Q$-curvature tensor for arbitrary function $v$ as follows:

$$
\begin{array}{r}
Q\left(e_{1}, e_{2}\right) e_{1}=-\left(k+\lambda \mu-\frac{v}{2}\right) e_{2}, \quad Q\left(e_{1}, e_{2}\right) e_{2}=\left(k+\lambda \mu-\frac{v}{2}\right) e_{1} \\
Q\left(e_{1}, e_{3}\right) e_{1}=\left(-k+\lambda \mu+\frac{v}{2}\right) e_{3}, \quad Q\left(e_{1}, e_{3}\right) e_{3}=\left(k-\lambda \mu-\frac{v}{2}\right) e_{1} \\
Q\left(e_{2}, e_{3}\right) e_{2}=\left(k+\mu-2 \lambda^{3}+\frac{v}{2}\right) e_{3}, \quad Q\left(e_{2}, e_{3}\right) e_{3}=-\left(k+\mu-2 \lambda^{3}+\frac{v}{2}\right) e_{2} .
\end{array}
$$

From the above equations we see that $Q(X, Y) e_{1}=0$ for all $X, Y$ on $M$ if and only if $v=2\left(1-\frac{1}{x_{3}^{4}}\right)$ and $x_{3}^{2}=1$. Hence, Theorem 3.1 is verified.

Example 6.2: In [2], it was shown that the warped product $\mathbb{R} \times_{f} \mathbb{C}^{m}$ with

$$
f_{1}=-\frac{\left(f^{\prime}\right)^{2}}{f^{2}}, \quad f_{2}=0, \quad f_{3}=-\frac{\left(f^{\prime}\right)^{2}}{f^{2}}+\frac{f^{\prime \prime}}{f}
$$

is a generalized Sasakian space form. Since every generalized Sasakian space form is a particular case of generalized $(k, \mu)$-space form, $\mathbb{R} \times_{f} \mathbb{C}^{m}$ with $f_{1}, f_{2}, f_{3}$ define as above and $f_{4}=f_{5}=f_{6}=0$ is a generalized $(k, \mu)$-space form.
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#### Abstract

In this paper, we study the stretch curvature of homogeneous Finsler manifolds. First, we prove that every homogeneous Finsler metric has relatively isotropic stretch curvature if and only if it is a Landsberg metric. It follows that every weakly Berwald homogeneous metric has relatively isotropic stretch curvature if and only if it is a Berwald metric. We show that a homogeneous metric of non-zero scalar flag curvature has relatively isotropic stretch curvature if and only if it is a Riemannian metric of constant sectional curvature. It turns out that a homogeneous $(\alpha, \beta)$-metric with relatively isotropic stretch curvature is a Berwald metric. Also, it follows that a homogeneous spherically symmetric metric with relatively isotropic stretch curvature reduces to a Riemannian metric. Finally, we prove that every homogeneous stretchrecurrent metric is a Landsberg metric.


Keywords: Strech metric, Landsberg metric, Berwald metric, (fi; fl)-metric, homogeneous metric.

## 1. Introduction

In [7], Deng-Hou proved that the group of isometries of a Finsler manifold (M.F), denoted by $I(M, F)$, is a Lie transformation group of the underlying manifold that can be used to study homogeneous Finsler manifolds. This important result opens
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an interesting window to generalize the concept of homogeneous Riemannian manifold to homogeneous Finsler manifold. An $n$-dimensional Finsler manifold ( $M, F$ ) is called a homogeneous Finsler manifold if the group $I(M, F)$ acts transitively on the manifold $M$.

A Finsler metric $F$ on a manifold $M$ is called a Berwald metric if its spray coefficients $G^{i}$ are quadratic in $y \in T_{x} M$ for all $x \in M$. The important described characteristic of a Berwald space is that all its tangent spaces are linearly isometric to a common Minkowski space. For a Landsberg space, all its tangent spaces are isometric to a common Minkowski space. Thus every Berwald space is a Landsberg space. However, it has been one of the longest-standing problems in Finsler geometry whether there exists a Landsberg space that is not a Berwald space. In [35], Xu-Deng conjectured that every homogeneous Landsberg space must be a Berwald space.

In 1924, at the annual meeting of the Mathematical Society of Germany in Innsbruck, Berwald defined of the stretch curvature as a generalization of Landsberg curvature and denoted it by $\mathbf{T}$ [3]. He published the stretch curvature in 1925 on the first of his main papers [5]. He showed that $\mathbf{T}=0$ if and only if the length of a vector remains unchanged under the parallel displacement along an infinitesimal parallelogram. In his lecture at the International Congress of Mathematics, Bologna, 1928, he introduced a series of special classes of Finsler metrics, such as Landsberg metrics and stretch metrics [2]. He proved that for two-dimensional stretch metrics, the total curvature (curvature integral) $\iint \mathbf{R} \sqrt{g} d x^{1} d x^{2}$ can be defined, which means the integrand is a function of position alone, where $\mathbf{R}$ is the Underhill curvature. Then, this curvature has been investigated by Shibata in [21] and Matsumoto in [10]. Matsumoto denoted this curvature by $\boldsymbol{\Sigma}$. We have the following big picture.
$\{$ Berwald metrics $\} \subseteq\{$ Landsberg metrics $\} \subseteq\{$ Stretch metrics $\}$.
Let $(M, F)$ be a Finsler manifold. Then $F$ is called a relatively isotropic stretch metric if its stretch curvature is given by

$$
\begin{equation*}
\Sigma_{i j k l}=c F\left(C_{i j k \mid l}-C_{i j l \mid k}\right) \tag{1.1}
\end{equation*}
$$

where $c=c(x)$ is a scalar function on $M$, and " " denotes the horizontal covariant derivative with respect to the Berwald connection of $F$. In this case, $(M, F)$ is called a relatively isotropic stretch manifold.

Example 1.1. A Finsler metric $F$ satisfying $F_{x^{k}}=F F_{y^{k}}$ is called a Funk metric. The standard Funk metric on the Euclidean unit ball $\mathbb{B}^{n}(1)$ is defined by

$$
\begin{equation*}
F(x, y):=\frac{\sqrt{|y|^{2}-\left(|x|^{2}|y|^{2}-<x, y>^{2}\right)}}{1-|x|^{2}}+\frac{<x, y>}{1-|x|^{2}}, \quad y \in T_{x} \mathbb{B}^{n}(1) \simeq \mathbb{R}^{n} \tag{1.2}
\end{equation*}
$$

where $<,>$ and $|$.$| denote the Euclidean inner product and norm on \mathbb{R}^{n}$, respectively. It follows from $G^{i}=\frac{1}{2} F y^{i}$ that $F$ satisfies (1.1) with $c=-1$.

Example 1.2. For $y \in T_{x} \mathbb{B}^{n}(1) \simeq \mathbb{R}^{n}$, let us define

$$
\begin{equation*}
F_{a}(x, y):=\frac{\sqrt{\left.|y|^{2}-\left(|x|^{2}|y|^{2}-<x, y\right\rangle^{2}\right)}}{1-|x|^{2}}+\frac{\langle x, y\rangle}{1-|x|^{2}}+\frac{\langle a, y\rangle}{1+\langle a, x\rangle} \tag{1.3}
\end{equation*}
$$

where $a \in \mathbb{R}^{n}$ is a constant vector with $|a|<1$. For $a \neq 0$, it is easy to see that $F_{a}$ is a locally projectively flat Finsler metric with negative constant flag curvature. It follows that $F$ is a relatively isotropic stretch metric with $c=-1$.

In this paper, we prove the following.
Theorem 1.1. Every homogeneous Finsler metric on a manifold $M$ has relatively isotropic stretch curvature if and only if it is a Landsberg metric.

In [27], Tayebi-Najafi proved that every homogeneous Landsberg surface is Riemannian or locally Minkowskian spaces. Then by Theorem 1.1, we conclude that every homogeneous Finsler surface of relatively isotropic stretch curvature is Riemannian or locally Minkowskian spaces.

There is another important quantity defined by the spray of a Finsler metric $F$. Taking a trace of Berwald curvature implies the mean Berwald curvature E. A Finsler metric $F$ is said to be weakly Berwaldian if $\mathbf{E}=0$.

Corollary 1.1. Every weakly Berwald homogeneous Finsler metric on a manifold $M$ has relatively isotropic stretch curvature if and only if it is a Berwald metric.

Douglas curvature is a non-Riemannian projectively invariant constructed from the Berwald curvature. The notion of Douglas curvature was proposed by BácsóMatsumoto as a generalization of Berwald curvature [1]. The Douglas curvature vanishes for Riemannian spaces; therefore, it plays a prominent role only outside the Riemannian world. Finsler metrics with $\mathbf{D}=0$ are called Douglas metrics.

Corollary 1.2. Every Douglas homogeneous Finsler metric on a manifold $M$ has relatively isotropic stretch curvature if and only if it is a Berwald metric.

The flag curvature in Finsler geometry is a natural extension of the sectional curvature in Riemannian geometry, first introduced by L. Berwald [2][5]. For a Finsler manifold $(M, F)$, the flag curvature is a function $\mathbf{K}(P, y)$ of tangent planes $P \subset T_{x} M$ and directions $y \in P$. A Finsler metric $F$ is said to be of scalar flag curvature if the flag curvature $\mathbf{K}(P, y)=\mathbf{K}(x, y)$ is independent of flags $P$ associated with any fixed flagpole $y$. Finsler metrics of scalar flag curvature are the natural extension of Riemannian metrics of isotropic sectional curvature (of constant sectional curvature in dimension $n \geq 3$ by the Schur Lemma). One of the central problems in Finsler geometry is to characterize Finsler manifolds of scalar flag curvature.

Corollary 1.3. Let $(M, F)$ be a homogeneous Finsler metric of dimension $n \geq 3$. Suppose that $F$ has non-zero scalar flag curvature. Then $F$ has relatively isotropic stretch curvature if and only if it is a Riemannian metric of constant sectional curvature.

An $(\alpha, \beta)$-metric is a Finsler metric on $M$ defined by $F:=\alpha \phi(s)$, where $s=$ $\beta / \alpha, \phi=\phi(s)$ is a $C^{\infty}$ function on the $\left(-b_{0}, b_{0}\right)$ with a certain regularity, $\alpha=$ $\sqrt{a_{i j}(x) y^{i} y^{j}}$ is a Riemannian metric, and $\beta=b_{i}(x) y^{i}$ is a 1 -form on $M$ (see [26], [31] and [32]).

Corollary 1.4. Every homogeneous ( $\alpha, \beta$ )-metric on a manifold $M$ has relatively isotropic stretch curvature if and only if it is a Berwald metric.

A Finsler metric $F=F(x, y)$ on a domain $\Omega \subseteq \mathbb{R}^{n}$ is called spherically symmetric metric if it is invariant under any rotation in $\mathbb{R}^{n}$. Indeed, the class of spherically symmetric metrics in the Finsler setting was first introduced by S.F. Rutz, who studied the spherically symmetric Finsler metrics in 4-dimensional space-time and generalized the classic Birkhoff theorem in general relativity to the Finsler case [17]. According to the equation of Killing fields, there exists a positive function $\phi$ depending on two variables so that $F$ can be written as

$$
F=|y| \phi\left(|x|, \frac{\langle x, y\rangle}{|y|}\right)
$$

where $x$ is a point in the domain $\Omega, y$ is a tangent vector at the point $x$. There are classical Finsler metrics which are spherically symmetric, such as Funk metric, Berwald's metric, Bryant's metric, etc, (see [14] for more details). .

Corollary 1.5. Every homogeneous spherically symmetric Finsler metric on a manifold $M$ has relatively isotropic stretch curvature if and only if it is a Riemannian metric.

A homogeneous Finsler manifold $(M, F)$ is said to be stretch-recurrent or $\boldsymbol{\Sigma}$ recurrent if its stretch curvature satisfies following

$$
\begin{equation*}
\Sigma_{i j k l \mid s} y^{s}=\Psi \Sigma_{i j k l} \tag{1.4}
\end{equation*}
$$

where $\Psi$ is a non-zero smooth function on $T M_{0}$ satisfying $\Psi(x, t y)=t \Psi(x, y)$ for all positive real number $t$ and $(x, y) \in T M_{0}$. It is easy to see that every stretch metric and then Landsberg metric is a $\Sigma$-recurrent metric. However, the converse is not valid in general. Here, we prove that every homogeneous $\Sigma$-recurrent Finsler metric is a Landsberg metric.

Theorem 1.2. Any homogeneous $\Sigma$-recurrent metric is a Landsberg metric.

## 2. Preliminaries

Let $(M, F)$ be an $n$-dimensional Finsler manifold. The fundamental tensor $\mathbf{g}_{y}$ : $T_{x} M \times T_{x} M \rightarrow \mathbb{R}$ of $F$ is defined by following

$$
\mathbf{g}_{y}(u, v):=\left.\frac{1}{2} \frac{\partial^{2}}{\partial s \partial t}\left[F^{2}(y+s u+t v)\right]\right|_{s, t=0}, \quad u, v \in T_{x} M
$$

Let $x \in M$ and $F_{x}:=\left.F\right|_{T_{x} M}$. To measure the non-Euclidean feature of $F_{x}$, define $\mathbf{C}_{y}: T_{x} M \times T_{x} M \times T_{x} M \rightarrow \mathbb{R}$ by

$$
\mathbf{C}_{y}(u, v, w):=\left.\frac{1}{2} \frac{d}{d t}\left[\mathbf{g}_{y+t w}(u, v)\right]\right|_{t=0}, \quad u, v, w \in T_{x} M
$$

The family $\mathbf{C}:=\left\{\mathbf{C}_{y}\right\}_{y \in T M_{0}}$ is called the Cartan torsion.
Given a Finsler manifold $(M, F)$, then a global vector field $\mathbf{G}$ is induced by $F$ on $T M_{0}$, which in a standard coordinate $\left(x^{i}, y^{i}\right)$ for $T M_{0}$ is given by

$$
\mathbf{G}=y^{i} \frac{\partial}{\partial x^{i}}-2 G^{i}(x, y) \frac{\partial}{\partial y^{i}},
$$

where $G^{i}=G^{i}(x, y)$ are scalar functions on $T M_{0}$ given by

$$
\begin{equation*}
G^{i}:=\frac{1}{4} g^{i j}\left\{\frac{\partial^{2}\left[F^{2}\right]}{\partial x^{k} \partial y^{j}} y^{k}-\frac{\partial\left[F^{2}\right]}{\partial x^{j}}\right\}, \quad y \in T_{x} M . \tag{2.1}
\end{equation*}
$$

The $\mathbf{G}$ is called the spray associated to $(M, F)$.

For a non-zero vector $y \in T_{x} M_{0}$, define $\mathbf{B}_{y}: T_{x} M \times T_{x} M \times T_{x} M \rightarrow T_{x} M$ by $\mathbf{B}_{y}(u, v, w):=\left.B^{i}{ }_{j k l}(y) u^{j} v^{k} w^{l} \frac{\partial}{\partial x^{i}}\right|_{x}$ where

$$
B^{i}{ }_{j k l}:=\frac{\partial^{3} G^{i}}{\partial y^{j} \partial y^{k} \partial y^{l}} .
$$

The quantity B is called the Berwald curvature. F is called a Berwald metric if $\mathbf{B}=\mathbf{0}$.

Define the mean of Berwald curvature by $\mathbf{E}_{y}: T_{x} M \otimes T_{x} M \rightarrow \mathbb{R}$, where

$$
\begin{equation*}
\mathbf{E}_{y}(u, v):=\frac{1}{2} \sum_{i=1}^{n} g^{i j}(y) g_{y}\left(\mathbf{B}_{y}\left(u, v, e_{i}\right), e_{j}\right) . \tag{2.2}
\end{equation*}
$$

The family $\mathbf{E}=\left\{\mathbf{E}_{y}\right\}_{y \in T M \backslash\{0\}}$ is called the mean Berwald curvature or E-curvature. In local coordinates, $\mathbf{E}_{y}(u, v):=E_{i j}(y) u^{i} v^{j}$, where

$$
E_{i j}:=\frac{1}{2} B_{m i j}^{m} .
$$

By definition, $\mathbf{E}_{y}(u, v)$ is symmetric in $u$ and $v$ and we have $\mathbf{E}_{y}(y, v)=0$. The quantity $\mathbf{E}$ is called the mean Berwald curvature. $F$ is called a weakly Berwald metric if $\mathbf{E}=\mathbf{0}$.

For non-zero vector $y \in T_{x} M_{0}$, define $\mathbf{D}_{y}: T_{x} M \times T_{x} M \times T_{x} M \rightarrow T_{x} M$ by $\mathbf{D}_{y}(u, v, w):=\left.D^{i}{ }_{j k l}(y) u^{i} v^{j} w^{k} \frac{\partial}{\partial x^{i}}\right|_{x}$, where

$$
\begin{equation*}
D_{j k l}^{i}:=\frac{\partial^{3}}{\partial y^{j} \partial y^{k} \partial y^{l}}\left[G^{i}-\frac{2}{n+1} \frac{\partial G^{m}}{\partial y^{m}} y^{i}\right] . \tag{2.3}
\end{equation*}
$$

$\mathbf{D}$ is called the Douglas curvature. $F$ is called a Douglas metric if $\mathbf{D}=\mathbf{0}$ [1]. By definition, it follows that the Douglas tensor $\mathbf{D}_{y}$ is symmetric trilinear form and has the following properties

$$
\mathbf{D}_{y}(y, u, v)=0, \quad \operatorname{trace}\left(\mathbf{D}_{y}\right)=0
$$

According to (2.3), the Douglas tensor can be written as follows

$$
D_{j k l}^{i}=B_{j k l}^{i}-\frac{2}{n+1}\left\{E_{j k} \delta^{i}{ }_{l}+E_{k l} \delta^{i}{ }_{j}+E_{l j} \delta^{i}{ }_{k}+E_{j k, l} y^{i}\right\} .
$$

For $y \in T_{x} M$, define the Landsberg curvature $\mathbf{L}_{y}: T_{x} M \times T_{x} M \times T_{x} M \rightarrow \mathbb{R}$ by

$$
\mathbf{L}_{y}(u, v, w):=-\frac{1}{2} \mathbf{g}_{y}\left(\mathbf{B}_{y}(u, v, w), y\right)
$$

$F$ is called a Landsberg metric if $\mathbf{L}_{y}=0$. By definition, every Berwald metric is a Landsberg metric.

For $y \in T_{x} M_{0}$, define the stretch curvature $\boldsymbol{\Sigma}_{y}: T_{x} M \times T_{x} M \times T_{x} M \times T_{x} M \rightarrow \mathbb{R}$ by $\boldsymbol{\Sigma}_{y}(u, v, w, z):=\Sigma_{i j k l}(y) u^{i} v^{j} w^{k} z^{l}$, where

$$
\begin{equation*}
\Sigma_{i j k l}:=2\left(L_{i j k \mid l}-L_{i j| | k}\right), \tag{2.4}
\end{equation*}
$$

and "" denotes the horizontal derivation with respect to the Berwald connection of $F$. A Finsler metric is said to be a stretch metric if $\boldsymbol{\Sigma}=0$.

The second variation of geodesics gives rise to a family of linear maps $\mathbf{R}_{y}$ : $T_{x} M \rightarrow T_{x} M$ with homogeneity $\mathbf{R}_{\lambda y}=\lambda^{2} \mathbf{R}_{y}, \forall \lambda>0$ which is defined by

$$
\mathbf{R}_{y}(u):=R_{k}^{i}(y) u^{k} \frac{\partial}{\partial x^{i}},
$$

where

$$
R_{k}^{i}(y)=2 \frac{\partial G^{i}}{\partial x^{k}}-\frac{\partial^{2} G^{i}}{\partial x^{j} \partial y^{k}} y^{j}+2 G^{j} \frac{\partial^{2} G^{i}}{\partial y^{j} \partial y^{k}}-\frac{\partial G^{i}}{\partial y^{j}} \frac{\partial G^{j}}{\partial y^{k}} .
$$

$\mathbf{R}_{y}$ is called the Riemann curvature in the direction $y$.

For a flag $P:=\operatorname{span}\{y, u\} \subset T_{x} M$ with flagpole $y$, the flag curvature $\mathbf{K}=$ $\mathbf{K}(P, y)$ is defined by

$$
\begin{equation*}
\mathbf{K}(x, y, P):=\frac{\mathbf{g}_{y}\left(u, \mathbf{R}_{y}(u)\right)}{\mathbf{g}_{y}(y, y) \mathbf{g}_{y}(u, u)-\mathbf{g}_{y}(y, u)^{2}} \tag{2.5}
\end{equation*}
$$

The flag curvature $\mathbf{K}(x, y, P)$ is a function of tangent planes $P=\operatorname{span}\{y, v\} \subset T_{x} M$. A Finsler metric $F$ is of scalar flag curvature if $\mathbf{K}=\mathbf{K}(x, y)$ is independent of flag $P$ (see [23], [24] and [25]).

## 3. Proof of Theorem 1.1

Every two points of a homogeneous Finsler manifold map to each other by an isometry. Then, the norm of arbitrary tensor of a homogeneous Finsler manifold is a constant function on the underlying manifold. Thus the norm of an arbitrary tensor of a homogeneous Finsler space is bounded. This fact is proved in [28].

Lemma 3.1. ([28]) Let $(M, F)$ be a homogeneous Finsler manifold. Then the norm of an arbitrary tensor of $F$ which is invariant under every isometry of $F$ is bounded.

We define the norm of the Landsberg curvature at $x \in M$ by

$$
\|\mathbf{L}\|_{x}:=\sup _{y, u, v, w \in T_{x} M \backslash\{0\}} \frac{F(y)\left|\mathbf{L}_{y}(u, v, w)\right|}{\sqrt{\mathbf{g}_{y}(u, u) \mathbf{g}_{y}(v, v) \mathbf{g}_{y}(w, w)}}
$$

We showed that the Landsberg curvature of homogeneous Finsler metric $F$ is bounded.

Lemma 3.2. ([28]) Let $(M, F)$ be a homogeneous Finsler manifold. Then the Landsberg curvature of $F$ is bounded.

In order to prove Theorem 1.1, we need the following.
Theorem 3.1. ([29]) Homogeneous Finsler manifolds are complete.

Now, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1: Let $p$ be an arbitrary point of manifold $M$, and $y, u, v, w \in$ $T_{p} M$. Let $c:(-\infty, \infty) \rightarrow M$ is the unit speed geodesic passing from $p$ and

$$
\frac{d c}{d t}(0)=y
$$

If $U(t), V(t)$ and $W(t)$ are the parallel vector fields along $c$ with

$$
U(0)=u, \quad V(0)=v \quad W(0)=w .
$$

Let us put

$$
\begin{aligned}
& \mathbf{L}(t)=\mathbf{L}(U(t), V(t), W(t)) \\
& \mathbf{L}^{\prime}(t)=\mathbf{L}^{\prime}(U(t), V(t), W(t))
\end{aligned}
$$

Contracting (1.1) with $y^{l}$ implies that

$$
\begin{equation*}
L_{i j k \mid l} y^{l}=c F C_{i j| | k} y^{l} \tag{3.1}
\end{equation*}
$$

By definition, we have

$$
\begin{equation*}
L_{i j k}=C_{i j l \mid k} y^{l} . \tag{3.2}
\end{equation*}
$$

From (3.1) and (3.2), we have

$$
\begin{equation*}
L_{i j k \mid l} y^{l}=c F L_{i j k} \tag{3.3}
\end{equation*}
$$

According to the definition, (3.3) yields the following ODE

$$
\begin{equation*}
\mathbf{L}^{\prime}(t)=c \mathbf{L}(t) \tag{3.4}
\end{equation*}
$$

which its general solution is

$$
\begin{equation*}
\mathbf{L}(t)=e^{c t} \mathbf{L}(0) \tag{3.5}
\end{equation*}
$$

Using $\|\mathbf{L}\|<\infty$, and letting $t \rightarrow+\infty$ or $t \rightarrow-\infty$, we get

$$
\mathbf{L}(0)=\mathbf{L}(u, v, w)=0
$$

So $\mathbf{L}=0$, i.e., $(M, F)$ is a Landsberg manifold.

Proof of Corollary 1.1: In [6], Crampin showed that every Landsberg metric with vanishing mean Berwald curvature is a Berwald metric. Then by Theorem 1.1, we get the proof.

Proof of Corollary 1.2: Let $(M, F)$ be a Douglas manifold of dimension $n$. Suppose that $F$ has vanishing Landsberg curvature. In [4], Berwald proved that every 2-dimensional Douglas metric with vanishing Landsberg curvature is a Berwald metric. In 1984, Izumi pointed out that the Berwald theorem must be true for the higher dimensions [8]. In [1], Bácsó-Matsumoto proved that every Douglas metric with vanishing Landsberg curvature is a Berwald metric. Then by Theorem 1.1, we get the proof.

Proof of Corollary 1.3: According to by Theorem 1.1, $F$ is a Landsberg metric. In [16], Numata proved that every Landsberg metric of non-zero scalar flag curvature is a Riemannian metric of constant sectional curvature. This completes the proof.

Proof of Corollary 1.4: In [19], Shen proved that an $(\alpha, \beta)$-metric with vanishing Landsberg curvature is a Berwald metric. Then by Theorem 1.1, we get the proof.

Proof of Corollary 1.5: In [14], Mo-Zhou classified the spherically symmetric Finsler metrics in $\mathbb{R}^{n}$ with Landsberg type and found some exceptional almost regular metrics which do not belong to Berwald type. They proved that every regular spherically symmetric Finsler metric in $\mathbb{R}^{n}$ is a Berwald metric. Then they proved that all of Berwaldian spherically symmetric Finsler metrics are Riemannian. Then by Theorem 1.1, we get the proof.

## 4. Stretch-Recurrent Homogeneous Metrics

In this section, we are going to prove Theorem 1.2.

Proof of Theorem 1.2: We know that $(M, F)$ is homogeneous, and the scalar function $\Psi$ is invariant under the isometries of $F$. In general, if a continuous function $f: T M_{0} \rightarrow \mathbb{R}$ is invariant under isometries of $(M, F)$ and also is positively homogeneous of degree zero with respect to directions, then $f$ is a bounded function. Thus, $f:=\Psi / F$ is bounded and, by definition, is everywhere non-zero. Since $M$ is connected, the range of $\Psi / F$ is an interval, say $\left(c_{1}, c_{2}\right) \subseteq \mathbb{R}$, which does not contain zero. Without loss of generality, suppose that $c_{1}>0$. Thus, we have

$$
\begin{equation*}
c_{1} F(x, y) \leq \Psi(x, y) \leq c_{2} F(x, y), \quad \forall(x, y) \in T M_{0} \tag{4.1}
\end{equation*}
$$

For $y \in T_{x} M$, let $c=c(t)$ be the unit speed geodesic of $(M, F)$ with $\dot{c}(0)=y$ and $c(0)=x$. Suppose $X=X(t), Y=Y(t), Z=Z(t)$ and $W=W(t)$ are parallel vector fields along the geodesic $c$. Define $\boldsymbol{\Sigma}(t)$ as follows

$$
\begin{equation*}
\boldsymbol{\Sigma}(t)=\boldsymbol{\Sigma}_{\dot{c}}(X(t), Y(t), Z(t), W(t)) \tag{4.2}
\end{equation*}
$$

Thus, the restriction of (1.4) to the canonical lift of $c$, i.e., $(c, \dot{c})$ becomes

$$
\begin{equation*}
\boldsymbol{\Sigma}^{\prime}(t)=\Psi(t) \boldsymbol{\Sigma}(t) \tag{4.3}
\end{equation*}
$$

For simplicity, we have used the following nomination:

$$
\Psi(t):=\Psi(c(t), \dot{c}(t))
$$

By (4.3), we get

$$
\begin{equation*}
\boldsymbol{\Sigma}(t)=e^{\int_{0}^{t} \Psi(s) d s} \boldsymbol{\Sigma}(0) \tag{4.4}
\end{equation*}
$$

It follows from (4.1) and $F(c(t), \dot{c}(t))=1$ that

$$
\begin{equation*}
e^{c_{1} t} \leq e^{\int_{0}^{t} \Psi(s) d s} \leq e^{c_{2} t}, \quad \forall t>0 \tag{4.5}
\end{equation*}
$$

The stretch tensor of any homogeneous metric is a bounded tensor. Let $\boldsymbol{\Sigma}(0) \neq$ 0 . By Theorem 3.1, $M$ is complete, and the parameter $t$ takes all the values in $(-\infty,+\infty)$. Letting $t \rightarrow \infty$, we conclude that the norm of $\boldsymbol{\Sigma}(t)$ is unbounded which arises a contradiction. Therefore, we get

$$
\boldsymbol{\Sigma}(0)=0,
$$

and $F$ reduces to a stretch metric. On the other hand, in [28] it is proved that every homogenous stretch metric is a Landsberg metric. This completes the proof.
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# ON THE BI- $P$-HARMONIC MAPS AND THE CONFORMAL MAPS 
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#### Abstract

The objective of this paper is to study the bi-p-harmonicity of a conformal maps. We establish necessary and sufficient condition for a conformal map to be bi-pharmonic and we construct several examples of this type of maps.


Keywords: $p$-harmonic map, bi-p-harmonic map, conformal map.

## 1. Introduction

Let $\phi:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, h\right)$ be a smooth map between two Riemannian manifolds. Then $\phi$ is said to be harmonic if it is a critical point of the energy functional :

$$
E(\phi)=\frac{1}{2} \int_{M}|d \phi|^{2} d v_{g}
$$

with respect to compactly supported variations. Equivalently, $\phi$ is harmonic if it satisfies the associated Euler-Lagrange equations given as follows:

$$
\tau(\phi)=T r_{g} \nabla d \phi=0,
$$

$\tau(\phi)$ is called the tension field of $\phi$. The map $\phi$ is said to be biharmonic if it is a critical point of the bi-energy functional:

$$
E_{2}(\phi)=\frac{1}{2} \int_{M}|\tau(\phi)|^{2} d v_{g} .
$$
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The biharmonicity of $\phi$ is characterized by the following equation:

$$
\tau_{2}(\phi)=-\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \tau(\phi)-T r_{g} R^{N}(\tau(\phi), d \phi) d \phi=0
$$

where $\nabla^{\phi}$ is the connection in the pull-back bundle $\phi^{-1}(T N)$ and, if $\left(e_{i}\right)_{1 \leq i \leq m}$ is a local orthonormal frame field on $M$, then

$$
\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \tau(\phi)=\left(\nabla_{e_{i}}^{\phi} \nabla_{e_{i}}^{\phi}-\nabla_{\nabla_{e_{i}}^{M} e_{i}}^{\phi}\right) \tau(\phi)
$$

We will call the operator $\tau_{2}(\phi)$, the bi-tension field of the map $\phi$. A generalization of harmonic and biharmonic maps, $p$-harmonic and bi- $p$-harmonic maps are defined as follows : Let $p \geq 2$, the $p$-energy functional of $\phi$ is defined by

$$
E_{p}(\phi)=\frac{1}{p} \int_{M}|d \phi|^{p} d v_{g}
$$

$\phi$ is said to be $p$-harmonic if it is a critical point of the $p$-energy functional (with respect to any variation of compact support). Equivalently, $\phi$ is $p$-harmonic if it satisfies the associated Euler-Lagrange equations:

$$
\tau_{p}(\phi)=|d \phi|^{p-2}\{\tau(\phi)+(p-2) d \phi(\operatorname{grad} \ln |d \phi|)\}=0
$$

$\tau_{p}(\phi)$ is called the $p$-tension field of $\phi$, one can refer to [1], [12] and [15] for more details on $p$-harmonic maps. The bi- $p$-energy of $\phi$ is defined by (see [4]) :

$$
E_{2, p}(\phi)=\frac{1}{2} \int_{M}\left|\tau_{p}(\phi)\right|^{2} d v_{g}
$$

Equivalently, $\phi$ is bi- $p$-harmonic if it satisfies the following equation:

$$
\begin{align*}
\tau_{2, p}(\phi) & =-\operatorname{Tr}_{g} \nabla^{\phi}|d \phi|^{p-2} \nabla^{\phi} \tau_{p}(\phi)-|d \phi|^{p-2} \operatorname{Tr}_{g} R^{N}\left(\tau_{p}(\phi), d \phi\right) d \phi \\
& -(p-2) \operatorname{Tr}_{g} \nabla^{\phi}\left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle|d \phi|^{p-4} d \phi\right)=0 \tag{1.1}
\end{align*}
$$

where

$$
T r_{g} \nabla^{\phi}|d \phi|^{p-2} \nabla^{\phi} \tau_{p}(\phi)=\nabla_{e_{i}}^{\phi}|d \phi|^{p-2} \nabla_{e_{i}}^{\phi} \tau_{p}(\phi)-|d \phi|^{p-2} \nabla_{\nabla_{e_{i}} e_{i}}^{\phi} \tau_{p}(\phi)
$$

and

$$
\begin{aligned}
\operatorname{Tr}_{g} \nabla^{\phi}\left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle|d \phi|^{p-4} d \phi\right) & =\nabla_{e_{i}}^{\phi}|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(e_{i}\right) \\
& -|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\nabla_{e_{i}} e_{i}\right)
\end{aligned}
$$

$\tau_{2, p}(\phi)$ is called the bi- $p$-tension of $\phi$. Following Jiang's notion (see [9]), we define stress bi- $p$-energy tensor associated to the bi- $p$-energy functionals by varying the
functionals with respect to the metric on the domain (see [11]). For any $X, Y \in$ $\Gamma(T M)$, we have

$$
\begin{align*}
S_{2, p}(\phi)(X, Y) & =\frac{1}{2}\left|\tau_{p}(\phi)\right|^{2} g(X, Y)+|d \phi|^{p-2}\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle g(X, Y) \\
& -|d \phi|^{p-2}\left\{h\left(d \phi(X), \nabla_{Y}^{\phi} \tau_{p}(\phi)\right)+h\left(d \phi(Y), \nabla_{X}^{\phi} \tau_{p}(\phi)\right)\right\}  \tag{1.2}\\
& -(p-2)|d \phi|^{p-4}\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle h(d \phi(X), d \phi(Y))
\end{align*}
$$

The stress bi- $p$-energy tensor of $\phi$ satisfies the following relationship

$$
\operatorname{div} S_{2, p}(\phi)=-h\left(\tau_{2, p}(\phi), d \phi\right)
$$

The notion of bi-p-harmonic maps was introduced by A.M.Cherif [4] where he gave the Euler-Lagrange equations associated with the bi-p-energy and he proved a Liouville type theorem for this class of maps. It is important to recall that the $p$-biharmonic maps are the critical points of the $p$-bi-energy functional

$$
E_{p, 2}(\phi)=\frac{1}{p} \int_{M}|\tau(\phi)|^{p} d v_{g}
$$

and this type of maps was studied in [3], [5] and [8]. This paper is a continuation of Cherif's work [4] on bi- $p$-harmonic maps where we study the bi- $p$-harmonicity of a conformal map $\phi:\left(M^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$, we calculate $\tau_{2, p}(\phi)$ and we prove that any conformal map is bi-p-harmonic if and only if the gradient of its dilation satisfies a certain second-order elliptic partial differential equation. From these results, we construct new examples of bi-p-harmonic maps.

## 2. The main results

In the first we give the relation between $\tau_{2, p}(\phi)$ and $\tau_{p}(\phi)$.
Proposition 2.1. Let $\phi:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, h\right)$ be a smooth map, then the relation between $\tau_{2, p}(\phi)$ and $\tau_{p}(\phi)$ is given by the following equation

$$
\begin{align*}
\tau_{2, p}(\phi) & =-|d \phi|^{p-2}\left(\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \tau_{p}(\phi)+\operatorname{Tr}_{g} R^{N}\left(\tau_{p}(\phi), d \phi\right) d \phi\right) \\
& +(p-2)|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\operatorname{grad}\left(\ln |d \phi|^{2}\right)\right) \\
& -(p-2)|d \phi|^{p-4} d \phi\left(\operatorname{grad}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle\right)  \tag{2.1}\\
& -(p-2)|d \phi|^{-2}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle \tau_{p}(\phi) \\
& -\frac{(p-2)}{2}|d \phi|^{p-2} \nabla_{\operatorname{grad}\left(\ln |d \phi|^{2}\right)^{\prime}}^{\tau_{p}}(\phi) .
\end{align*}
$$

Proof of Proposition 2.1. Let us choose $\left\{e_{i}\right\}_{1 \leq i \leq m}$ to be an orthonormal frame on $(M, g)$. By definition, we have

$$
\begin{align*}
\tau_{2, p}(\phi) & =-\operatorname{Tr}_{g} \nabla^{\phi}|d \phi|^{p-2} \nabla^{\phi} \tau_{p}(\phi)-|d \phi|^{p-2} \operatorname{Tr}_{g} R^{N}\left(\tau_{p}(\phi), d \phi\right) d \phi \\
& -(p-2) \operatorname{Tr}_{g} \nabla^{\phi}\left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle|d \phi|^{p-4} d \phi\right) \tag{2.2}
\end{align*}
$$

For the term $\operatorname{Tr}_{g} \nabla^{\phi}|d \phi|^{p-2} \nabla^{\phi} \tau_{p}(\phi)$, we obtain

$$
\operatorname{Tr}_{g} \nabla^{\phi}|d \phi|^{p-2} \nabla^{\phi} \tau_{p}(\phi)=\nabla_{e_{i}}^{\phi}|d \phi|^{p-2} \nabla_{e_{i}}^{\phi} \tau_{p}(\phi)-|d \phi|^{p-2} \nabla_{\nabla_{e_{i}} e_{i}}^{\phi} \tau_{p}(\phi),
$$

a simple calculation gives us

$$
\begin{aligned}
\nabla_{e_{i}}^{\phi}|d \phi|^{p-2} \nabla_{e_{i}}^{\phi} \tau_{p}(\phi) & =|d \phi|^{p-2} \nabla_{e_{i}}^{\phi} \nabla_{e_{i}}^{\phi} \tau_{p}(\phi)+e_{i}\left(|d \phi|^{p-2}\right) \nabla_{e_{i}}^{\phi} \tau_{p}(\phi) \\
& =|d \phi|^{p-2} \nabla_{e_{i}}^{\phi} \nabla_{e_{i}}^{\phi} \tau_{p}(\phi)+\frac{(p-2)}{2}|d \phi|^{p-2} \nabla_{\operatorname{grad}\left(\ln |d \phi|^{2}\right)^{\tau_{p}}(\phi)}
\end{aligned}
$$

then

$$
\begin{align*}
\operatorname{Tr}_{g} \nabla^{\phi}|d \phi|^{p-2} \nabla^{\phi} \tau_{p}(\phi) & =|d \phi|^{p-2} \operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \tau_{p}(\phi) \\
& +\frac{(p-2)}{2}|d \phi|^{p-2} \nabla_{g r a d\left(\ln |d \phi|^{2}\right.}^{\phi} \tau_{p}(\phi) \tag{2.3}
\end{align*}
$$

We will develop the term $\operatorname{Tr}_{g} \nabla^{\phi}\left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle|d \phi|^{p-4} d \phi\right)$, we have

$$
\begin{aligned}
& \operatorname{Tr}_{g} \nabla^{\phi}\left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle|d \phi|^{p-4} d \phi\right) \\
& =\nabla_{e_{i}}^{\phi}|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(e_{i}\right)-|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\nabla_{e_{i}} e_{i}\right) \\
& =|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle \nabla_{e_{i}}^{\phi} d \phi\left(e_{i}\right)+e_{i}\left(|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle\right) d \phi\left(e_{i}\right) \\
& -|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\nabla_{e_{i}} e_{i}\right) \\
& =|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle \nabla_{e_{i}}^{\phi} d \phi\left(e_{i}\right)-|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\nabla_{e_{i}} e_{i}\right) \\
& +|d \phi|^{p-4} e_{i}\left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle\right) d \phi\left(e_{i}\right)+\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle e_{i}\left(|d \phi|^{p-4}\right) d \phi\left(e_{i}\right) \\
& =|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle \tau(\phi)+|d \phi|^{p-4} d \phi\left(\operatorname{grad}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle\right) \\
& +\frac{p-4}{2}|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\operatorname{grad}\left(\ln |d \phi|^{2}\right)\right) .
\end{aligned}
$$

Using the fact that

$$
\tau(\phi)=|d \phi|^{-p+2} \tau_{p}(\phi)-\frac{(p-2)}{2} d \phi\left(\operatorname{grad}\left(\ln |d \phi|^{2}\right)\right)
$$

it follows that

$$
\begin{align*}
\operatorname{Tr}_{g} \nabla^{\phi} & \left(\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle|d \phi|^{p-4} d \phi\right)=|d \phi|^{-2}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle \tau_{p}(\phi) \\
& +|d \phi|^{p-4} d \phi\left(\operatorname{grad}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle\right)  \tag{2.4}\\
& -|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\operatorname{grad}\left(\ln |d \phi|^{2}\right)\right) .
\end{align*}
$$

By replacing (2.3) and (2.4) in (2.2), we deduce that

$$
\begin{aligned}
\tau_{2, p}(\phi) & =-|d \phi|^{p-2}\left(\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \tau_{p}(\phi)+\operatorname{Tr}_{g} R^{N}\left(\tau_{p}(\phi), d \phi\right) d \phi\right) \\
& +(p-2)|d \phi|^{p-4}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle d \phi\left(\operatorname{grad}\left(\ln |d \phi|^{2}\right)\right) \\
& -(p-2)|d \phi|^{p-4} d \phi\left(\operatorname{grad}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle\right) \\
& -(p-2)|d \phi|^{-2}\left\langle\nabla \tau_{p}(\phi), d \phi\right\rangle \tau_{p}(\phi) \\
& -\frac{(p-2)}{2}|d \phi|^{p-2} \nabla_{\operatorname{grad}\left(\ln |d \phi|^{2}\right)^{\phi}} \tau_{p}(\phi) .
\end{aligned}
$$

Theorem 2.1. Let $\phi:\left(M^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$ be a conformal map of dilation $\lambda$, then the bi-p-tension of $\phi$ is given by

$$
\tau_{2, p}(\phi)=(n-p) n^{p-3} \lambda^{2 p-4} d \phi(H(\lambda, n, p))
$$

where

$$
\begin{aligned}
H(\lambda, n, p) & =(n+p-2) \operatorname{grad}(\Delta \ln \lambda) \\
& -\frac{\left(n^{2}-5 n p+4 n-2 p^{2}+8 p-8\right)}{2} \operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right) \\
& -(p-1)\left(n^{2}-3 n p+4 n-2 p^{2}+8 p-8\right)|\operatorname{grad} \ln \lambda|^{2} \operatorname{grad} \ln \lambda \\
& -2\left(n-p^{2}+3 p-2\right)(\Delta \ln \lambda) \operatorname{grad} \ln \lambda+2 n \operatorname{Ricci}(\operatorname{grad} \ln \lambda) .
\end{aligned}
$$

Lemma 2.1. Let $\phi:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, h\right)$ be a smooth map. For any vector filed $X$ and for any smooth function $f$ on $M$, we have

$$
T r_{g}\left(\nabla^{\phi}\right)^{2} f d \phi(X)=f T r_{g}\left(\nabla^{\phi}\right)^{2} d \phi(X)+2 \nabla_{g r a d f}^{\phi} d \phi(X)+(\Delta f) d \phi(X)
$$

Proof of Theorem 2.1. The fact that the map $\phi$ is conformal of dilation $\lambda$ gives us

$$
\tau(\phi)=(2-n) d \phi(\operatorname{grad} \ln \lambda), \quad|d \phi|^{2}=n \lambda^{2}, \quad|d \phi|^{p-2}=n^{\frac{p-2}{2}} \lambda^{p-2}
$$

and

$$
\operatorname{grad}\left(\ln |d \phi|^{2}\right)=2 \operatorname{grad} \ln \lambda
$$

Then

$$
\tau_{p}(\phi)=(p-n) n^{\frac{p-2}{2}} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda) .
$$

By replacing the expression of $\tau_{p}(\phi)$ in (2.1), we obtain

$$
\begin{align*}
& \tau_{2, p}(\phi)=-(p-n) n^{p-2} \lambda^{p-2} \operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda) \\
& -(p-n) n^{p-2} \lambda^{p-2} \operatorname{Tr}_{g} R^{N}\left(\lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right) d \phi \\
& -(p-2)(p-n) n^{p-2} \lambda^{p-2} \nabla_{g r a d \ln \lambda}^{\phi} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda)  \tag{2.5}\\
& -(p-2)(p-n)^{2} n^{p-3} \lambda^{p-4}\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle d \phi(\operatorname{grad} \ln \lambda) \\
& -(p-2)(p-n) n^{p-3} \lambda^{p-4} d \phi\left(\operatorname{grad}\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle\right) \\
& +2(p-2)(p-n) n^{p-3} \lambda^{p-4}\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle d \phi(\operatorname{grad} \ln \lambda) .
\end{align*}
$$

We will simplify the terms of this last equation.
For the term $\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda)$, we have

$$
\begin{aligned}
\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda) & =\lambda^{p-2} \operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} d \phi(\operatorname{grad} \ln \lambda) \\
& +2 \nabla_{g r a d \lambda^{p-2}}^{\phi} d \phi(\operatorname{grad} \ln \lambda) \\
& +\left(\Delta \lambda^{p-2}\right) d \phi(\operatorname{grad} \ln \lambda)
\end{aligned}
$$

The fact that $\phi$ is conformal gives us (see [13])

$$
\begin{aligned}
\operatorname{Tr}_{g}\left(\nabla^{\phi}\right)^{2} d \phi(\operatorname{grad} \ln \lambda) & =d \phi(\operatorname{grad} \Delta \ln \lambda)+2 d \phi\left(\operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)\right) \\
& -(n-2)|\operatorname{grad} \ln \lambda|^{2} d \phi(\operatorname{grad} \ln \lambda) \\
& -(\Delta \ln \lambda) d \phi(\operatorname{grad} \ln \lambda)+d \phi(\operatorname{Ricci}(\operatorname{grad} \ln \lambda))
\end{aligned}
$$

and

$$
\begin{aligned}
2 \nabla_{g r a d \lambda^{p-2}}^{\phi} d \phi(\operatorname{grad} \ln \lambda) & =2(p-2) \lambda^{p-2}|\operatorname{grad} \ln \lambda|^{2} d \phi(\operatorname{grad} \ln \lambda) \\
& +(p-2) \lambda^{p-2} d \phi\left(\operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)\right)
\end{aligned}
$$

A simple calculation gives

$$
\Delta \lambda^{p-2}=(p-2) \lambda^{p-2}\left(\Delta \ln \lambda+(p-2)|\operatorname{grad} \ln \lambda|^{2}\right)
$$

then

$$
\begin{align*}
\operatorname{Tr}_{g} & \left(\nabla^{\phi}\right)^{2} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda)=\lambda^{p-2} d \phi(\operatorname{grad} \Delta \ln \lambda) \\
& +p \lambda^{p-2} d \phi\left(\operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)\right) \\
& -\left(n-p^{2}+2 p-2\right) \lambda^{p-2}|\operatorname{grad} \ln \lambda|^{2} d \phi(\operatorname{grad} \ln \lambda)  \tag{2.6}\\
& +(p-3) \lambda^{p-2}(\Delta \ln \lambda) d \phi(\operatorname{grad} \ln \lambda) \\
& +\lambda^{p-2} d \phi(\operatorname{Ricci}(\operatorname{grad} \ln \lambda)) .
\end{align*}
$$

The fact that $\phi$ conformal also gives us the following formulas (see [13])

$$
\begin{align*}
\operatorname{Tr}_{g} R^{N}(d \phi(\operatorname{grad} \ln \lambda), d \phi) d \phi & =-\frac{n-2}{2} d \phi\left(\operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)\right) \\
& -(\Delta \ln \lambda) d \phi(\operatorname{grad} \ln \lambda)  \tag{2.7}\\
& +d \phi(\operatorname{Ricci}(\operatorname{grad} \ln \lambda))
\end{align*}
$$

and

$$
\begin{align*}
\nabla_{g r a d \ln \lambda}^{\phi} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda) & =(p-1) \lambda^{p-2}|\operatorname{grad} \ln \lambda|^{2} d \phi(\operatorname{grad} \ln \lambda) \\
& +\frac{1}{2} \lambda^{p-2} d \phi\left(\operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)\right) \tag{2.8}
\end{align*}
$$

For the term $\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle$, we have

$$
\begin{aligned}
\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle & =\operatorname{Tr}_{g} h\left(\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right) \\
& =h\left(\nabla_{e_{i}} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\left(e_{i}\right)\right) \\
& =\lambda^{p-2} h\left(\nabla_{e_{i}} d \phi(\operatorname{grad} \ln \lambda), d \phi\left(e_{i}\right)\right) \\
& +e_{i}\left(\lambda^{p-2}\right) h\left(d \phi(\operatorname{grad} \ln \lambda), d \phi\left(e_{i}\right)\right) \\
& =\lambda^{p-2}\left(\lambda^{2} \Delta \ln \lambda+n \lambda^{2}|\operatorname{grad} \ln \lambda|^{2}\right) \\
& +(p-2) \lambda^{p-2} \lambda^{2}|\operatorname{grad} \ln \lambda|^{2} .
\end{aligned}
$$

Then

$$
\begin{equation*}
\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle=\lambda^{p}\left(\Delta \ln \lambda+(n+p-2)|\operatorname{grad} \ln \lambda|^{2}\right) \tag{2.9}
\end{equation*}
$$

Finally, using the following formulas

$$
\operatorname{grad}\left(\lambda^{p}(\Delta \ln \lambda)\right)=\lambda^{p} \operatorname{grad} \Delta \ln \lambda+p \lambda^{p}(\Delta \ln \lambda) \operatorname{grad} \ln \lambda
$$

and
$\operatorname{grad}\left(\lambda^{p}|\operatorname{grad} \ln \lambda|^{2}\right)=\lambda^{p} \operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)+p \lambda^{p}|\operatorname{grad} \ln \lambda|^{2} \operatorname{grad} \ln \lambda$, we obtain

$$
\begin{align*}
\operatorname{grad}\left\langle\nabla \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda), d \phi\right\rangle & =\lambda^{p} \operatorname{grad} \Delta \ln \lambda+p \lambda^{p}(\Delta \ln \lambda) \operatorname{grad} \ln \lambda \\
& +\lambda^{p}(n+p-2) \operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)  \tag{2.10}\\
& +p(n+p-2) \lambda^{p}|\operatorname{grad} \ln \lambda|^{2} \operatorname{grad} \ln \lambda
\end{align*}
$$

If we replace $(2.6),(2.7),(2.8),(2.9)$ and (2.10) in (2.5), we conclude that

$$
\tau_{2, p}(\phi)=(n-p) n^{p-3} \lambda^{2 p-4} d \phi(H(\lambda, n, p)),
$$

where

$$
\begin{aligned}
H(\lambda, n, p) & =(n+p-2) \operatorname{grad}(\Delta \ln \lambda) \\
& -\frac{\left(n^{2}-5 n p+4 n-2 p^{2}+8 p-8\right)}{2} \operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right) \\
& -(p-1)\left(n^{2}-3 n p+4 n-2 p^{2}+8 p-8\right)|\operatorname{grad} \ln \lambda|^{2} \operatorname{grad} \ln \lambda \\
& -2\left(n-p^{2}+3 p-2\right)(\Delta \ln \lambda) \operatorname{grad} \ln \lambda+2 n \operatorname{Ricci}(\operatorname{grad} \ln \lambda) .
\end{aligned}
$$

Theorem 2.2. Let $\phi:\left(M^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$ be a conformal map of dilation $\lambda$, then $\phi$ is bi-p-harmonic if and only if

$$
\begin{aligned}
& (n+p-2) \operatorname{grad}(\Delta \ln \lambda)-\frac{\left(n^{2}-5 n p+4 n-2 p^{2}+8 p-8\right)}{2} \operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right) \\
& -(p-1)\left(n^{2}-3 n p+4 n-2 p^{2}+8 p-8\right)|\operatorname{grad} \ln \lambda|^{2} \operatorname{grad} \ln \lambda \\
& -2\left(n-p^{2}+3 p-2\right)(\Delta \ln \lambda) \operatorname{grad} \ln \lambda+2 n \operatorname{Ricci}(\operatorname{grad} \ln \lambda)=0
\end{aligned}
$$

If we consider a conformal map $\phi:\left(\mathbb{R}^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$ where we suppose that the dilation $\lambda$ is radial, then the bi- $p$-harmonicity of $\phi$ is equivalent to an ordinary differential equation.

Corollary 2.1. Let $\phi:\left(\mathbb{R}^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$ be a conformal map of dilation $\lambda$ where we suppose that the dilation $\lambda$ is radial $(\lambda=\lambda(r), r=|x|)$. By setting $\beta=(\ln \lambda)^{\prime}$, we get (see [13])

$$
\operatorname{grad} \ln \lambda=\beta \frac{\partial}{\partial r}, \quad|\operatorname{grad} \ln \lambda|^{2}=\beta^{2}, \quad \operatorname{grad}\left(|\operatorname{grad} \ln \lambda|^{2}\right)=2 \beta \beta^{\prime} \frac{\partial}{\partial r}
$$

and

$$
\Delta \ln \lambda=\beta^{\prime}+\frac{n-1}{r} \beta, \quad \operatorname{grad} \Delta \ln \lambda=\left(\beta^{\prime \prime}+\frac{n-1}{r} \beta^{\prime}-\frac{n-1}{r^{2}} \beta\right) \frac{\partial}{\partial r} .
$$

Using Theorem 2.2, we deduce that $\phi$ is bi-p-harmonic if and only if $\beta$ satisfies the following differential equation :

$$
\begin{align*}
& (n+p-2) \beta^{\prime \prime}-\left(n^{2}-5 n p+6 n-4 p^{2}+14 p-12\right) \beta \beta^{\prime}+\frac{(n+p-2)(n-1)}{r} \beta^{\prime}  \tag{2.11}\\
& -\frac{(n+p-2)(n-1)}{r^{2}} \beta+\frac{2\left(p^{2}-3 p-n+2\right)(n-1)}{r} \beta^{2} \\
& +(p-1)\left(-n^{2}+3 n p-4 n+2 p^{2}-8 p+8\right) \beta^{3}=0
\end{align*}
$$

To solve equation (2.11), we will study two types of solutions. In the first case, we look at the solutions which are written in the form $\beta=\frac{a}{r}, a \in \mathbb{R}^{*}$, we obtain the following result.

Corollary 2.2. Let $\phi:\left(\mathbb{R}^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$ be a conformal map of dilation $\lambda$ where we suppose that $(\ln \lambda)^{\prime}=\beta=\frac{a}{r}, a \in \mathbb{R}^{*}$. Then $\phi$ is bi-p-harmonic if and only if $a$ is solution of the following algebraic equation :

$$
\begin{align*}
& a^{2} n^{2} p-a^{2} n^{2}-3 a^{2} n p^{2}+7 a^{2} n p-4 a^{2} n-2 a^{2} p^{3}+10 a^{2} p^{2}-16 a^{2} p+8 a^{2}+a n^{2}  \tag{2.12}\\
& -2 a n p^{2}+11 a n p-12 a n+6 a p^{2}-20 a p+16 a+2 n^{2}+2 n p-8 n-4 p+8=0 .
\end{align*}
$$

Remark 2.1. Equation (2.12) leads us to two types of solutions
1.

$$
a=-\frac{2(n-2)(n+\sqrt{n(17 n-16)})}{\left(3 n^{2}-6 n+4\right) \sqrt{n(17 n-16)}-13 n^{3}+42 n^{2}-28 n}
$$

and

$$
p=\frac{1}{4} \sqrt{n(17 n-16)}-\frac{3}{4} n+2,
$$

where $n \geq 3$.

On the bi- $P$-harmonic mpas and the conformal maps.
2.

$$
a=\frac{A(n, p)-12 n-20 p-2 n p^{2}+11 n p+n^{2}+6 p^{2}+16}{8 n+32 p+6 n p^{2}-2 n^{2} p-14 n p+2 n^{2}-20 p^{2}+4 p^{3}-16}
$$

or

$$
a=-\frac{A(n, p)+12 n+20 p+2 n p^{2}-11 n p-n^{2}-6 p^{2}-16}{8 n+32 p+6 n p^{2}-2 n^{2} p-14 n p+2 n^{2}-20 p^{2}+4 p^{3}-16},
$$

where

$$
A(n, p)=\sqrt{\begin{array}{c}
4(n-1)^{2} p^{4}-4(n-1)(n-4) p^{3}+\left(12 n^{3}-35 n^{2}+8 n+16\right) p^{2} \\
-2 n\left(4 n^{3}-3 n^{2}-16 n+16\right) p+n^{2}(3 n-4)^{2}
\end{array}}
$$

and

$$
p \neq \frac{1}{4} \sqrt{n(17 n-16)}-\frac{3}{4} n+2
$$

Remark 2.1 allows us to study the following examples. The examples to be cited correspond to the cases where $a=-2$ and $a=-1$.

Example 2.1. We consider the inversion $\phi: \mathbb{R}^{n} \backslash\{0\} \longrightarrow \mathbb{R}^{n} \backslash\{0\}(n \geq 3)$ defined by $\phi(x)=\frac{x}{|x|^{2}} . \phi$ is a conformal map with dilation $\lambda=\frac{1}{r^{2}}$. We deduce that $\phi$ is bi- $p$-harmonic if and only if

$$
p=-\frac{1}{2} n+\frac{1}{4} \sqrt{-20 n+12 n^{2}+9}+\frac{5}{4}, \quad n \geq 4
$$

or

$$
p=-\frac{3}{4} n+\frac{1}{4} \sqrt{n(17 n-16)}+2, \quad n \geq 3 .
$$

Example 2.2. Let $\phi: \mathbb{R}^{n} \backslash\{0\} \longrightarrow$ math $b b R \times S^{n-1}$ given in polar coordinates by

$$
\phi(r \theta)=(\ln r, \theta), \quad r>0, \quad \theta \in S^{n-1} \subset \mathbb{R}^{n} .
$$

$\phi$ is a conformal map with dilation $\lambda=\frac{1}{r}$. We conclude that $\phi$ is bi- $p$-harmonic if and only if

$$
p=\frac{n}{2}, \quad n \geq 4
$$

or

$$
p=-\frac{3}{4} n+\frac{1}{4} \sqrt{n(17 n-16)}+2, \quad n \geq 3 .
$$

As a second particular case, we will look for the solutions of the form $\beta=\frac{a}{1+r^{2}}, a \in$ $\mathbb{R}^{*}$.

Corollary 2.3. Let $\phi:\left(\mathbb{R}^{n}, g\right) \longrightarrow\left(N^{n}, h\right)(n \geq 3)$ be a conformal map of dilation $\lambda$ where we suppose that $(\ln \lambda)^{\prime}=\beta=\frac{a}{1+r^{2}}, a \in \mathbb{R}^{*}$. Then $\phi$ is bi-p-harmonic if and only if $a$ is solution of the following system:

$$
\left\{\begin{array}{c}
n^{5} p+2 n^{5}-3 n^{4} p^{2}-6 n^{4} p-4 n^{4}+n^{3} p^{3}+6 n^{3} p^{2}  \tag{2.13}\\
+14 n^{3} p-4 n^{3}+3 n^{2} p^{4}-6 n^{2} p^{3}-12 n^{2} p^{2}+4 n^{2} p \\
+8 n^{2}-2 n p^{5}+4 n p^{4}-2 n p^{3}+16 n p^{2}-24 n p \\
\quad+4 p^{4}-16 p^{3}+16 p^{2}=0 \\
a n d \\
3 a n^{2}-2 a n p^{2}+a n p-2 a p^{2}+8 a p-8 a+2 n^{2}+2 n p+4 p-8=0
\end{array}\right.
$$

Remark 2.2. To solve this system, we distingue three cases
1.

$$
p=n, \quad a=\frac{2}{n-2}, \quad n \geq 3 .
$$

In this case, the conformal map is $n$-harmonic so bi- $n$-harmonic.
2.

$$
p=\frac{n}{2}, \quad a=\frac{6 n-8}{n^{2}-8 n+8}, \quad n \geq 4 .
$$

Then $\phi$ is bi- $p$-harmonic non- $p$-harmonic.
3.

$$
p=\frac{1}{2 n}\left(\sqrt{-16 n+4 n^{2}+8 n^{3}+n^{4}+4}+n^{2}+2\right)
$$

and

$$
a=-\frac{2 n^{2}+2 n p+4 p-8}{3 n^{2}-2 n p^{2}+n p-2 p^{2}+8 p-8}, \quad n \geq 3 .
$$

Then $\phi$ is bi- $p$-harmonic non- $p$-harmonic.
As the last result of this paper, we calculate the stress bi-p-energy tensor for a conformal map.

Theorem 2.3. Let $\phi:\left(M^{n}, g\right) \longrightarrow\left(N^{n}, h\right)$ be a conformal map of dilation $\lambda$, then we have

$$
\begin{align*}
& S_{2, p}(\phi)(X, Y) \\
& =\frac{p-n}{2} n^{p-3} \lambda^{2 p-2}\left(n(n+p-4)-2(p-2)^{2}\right)|\operatorname{grad} \ln \lambda|^{2} g(X, Y)  \tag{2.14}\\
& +(p-n)(n-p+2) n^{p-3} \lambda^{2 p-2}(\Delta \ln \lambda) g(X, Y) \\
& -2(p-n) n^{p-2} \lambda^{2 p-2}(\nabla d \ln \lambda(X, Y)-(p-2) X(\ln \lambda) Y(\ln \lambda))
\end{align*}
$$

and the trace of $S_{2, p}(\phi)$ is given by

$$
\begin{align*}
& \operatorname{Tr}_{g} S_{2, p}(\phi) \\
& =\frac{p-n}{2} n^{p-2} \lambda^{2 p-2}(n(n+p-4)-2(p-2)(p-4))|g r a d \ln \lambda|^{2}  \tag{2.15}\\
& -(p-n)^{2} n^{p-2} \lambda^{2 p-2}(\Delta \ln \lambda) .
\end{align*}
$$

By using the fact that

$$
\Delta \lambda^{k}=k \lambda^{k}\left(\Delta \ln \lambda+k|\operatorname{grad} \ln \lambda|^{2}\right)
$$

we obtain the following corollary :
Corollary 2.4. Let $\phi:\left(M^{n}, g\right) \longrightarrow\left(N^{n}, h\right)$ be a conformal map of dilation $\lambda$ where $n \neq p$, then

$$
\operatorname{Tr}_{g} S_{2, p}(\phi)=-(p-n)^{2} n^{p-2} \lambda^{2 p-2} T(\lambda),
$$

where

$$
T(\lambda)=\Delta \ln \lambda+\frac{n(n+p-4)-2(p-2)(p-4)}{2(n-p)}|\operatorname{grad} \ln \lambda|^{2}
$$

and
$T r_{g} S_{2, p}(\phi)=0$ if and only if the function $\lambda^{\frac{n(n+p-4)-2(p-2)(p-4)}{2(n-p)}}$ is harmonic.
Remark 2.3. Let $\phi:\left(\mathbb{R}^{n}, g\right) \longrightarrow\left(N^{n}, h\right),(n \neq p)$ be a conformal map of dilation $\lambda$ where we suppose that the dilation $\lambda$ is radial. By setting $\beta=(\ln \lambda)^{\prime}$, we deduce that the trace of $S_{2, p}(\phi)$ is zero if if and only if $\beta$ satisfies the following differential equation :

$$
\begin{equation*}
\beta^{\prime}+\frac{n-1}{r} \beta+\frac{n+2 p-4}{2} \beta^{2}=0 \tag{2.16}
\end{equation*}
$$

The general solution of this equation is given by :

$$
\beta=\left\{\begin{array}{l}
\frac{2(n-2)}{\frac{2(n-2) r^{n-1}-(n+2 p-4) r}{2},} \quad n \neq 2, \quad A \in \mathbb{R} \\
\frac{2}{(n+2 p-4) r \ln r+A r}, \\
\quad n=2, \quad A \in \mathbb{R}
\end{array}\right.
$$

Remark 2.4. Let $\phi:\left(\mathbb{R}^{n}, g\right) \longrightarrow\left(N^{n}, h\right),(n \neq p, \quad n \neq 2)$ be a conformal map of dilation $\lambda$ where we suppose that the dilation $\lambda$ is radial. we will look for the solutions of the form $\beta=\frac{a}{r}, a \in \mathbb{R}^{*}$. we deduce that the trace of $S_{2, p}(\phi)$ is zero if if and only if

$$
\begin{equation*}
a=-\frac{2(n-2)}{n+2 p-4}, \quad n+2 p-4 \neq 0 \tag{2.17}
\end{equation*}
$$

For example, if we consider the conformal map $\phi: \mathbb{R}^{n} \backslash\{0\} \longrightarrow \mathbb{R} \times S^{n-1}$ given in polar coordinates by $\phi(r \theta)=(\ln r, \theta)$, we conclude that for this map $\phi$ the trace of $S_{2, p}(\phi)$ is zero if if and only if $n=2 p$.

Proof of Theorem 2.3. Let us choose $\left\{e_{i}\right\}_{1 \leq i \leq n}$ to be an orthonormal frame on $(M, g)$. By definition, we have

$$
\begin{align*}
& S_{2, p}(\phi)(X, Y)=\frac{1}{2}\left|\tau_{p}(\phi)\right|^{2} g(X, Y)+|d \phi|^{p-2}\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle g(X, Y) \\
& -|d \phi|^{p-2} h\left(d \phi(X), \nabla_{Y}^{\phi} \tau_{p}(\phi)\right)-|d \phi|^{p-2} h\left(d \phi(Y), \nabla_{X}^{\phi} \tau_{p}(\phi)\right)  \tag{2.18}\\
& -(p-2)|d \phi|^{p-4}\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle h(d \phi(X), d \phi(Y))
\end{align*}
$$

Using the fact that

$$
\tau_{p}(\phi)=(p-n) n^{\frac{p-2}{2}} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda)
$$

we obtain

$$
\begin{equation*}
\left|\tau_{p}(\phi)\right|^{2}=(p-n)^{2} n^{p-2} \lambda^{2 p-2}|\operatorname{grad} \ln \lambda|^{2} \tag{2.19}
\end{equation*}
$$

For the term $\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle$, we have

$$
\begin{aligned}
\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle & =h\left(d \phi\left(e_{i}\right), \nabla_{e_{i}}^{\phi} \tau_{p}(\phi)\right) \\
& =(p-n) n^{\frac{p-2}{2}} h\left(d \phi\left(e_{i}\right), \nabla_{e_{i}}^{\phi} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda)\right) \\
& =(p-n) n^{\frac{p-2}{2}} \lambda^{p-2} h\left(d \phi\left(e_{i}\right), \nabla_{e_{i}}^{\phi} d \phi(\operatorname{grad} \ln \lambda)\right) \\
& +(p-n) n^{\frac{p-2}{2}} e_{i}\left(\lambda^{p-2}\right) h\left(d \phi\left(e_{i}\right), d \phi(\operatorname{grad} \ln \lambda)\right) \\
& =(p-n) n^{\frac{p-2}{2}} \lambda^{p}\left(\Delta \ln \lambda+n|\operatorname{grad} \ln \lambda|^{2}\right) \\
& +(p-n)(p-2) n^{\frac{p-2}{2}} \lambda^{p}|\operatorname{grad} \ln \lambda|^{2} .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left\langle d \phi, \nabla^{\phi} \tau_{p}(\phi)\right\rangle=(p-n) n^{\frac{p-2}{2}} \lambda^{p}\left(\Delta \ln \lambda+(n+p-2)|\operatorname{grad} \ln \lambda|^{2}\right) . \tag{2.20}
\end{equation*}
$$

It remains to simplify $h\left(d \phi(X), \nabla_{Y}^{\phi} \tau_{p}(\phi)\right)$ and $h\left(d \phi(Y), \nabla_{X}^{\phi} \tau_{p}(\phi)\right)$, we have

$$
\begin{aligned}
h\left(d \phi(X), \nabla_{Y}^{\phi} \tau_{p}(\phi)\right) & =(p-n) n^{\frac{p-2}{2}} h\left(d \phi(X), \nabla_{Y}^{\phi} \lambda^{p-2} d \phi(\operatorname{grad} \ln \lambda)\right) \\
& =(p-n) n^{\frac{p-2}{2}} \lambda^{p} \nabla d \ln \lambda(X, Y) \\
& +(p-n) n^{\frac{p-2}{2}} \lambda^{p}|\operatorname{grad} \ln \lambda|^{2} g(X, Y) \\
& +(p-n)(p-2) n^{\frac{p-2}{2}} \lambda^{p} X(\ln \lambda) Y(\ln \lambda)
\end{aligned}
$$

which gives us

$$
\begin{align*}
h\left(d \phi(X), \nabla_{Y}^{\phi} \tau_{p}(\phi)\right) & =(p-n) n^{\frac{p-2}{2}} \lambda^{p} \nabla d \ln \lambda(X, Y) \\
& +(p-n) n^{\frac{p-2}{2}} \lambda^{p}|\operatorname{grad} \ln \lambda|^{2} g(X, Y)  \tag{2.21}\\
& +(p-n)(p-2) n^{\frac{p-2}{2}} \lambda^{p} X(\ln \lambda) Y(\ln \lambda)
\end{align*}
$$

A similar calculation gives

$$
\begin{align*}
h\left(d \phi(Y), \nabla_{X}^{\phi} \tau_{p}(\phi)\right) & =(p-n) n^{\frac{p-2}{2}} \lambda^{p} \nabla d \ln \lambda(X, Y) \\
& +(p-n) n^{\frac{p-2}{2}} \lambda^{p}|\operatorname{grad} \ln \lambda|^{2} g(X, Y)  \tag{2.22}\\
& +(p-n)(p-2) n^{\frac{p-2}{2}} \lambda^{p} X(\ln \lambda) Y(\ln \lambda)
\end{align*}
$$

By substituting (2.19), (2.20), (2.21) and (2.22) in (2.18) and using the fact that

$$
|d \phi|^{p-2}=n^{\frac{p-2}{2}} \lambda^{p-2}, \quad|d \phi|^{p-4}=n^{\frac{p-4}{2}} \lambda^{p-4}
$$

we deduce that

$$
\begin{aligned}
& S_{2, p}(\phi)(X, Y) \\
& =\frac{p-n}{2} n^{p-3} \lambda^{2 p-2}\left(n(n+p-4)-2(p-2)^{2}\right)|\operatorname{grad} \ln \lambda|^{2} g(X, Y) \\
& +(p-n)(n-p+2) n^{p-3} \lambda^{2 p-2}(\Delta \ln \lambda) g(X, Y) \\
& -2(p-n) n^{p-2} \lambda^{2 p-2}(\nabla d \ln \lambda(X, Y)-(p-2) X(\ln \lambda) Y(\ln \lambda))
\end{aligned}
$$

To complete the proof, let's calculate the trace of $S_{2, p}(\phi)$, we have

$$
\begin{aligned}
& \operatorname{Tr}_{g} S_{2, p}(\phi)=S_{2, p}(\phi)\left(e_{i}, e_{i}\right) \\
& =\frac{p-n}{2} n^{p-3} \lambda^{2 p-2}\left(n(n+p-4)-2(p-2)^{2}\right)|\operatorname{grad} \ln \lambda|^{2} g\left(e_{i}, e_{i}\right) \\
& +(p-n)(n-p+2) n^{p-3} \lambda^{2 p-2}(\Delta \ln \lambda) g\left(e_{i}, e_{i}\right) \\
& -2(p-n) n^{p-2} \lambda^{2 p-2}\left(\nabla d \ln \lambda\left(e_{i}, e_{i}\right)-(p-2) e_{i}(\ln \lambda) e_{i}(\ln \lambda)\right)
\end{aligned}
$$

then

$$
\begin{aligned}
\operatorname{Tr}_{g} S_{2, p}(\phi) & =\frac{p-n}{2} n^{p-2} \lambda^{2 p-2}(n(n+p-4)-2(p-2)(p-4))|\operatorname{grad} \ln \lambda|^{2} \\
& -(p-n)^{2} n^{p-2} \lambda^{2 p-2}(\Delta \ln \lambda)
\end{aligned}
$$
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#### Abstract

The objective of this paper is to discuss various properties of mixed super quasi-Einstein manifolds admitting certain vector fields. We analyze the behaviour of $M S(Q E)_{n}$ satisfying Codazzi type of Ricci tensor. We have also constructed a nontrivial example related to mixed super quasi-Einstein manifolds. Keywords: Mixed super quasi-Einstein manifolds, pseudo quasi-Einstein manifold, Codazzi type of Ricci tensor, cyclic parallel Ricci tensor, Killing vector field, concurrent vector field.


## 1. Introduction

An $n$-dimensional semi-Riemannian or Riemannian manifold $\left(M^{n}, g\right)(n>2)$, is called an Einstein manifold if its Ricci tensor $S$ satisfies the criteria

$$
\begin{equation*}
S=\frac{r}{n} g, \tag{1.1}
\end{equation*}
$$

where $r$ denotes the scalar curvature of $\left(M^{n}, g\right)$. We can also say an Einstein manifold is a Riemannian or pseudo Riemannian manifold whose Ricci tensor is proportional to the metric. The notion of quasi-Einstein manifold was introduced by M.C. Chaki and R.K. Maity [5]. A non-flat Riemannian manifold $\left(M^{n}, g\right),(n \geq 3)$ is a quasi-Einstein manifold if its Ricci tensor $S$ satisfies the criteria

$$
\begin{equation*}
S(X, Y)=a g(X, Y)+b A(X) A(Y) \tag{1.2}
\end{equation*}
$$

[^14](C) 2021 by University of Niš, Serbia | Creative Commons License: CC BY-NC-ND
and is not identically zero, where $a, b$ are scalars, $b \neq 0$ and $A$ is a non-zero 1 -form such that
$$
g(X, U)=A(X)
$$
for all vector field $X . U$ being a unit vector field.
Here $a$ and $b$ are called the associated scalars, $A$ is called the associated 1-form and $U$ is called the generator of the manifold. Such an $n$-dimensional manifold is denoted by $(Q E)_{n}$. The quasi-Einstein manifolds have also been studied by De and Ghosh [7], Bejan [1], De and De [6], Han, De and Zhao [15] and many others. Quasi-Einstein manifolds have been generalized by many authors in several ways such as generalized quasi-Einstein manifolds [3, 9, 11, 23], $N(K)$-quasi Einstein manifolds [17, 24], super quasi-Einstein manifolds [4, 10, 19] etc.

Chaki [4] introduced the notion of a super quasi-Einstein manifold. His work suggested a non-flat Riemannian or semi-Riemannian manifold $\left(M^{n}, g\right)(n>2)$ is called a super quasi-Einstein manifold if its Ricci tensor $S$ of type $(0,2)$ is not identically zero and satisfies the condition

$$
\begin{align*}
S(X, Y) & =a g(X, Y)+b A(X) A(Y) \\
& +c[A(X) B(Y)+A(Y) B(X)]+d D(X, Y) \tag{1.3}
\end{align*}
$$

where $a, b, c, d$ are scalars in which $b \neq 0, c \neq 0 d \neq 0$ and $A, B$ are non-zero 1 -forms such that

$$
g(X, U)=A(X), g(X, V)=B(X)
$$

where $U, V$ are mutually orthogonal unit vector fields, $D$ is a symmetric $(0,2)$ tensor with zero trace which satisfies the condition

$$
D(X, U)=0
$$

for all $X$. In that case $a, b, c, d$ are called the associated scalars, $A, B$ are called the associated main and auxiliary 1-forms, $U, V$ are called the main and auxiliary generators of the manifold and $D$ is called the associated tensor of the manifold. Such an $n$-dimensional manifold is denoted by $S(Q E)_{n}$.

In [2], A. Bhattacharyya, M. Tarafdar and D. Debnath introduced the notion of mixed super quasi-Einstein manifolds. Their work suggested that a non-flat Riemannian manifold $\left(M^{n}, g\right),(n \geq 3)$ is said to be mixed super quasi-Einstein manifold if its Ricci tensor $S$ of type $(0,2)$ is not identically zero and satisfies the condition

$$
\begin{align*}
S(X, Y) & =a g(X, Y)+b A(X) A(Y)+c B(X) B(Y) \\
& +d[A(X) B(Y)+A(Y) B(X)]+e D(X, Y) \tag{1.4}
\end{align*}
$$

where $a, b, c, d, e$ are scalars on $\left(M^{n}, g\right)$ of which $b \neq 0, c \neq 0, d \neq 0, e \neq 0$ and $A$, $B$ are two non-zero 1-forms such that

$$
\begin{equation*}
g(X, U)=A(X), g(X, V)=B(X) \tag{1.5}
\end{equation*}
$$

$U, V$ being unit vector fields which are orthogonal, $D$ is a symmetric $(0,2)$ tensor with zero trace which satisfies the condition

$$
\begin{equation*}
D(X, U)=0 \tag{1.6}
\end{equation*}
$$

for all $X$. Here $a, b, c, d, e$ are called the associated scalars, $A, B$ are called the associated main and auxiliary 1-forms, $U, V$ are called the main and auxiliary generators of the manifold and $D$ is called the associated tensor of the manifold. If $c=0$, then the manifold becomes $S(Q E)_{n}$. This type of manifold is denoted by the symbol $M S(Q E)_{n}$. If $c=d=0$, then the manifold is reduced to a pseudo quasi-Einstein manifold which was studied by Shaikh [22].

On the other hand, Gray [14] introduced two classes of Riemannian manifolds determined by the covariant differentiation of Ricci tensor. The class $A$ consists of all Riemannian manifolds whose Ricci tensor $S$ is a Codazzi type tensor, i.e.,

$$
\left(\nabla_{X} S\right)(Y, Z)=\left(\nabla_{Y} S\right)(X, Z)
$$

The class B contains all Riemannian manifolds whose Ricci tensor is cyclic parallel, i.e.,

$$
\left(\nabla_{X} S\right)(Y, Z)+\left(\nabla_{Y} S\right)(Z, X)+\left(\nabla_{Z} S\right)(X, Y)=0
$$

A non-flat Riemannian or semi-Riemannian manifold $\left(M^{n}, g\right)(n>2)$ is called a generalized Ricci recurrent manifold [8] if its Ricci tensor $S$ of type ( 0,2 ) satisfies the condition

$$
\left(\nabla_{X} S\right)(Y, Z)=\gamma(X) S(Y, Z)+\delta(X) g(Y, Z)
$$

where $\gamma(X)$ and $\delta(X)$ are non-zero 1-forms such that $\gamma(X)=g(X, \rho)$ and $\delta(X)=$ $g(X, \mu) ; \rho$ and $\mu$ being associated vector fields of the 1 -forms $\gamma$ and $\delta$, respectively. If $\delta=0$, then the manifold reduces to a Ricci recurrent manifold [20].

After studying and analyzing various papers [12, 13, 18], we got motivation to work in this area. Recently in the paper [16], we have studied generalized QuasiEinstein manifolds satisfying certain vector fields. In the present work we have tried to develop a new concept. This paper is organized as follows: After introduction in Section 2, we have studied that if the generators $U$ and $V$ of a $M S(Q E)_{n}$ are Killing vector fields, then the manifold satisfies cyclic parallel Ricci tensor if and only if the associated tensor $D$ is cyclic parallel. Section 3 is concerned with $M S(Q E)_{n}$ satisfying Codazzi type of Ricci tensor. In the next two sections, we have studied $M S(Q E)_{n}$ with generators $U$ and $V$ both as concurrent and recurrent vector fields. Finally the existence of $M S(Q E)_{n}$ is shown by constructing non-trivial example.

## 2. The generators $U$ and $V$ as Killing vector fields

In this section we consider the generators $U$ and $V$ of the manifold are Killing vector fields.

Theorem 2.1. If the generators of a $M S(Q E)_{n}$ are Killing vector fields and the associated scalars are constants, then the manifold satisfies cyclic parallel Ricci tensor if and only if the associated tensor $D$ is cyclic parallel.

Proof. Let us assume that the generators $U$ and $V$ of the manifold are Killing vector fields. Then we have

$$
\begin{equation*}
\left(£_{U} g\right)(X, Y)=0 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(£_{V} g\right)(X, Y)=0 \tag{2.2}
\end{equation*}
$$

where $£$ denotes the Lie derivative.
From (2.1) and (2.2), we get

$$
\begin{equation*}
g\left(\nabla_{X} U, Y\right)+g\left(X, \nabla_{Y} U\right)=0 \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(\nabla_{X} V, Y\right)+g\left(X, \nabla_{Y} V\right)=0 \tag{2.4}
\end{equation*}
$$

Since $g\left(\nabla_{X} U, Y\right)=\left(\nabla_{X} A\right)(Y)$ and $g\left(\nabla_{X} V, Y\right)=\left(\nabla_{X} B\right)(Y)$.
Thus from (2.3) and (2.4) we obtain

$$
\begin{equation*}
\left(\nabla_{X} A\right)(Y)+\left(\nabla_{Y} A\right)(X)=0 \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla_{X} B\right)(Y)+\left(\nabla_{Y} B\right)(X)=0 \tag{2.6}
\end{equation*}
$$

for all $X, Y$.
Similarly, we have

$$
\begin{align*}
& \left(\nabla_{X} A\right)(Z)+\left(\nabla_{Z} A\right)(X)=0  \tag{2.7}\\
& \left(\nabla_{Z} A\right)(Y)+\left(\nabla_{Y} A\right)(Z)=0  \tag{2.8}\\
& \left(\nabla_{X} B\right)(Z)+\left(\nabla_{Z} B\right)(X)=0  \tag{2.9}\\
& \left(\nabla_{Z} B\right)(Y)+\left(\nabla_{Y} B\right)(Z)=0 \tag{2.10}
\end{align*}
$$

for all $X, Y, Z$.
We assume that the associated scalars are constants. Then from (1.4) we have

$$
\begin{align*}
\left(\nabla_{Z} S\right)(X, Y)= & b\left[\left(\nabla_{Z} A\right)(X) A(Y)+A(X)\left(\nabla_{Z} A\right)(Y)\right] \\
& +c\left[\left(\nabla_{Z} B\right)(X) B(Y)+B(X)\left(\nabla_{Z} B\right)(Y)\right] \\
& +d\left[\left(\nabla_{Z} A\right)(X) B(Y)+A(X)\left(\nabla_{Z} B\right)(Y)\right. \\
& \left.+\left(\nabla_{Z} A\right)(Y) B(X)+A(Y)\left(\nabla_{Z} B\right)(X)\right] \\
& +e\left(\nabla_{Z} D\right)(X, Y) \tag{2.11}
\end{align*}
$$

Using (2.11), we get

$$
\begin{align*}
& \left(\nabla_{X} S\right)(Y, Z)+\left(\nabla_{Y} S\right)(Z, X)+\left(\nabla_{Z} S\right)(X, Y)=b\left[\left\{\left(\nabla_{X} A\right)(Y)\right.\right. \\
& \left.+\left(\nabla_{Y} A\right)(X)\right\} A(Z)+\left\{\left(\nabla_{X} A\right)(Z)+\left(\nabla_{Z} A\right)(X)\right\} A(Y) \\
& \left.+\left\{\left(\nabla_{Y} A\right)(Z)+\left(\nabla_{Z} A\right)(Y)\right\} A(X)\right]+c\left[\left\{\left(\nabla_{X} B\right)(Y)\right.\right. \\
& \left.+\left(\nabla_{Y} B\right)(X)\right\} B(Z)+\left\{\left(\nabla_{X} B\right)(Z)+\left(\nabla_{Z} B\right)(X)\right\} B(Y) \\
& \left.+\left\{\left(\nabla_{Y} B\right)(Z)+\left(\nabla_{Z} B\right)(Y)\right\} B(X)\right]+d\left[\left\{\left(\nabla_{X} B\right)(Y)\right.\right. \\
& \left.+\left(\nabla_{Y} B\right)(X)\right\} A(Z)+\left\{\left(\nabla_{X} B\right)(Z)+\left(\nabla_{Z} B\right)(X)\right\} A(Y) \\
& +\left\{\left(\nabla_{Y} B\right)(Z)+\left(\nabla_{Z} B\right)(Y)\right\} A(X)+\left\{\left(\nabla_{X} A\right)(Y)\right. \\
& \left.+\left(\nabla_{Y} A\right)(X)\right\} B(Z)+\left\{\left(\nabla_{X} A\right)(Z)+\left(\nabla_{Z} A\right)(X)\right\} B(Y) \\
& \left.+\left\{\left(\nabla_{Y} A\right)(Z)+\left(\nabla_{Z} A\right)(Y)\right\} B(X)\right]+e\left[\left(\nabla_{X} D\right)(Y, Z)\right. \\
& \left.+\left(\nabla_{Y} D\right)(Z, X)+\left(\nabla_{Z} D\right)(X, Y)\right] . \tag{2.12}
\end{align*}
$$

Using the equations (2.5) - (2.10) in (2.12), we get

$$
\begin{aligned}
\left(\nabla_{X} S\right)(Y, Z)+\left(\nabla_{Y} S\right)(Z, X)+ & \left(\nabla_{Z} S\right)(X, Y)=e\left[\left(\nabla_{X} D\right)(Y, Z)\right. \\
+ & \left.\left(\nabla_{Y} D\right)(Z, X)+\left(\nabla_{Z} D\right)(X, Y)\right]
\end{aligned}
$$

Thus the proof of theorem is completed.

## 3. $M S(Q E)_{n}$ admits Codazzi type of Ricci tensor

We know that a Riemannian or semi-Riemannian manifold satisfies Codazzi type of Ricci tensor if its Ricci tensor $S$ satisfies the following condition

$$
\begin{equation*}
\left(\nabla_{X} S\right)(Y, Z)=\left(\nabla_{Y} S\right)(X, Z) \tag{3.1}
\end{equation*}
$$

for all $X, Y, Z$.
Theorem 3.1. If a $M S(Q E)_{n}$ admits the Codazzi type of Ricci tensor with the associated tensor $D$ satisfying the relation $\left(\nabla_{X} D\right)(Y, V)=\left(\nabla_{Y} D\right)(V, X)$, then either $d= \pm \sqrt{b c}$ or the associated 1-forms $A$ and $B$ are closed.

Proof. Using (2.11) and (3.1), we obtain

$$
\begin{aligned}
& b\left[\left(\nabla_{X} A\right)(Y) A(Z)+A(Y)\left(\nabla_{X} A\right)(Z)\right]+c\left[\left(\nabla_{X} B\right)(Y) B(Z)\right. \\
& \left.+B(Y)\left(\nabla_{X} B\right)(Z)\right]+d\left[\left(\nabla_{X} A\right)(Y) B(Z)+A(Y)\left(\nabla_{X} B\right)(Z)\right. \\
& \left.+\left(\nabla_{X} A\right)(Z) B(Y)+A(Z)\left(\nabla_{X} B\right)(Y)\right]+e\left(\nabla_{X} D\right)(Y, Z) \\
& -b\left[\left(\nabla_{Y} A\right)(Z) A(X)+A(Z)\left(\nabla_{Y} A\right)(X)\right]-c\left[\left(\nabla_{Y} B\right)(Z) B(X)\right. \\
& \left.+B(Z)\left(\nabla_{Y} B\right)(X)\right]-d\left[\left(\nabla_{Y} A\right)(Z) B(X)+A(Z)\left(\nabla_{Y} B\right)(X)\right. \\
& \left.+\left(\nabla_{Y} A\right)(X) B(Z)+A(X)\left(\nabla_{Y} B\right)(Z)\right]-e\left(\nabla_{Y} D\right)(Z, X)=0 .
\end{aligned}
$$

Putting $Z=U$ in (3.2) and using $\left(\nabla_{X} A\right)(U)=0$, we have

$$
b\left[\left(\nabla_{X} A\right)(Y)-\left(\nabla_{Y} A\right)(X)\right]+d\left[\left(\nabla_{X} B\right)(Y)-\left(\nabla_{Y} B\right)(X)\right]=0,
$$

i.e.,

$$
\begin{equation*}
b \mathbf{d} A(X, Y)=-d \mathbf{d} B(X, Y) \tag{3.3}
\end{equation*}
$$

Similarly, putting $Z=V$ in (3.2) and using $\left(\nabla_{X} B\right)(V)=0$, we have

$$
\begin{array}{r}
c\left[\left(\nabla_{X} B\right)(Y)-\left(\nabla_{Y} B\right)(X)\right]+d\left[\left(\nabla_{X} A\right)(Y)-\left(\nabla_{Y} A\right)(X)\right] \\
+e\left[\left(\nabla_{X} D\right)(Y, V)-\left(\nabla_{Y} D\right)(V, X)\right]=0,
\end{array}
$$

i.e.,

$$
\begin{equation*}
c \mathbf{d} B(X, Y)+d \mathbf{d} A(X, Y)+e\left[\left(\nabla_{X} D\right)(Y, V)-\left(\nabla_{Y} D\right)(V, X)\right]=0 \tag{3.4}
\end{equation*}
$$

If $\left(\nabla_{X} D\right)(Y, V)=\left(\nabla_{Y} D\right)(V, X)$, then from the equations (3.3) and (3.4) we get either

$$
d= \pm \sqrt{b c}
$$

or

$$
\mathbf{d} A(X, Y)=0
$$

and

$$
\mathbf{d} B(X, Y)=0 .
$$

Thus, we complete the proof.
Theorem 3.2. If a $M S(Q E)_{n}$ admits the Codazzi type of Ricci tensor with the associated tensor $D$ satisfying the condition $\left(\nabla_{V} D\right)(Y, V)=\left(\nabla_{Y} D\right)(V, V)$, then the integral curves of the parallel vector fields $U$ and $V$ are geodesics.

Proof. Putting $X=Z=U$ in (3.2), we get

$$
b\left(\nabla_{U} A\right)(Y)+d\left(\nabla_{U} B\right)(Y)=0
$$

which means that

$$
\begin{equation*}
b g\left(\nabla_{U} U, Y\right)+d g\left(\nabla_{U} V, Y\right)=0 \tag{3.5}
\end{equation*}
$$

Similarly, putting $X=Z=V$ in (3.2), we get

$$
c\left(\nabla_{V} B\right)(Y)+d\left(\nabla_{V} A\right)(Y)+e\left[\left(\nabla_{V} D\right)(Y, V)-\left(\nabla_{Y} D\right)(V, V)\right]=0
$$

i.e.,

$$
\begin{equation*}
c g\left(\nabla_{V} V, Y\right)+d g\left(\nabla_{V} U, Y\right)+e\left[\left(\nabla_{V} D\right)(Y, V)-\left(\nabla_{Y} D\right)(V, V)\right]=0 \tag{3.6}
\end{equation*}
$$

If $U, V$ are parallel vector fields, then $\nabla_{U} V=0=\nabla_{V} U$.
We assume that $\left(\nabla_{V} D\right)(Y, V)=\left(\nabla_{Y} D\right)(V, V)$. So from (3.5) and (3.6), we obtain

$$
g\left(\nabla_{U} U, Y\right)=0, \text { for all Y, i.e., } \nabla_{\mathrm{U}} \mathrm{U}=0
$$

and

$$
g\left(\nabla_{V} V, Y\right)=0, \text { for all Y, i.e., } \nabla_{\mathrm{V}} \mathrm{~V}=0
$$

Thus the theorem is proved.

## 4. The generators $U$ and $V$ as concurrent vector fields

A vector field $\xi$ is called concurrent if [21]

$$
\begin{equation*}
\nabla_{X} \xi=\rho X \tag{4.1}
\end{equation*}
$$

where $\rho$ is a non-zero constant. If $\rho=0$, then the vector field reduces to a parallel vector field.

Theorem 4.1. If the associated vector fields of a $M S(Q E)_{n}$ are concurrent vector fields and the associated scalars are constants, then the manifold reduces to a pseudo quasi-Einstein manifold.

Proof. We consider the vector fields $U$ and $V$ corresponding to the associated 1forms $A$ and $B$ respectively are concurrent. Then

$$
\begin{equation*}
\left(\nabla_{X} A\right)(Y)=\alpha g(X, Y) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla_{X} B\right)(Y)=\beta g(X, Y) \tag{4.3}
\end{equation*}
$$

where $\alpha$ and $\beta$ are non-zero constants.
Using (4.2) and (4.3) in (2.11), we get

$$
\begin{aligned}
\left(\nabla_{Z} S\right)(X, Y)= & b[\alpha g(Z, X) A(Y)+\alpha g(Z, Y) A(X)]+c[\beta g(Z, X) B(Y) \\
& +\beta g(Z, Y) B(X)]+d[\alpha g(Z, X) B(Y)+\beta g(Z, Y) A(X) \\
& +\alpha g(Z, Y) B(X)+\beta g(Z, X) A(Y)]+e\left(\nabla_{Z} D\right)(X, Y) .
\end{aligned}
$$

Contracting (4.4) over $X$ and $Y$, we obtain

$$
\begin{equation*}
d r(Z)=2[(b \alpha+d \beta) A(Z)+(c \beta+d \alpha) B(Z)] \tag{4.5}
\end{equation*}
$$

where $r$ is the scalar curvature of the manifold.
In a $M S(Q E)_{n}$ if the associated scalars $a, b, c, d$ and $e$ are constants, then contracting (1.4) over $X$ and $Y$ we get

$$
r=a n+b+c,
$$

which implies that the scalar curvature $r$ is constant, i.e., $d r(X)=0$, for all $X$. Thus equation (4.5) gives

$$
\begin{equation*}
(b \alpha+d \beta) A(Z)+(c \beta+d \alpha) B(Z)=0 \tag{4.6}
\end{equation*}
$$

Since $\alpha$ and $\beta$ are non-zero constants, using (4.6) in (1.4), we finally get $S(X, Y)=a g(X, Y)+\left[b+c\left(\frac{b \alpha+d \beta}{c \beta+d \alpha}\right)^{2}-2 d\left(\frac{b \alpha+d \beta}{c \beta+d \alpha}\right)\right] A(X) A(Y)+e D(X, Y)$.

Thus the manifold reduces to a pseudo quasi-Einstein manifold.

## 5. The generators $U$ and $V$ as recurrent vector fields

Definition 5.1. A non-flat Riemannian or semi-Riemannian manifold ( $M^{n}, g$ ) $(n>2)$ will be called a pseudo generalized Ricci recurrent manifold if its Ricci tensor $S$ of type $(0,2)$ satisfies the condition

$$
\left(\nabla_{X} S\right)(Y, Z)=\beta(X) S(Y, Z)+\gamma(X) g(Y, Z)+\delta(X) D(Y, Z)
$$

where $\beta(X), \gamma(X)$ and $\delta(X)$ are non-zero 1-forms such that

$$
\beta(X)=g\left(X, \xi_{1}\right), \quad \gamma(X)=g\left(X, \xi_{2}\right), \quad \delta(X)=g\left(X, \xi_{3}\right) ;
$$

$\xi_{1}, \xi_{2}$ and $\xi_{3}$ are associated vector fields of the 1-forms $\beta, \gamma$ and $\delta$ respectively, $D$ is a symmetric $(0,2)$ tensor with zero trace which satisfies the condition

$$
D\left(X, \xi_{1}\right)=0
$$

for all $X$.
Theorem 5.1. If the generators of a $M S(Q E)_{n}$ corresponding to the associated 1 -forms are recurrent with the same vector of recurrence and the associated scalars are constants with an additional condition that $D$ is covariant constant, then the manifold is a pseudo generalized Ricci recurrent manifold.

Proof. A vector field $\xi$ corresponding to the associated 1 -form $\eta$ is said to be recurrent if [21]

$$
\begin{equation*}
\left(\nabla_{X} \eta\right)(Y)=\psi(X) \eta(Y) \tag{5.1}
\end{equation*}
$$

where $\psi$ is a non-zero 1 -form.
Here, we consider the generators $U$ and $V$ corresponding to the associated 1forms $A$ and $B$ as recurrent. Then we have

$$
\begin{equation*}
\left(\nabla_{X} A\right)(Y)=\lambda(X) A(Y) \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla_{X} B\right)(Y)=\mu(X) B(Y), \tag{5.3}
\end{equation*}
$$

where $\lambda$ and $\mu$ are non-zero 1 -forms.
Using (5.2) and (5.3) in (2.11), we obtain

$$
\begin{align*}
\left(\nabla_{Z} S\right)(X, Y) & =2 b \lambda(Z) A(X) A(Y)+2 c \mu(Z) B(X) B(Y) \\
& +d[\lambda(Z)+\mu(Z)][A(X) B(Y)+A(Y) B(X)] \\
& +e\left(\nabla_{Z} D\right)(X, Y) \tag{5.4}
\end{align*}
$$

We assume that the 1 -forms $\lambda$ and $\mu$ are equal, i.e.,

$$
\begin{equation*}
\lambda(Z)=\mu(Z) \tag{5.5}
\end{equation*}
$$

for all $Z$. From the equations (5.4) and (5.5), we get

$$
\begin{align*}
\left(\nabla_{Z} S\right)(X, Y)= & 2 \lambda(Z)[b A(X) A(Y)+c B(X) B(Y) \\
& +d\{A(X) B(Y)+A(Y) B(X)\}] \\
& +e\left(\nabla_{Z} D\right)(X, Y) \tag{5.6}
\end{align*}
$$

Using (1.4) and (5.6), we obtain
$\left(\nabla_{Z} S\right)(X, Y)=\alpha_{1}(Z) S(X, Y)+\alpha_{2}(Z) g(X, Y)+\alpha_{3}(Z) D(X, Y)+e\left(\nabla_{Z} D\right)(X, Y)$, where $\alpha_{1}(Z)=2 \lambda(Z), \alpha_{2}(Z)=-2 a \lambda(Z)$ and $\alpha_{3}(Z)=-2 e \lambda(Z)$.
So the proof is complete.

## 6. Example of $M S(Q E)_{4}$

In this section, we prove the existence of $M S(Q E)_{4}$ by constructing a non-trivial concrete example.

Let $\left(x^{1}, x^{2}, \ldots, x^{n}\right) \in \mathbb{R}^{n}$, where $\mathbb{R}^{n}$ is an $n$-dimensional real number space. We consider a Riemannian metric $g$ on $\mathbb{R}^{4}=\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$, by

$$
\begin{equation*}
d s^{2}=g_{i j} d x^{i} d x^{j}=\left(d x^{1}\right)^{2}+\left(x^{1}\right)^{2}\left(d x^{2}\right)^{2}+\left(x^{2}\right)^{2}\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{6.1}
\end{equation*}
$$

where $i, j=1,2,3,4$. Using (6.1), we see the non-vanishing components of Riemannian metric are

$$
\begin{equation*}
g_{11}=1, \quad g_{22}=\left(x^{1}\right)^{2}, \quad g_{33}=\left(x^{2}\right)^{2}, \quad g_{44}=1 \tag{6.2}
\end{equation*}
$$

and its associated components are

$$
\begin{equation*}
g^{11}=1, \quad g^{22}=\frac{1}{\left(x^{1}\right)^{2}}, \quad g^{33}=\frac{1}{\left(x^{2}\right)^{2}}, \quad g^{44}=1 \tag{6.3}
\end{equation*}
$$

Using (6.2) and (6.3), we can calculate that the non-vanishing components of Christoffel symbols, curvature tensor and Ricci tensor are given by

$$
\Gamma_{22}^{1}=-x^{1}, \quad \Gamma_{33}^{2}=-\frac{x^{2}}{\left(x^{1}\right)^{2}}, \quad \Gamma_{12}^{2}=\frac{1}{x^{1}}, \quad \Gamma_{23}^{3}=\frac{1}{x^{2}}, \quad R_{1332}=-\frac{x^{2}}{x^{1}}, \quad S_{12}=-\frac{1}{x^{1} x^{2}}
$$

and the other components are obtained by the symmetric properties. It can be easily shown that the scalar curvature $r$ of the resulting manifold $\left(\mathbb{R}^{4}, g\right)$ is zero. We shall show that $\left(\mathbb{R}^{4}, g\right)$ is a $M S(Q E)_{4}$.
Let us consider the associated scalars as follows:

$$
\begin{equation*}
a=\frac{1}{x^{1}\left(x^{2}\right)^{2}}, \quad b=\frac{1}{\left(x^{2}\right)^{3}}, \quad c=-\frac{1}{x^{2}}, \quad d=\frac{1}{x^{1}}, \quad e=-\frac{1}{\left(x^{1}\right)^{2} x^{2}} . \tag{6.4}
\end{equation*}
$$

We choose the 1-form as follows:

$$
A_{i}(x)= \begin{cases}x^{1}, & \text { when } i=2  \tag{6.5}\\ 0, & \text { otherwise }\end{cases}
$$

and

$$
B_{i}(x)= \begin{cases}x^{2}, & \text { when } i=3  \tag{6.6}\\ 0, & \text { otherwise }\end{cases}
$$

at any point $x \in \mathbb{R}^{4}$.
We take the associated tensor as follows:

$$
D_{i j}(x)= \begin{cases}1, & \text { when } i=j=1,3  \tag{6.7}\\ -2, & \text { when } i=j=2 \\ x^{1}, & \text { when } i=1, j=2 \\ 0, & \text { otherwise }\end{cases}
$$

at any point $x \in \mathbb{R}^{4}$. Now the equation (1.4) reduces to the equation

$$
\begin{equation*}
S_{12}=a g_{12}+b A_{1} A_{2}+c B_{1} B_{2}+d\left[A_{1} B_{2}+A_{2} B_{1}\right]+e D_{12}, \tag{6.8}
\end{equation*}
$$

since, for the other cases (1.4) holds trivially.
From the equations (6.4), (6.5), (6.6), (6.7) and (6.8) we get

$$
\begin{aligned}
\text { Right hand side of (6.8) } & =a g_{12}+b A_{1} A_{2}+c B_{1} B_{2}+d\left[A_{1} B_{2}+A_{2} B_{1}\right]+e D_{12} \\
& =\frac{1}{x^{1}\left(x^{2}\right)^{2}} \cdot 0+\frac{1}{\left(x^{2}\right)^{3}} \cdot 0 \cdot x^{1}+\left(-\frac{1}{x^{2}}\right) \cdot 0 \cdot 0 \\
& +\frac{1}{x^{1}}\left[0+x^{1} \cdot 0\right]+\left(-\frac{1}{\left(x^{1}\right)^{2} x^{2}}\right) \cdot x^{1} \\
& =-\frac{1}{x^{1} x^{2}}=S_{12} .
\end{aligned}
$$

Clearly, the trace of the $(0,2)$ tensor $D$ is zero.
We shall now show that the 1-forms $A_{i}$ and $B_{i}$ are unit and also they are orthogonal. Here,

$$
g^{i j} A_{i} A_{j}=1, \quad g^{i j} B_{i} B_{j}=1, \quad g^{i j} A_{i} B_{j}=0 .
$$

So, $\left(\mathbb{R}^{4}, g\right)$ is a $M S(Q E)_{4}$.
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