FORCED NONLINEAR OSCILLATOR IN A FRACTAL SPACE
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Abstract. A critical hurdle of a nonlinear vibration system in a fractal space is the inefficiency in modelling the system. Specifically, the differential equation models cannot elucidate the effect of porosity size and distribution of the periodic property. This paper establishes a fractal-differential model for this purpose, and a fractal Duffing-Van der Pol oscillator (DVdP) with two-scale fractal derivatives and a forced term is considered as an example to reveal the basic properties of the fractal oscillator. Utilizing the two-scale transforms and He-Laplace method, an analytic approximate solution may be attained. Unfortunately, this solution is not physically preferred. It has to be modified along with the nonlinear frequency analysis, and the stability criterion for the equation under consideration is obtained. On the other hand, the linearized stability theory is employed in the autonomous arrangement. Consequently, the phase portraits around the equilibrium points are sketched. For the non-autonomous organization, the stability criteria are analyzed via the multiple time scales technique. Numerical estimations are designed to confirm graphically the analytical approximate solutions as well as the stability configuration. It is revealed that the exciting external force parameter plays a destabilizing role. Furthermore, both of the frequency of the excited force and the stiffness parameter, execute a dual role in the stability picture.
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1. INTRODUCTION

The fractal vibration theory has become a significant topic in both mathematics and mechanical engineering. The smart receptor system of a three-dimensional printing processing can be exactly controlled by the gecko-like fractal vibration system [1]. The fractal Toda oscillator exhibits some special properties, which the traditional vibration theory cannot account for [2]. The pull-in instability can be completely eliminated for an electrostatic nano/micro-electromechanical (N/MEMS) system by suitably controlling the fractal vibration system [3-5]. The nonlinear wave travelling in a fractal space can be converted into a fractal oscillator, and some fascinating properties are revealed [6]. The fractal vibration theory provides an effective tool for studying various unusual phenomena under the micro-gravity condition [7-9]. The fractal vibration can effectively model the vibration arising in porous media, and the low frequency property plays an important role in the anti-vibration design [10, 11]. Furthermore, the fractal Fangzhu oscillator explores the mechanism of an ancient technology for the collection of water from air [12].

Much literature focused on simple fractal oscillators [13-15], this paper considers a more generalized fractal vibration system in the following form:

$$\frac{d^2z}{d\tau^{2\alpha}} - (b - cz)\frac{dz}{d\tau^\alpha} + az + dz^3 = f \cos \omega t^\alpha,$$

where $dz/d\tau^\alpha$ is the two-scale fractal derivative [16 and 17]; $z, \tau, b, c, a, d, f$ and $\omega$ are displacement, time, the coefficient of the damping term, the coefficient of the nonlinear damping term, the root of natural frequencies, the cubic stiffness parameter, the amplitude of the excitation force, and frequency of this excitation, respectively.

Eq. (1) displays a nonlinear vibration system in a fractal space as discussed by Tian et al. [3-5], where the air is considered as a porous medium and the fractal dimension $\alpha$ reflects the air distribution. When it vibrates in a vacuum, one has $\alpha=1$. When $f=b=c=0$, Eq. (1) becomes the fractal Duffing oscillator [1 and 13-15], which can model the nonlinear vibration arising in a three-dimensional printing technology, concrete vibration and other applications. For more convenience, the graph $x(\tau) = \cos \tau^\alpha$ will be plotted for various values of the parameter $\alpha$ in Fig. 1.

It is obvious that the periodic solution becomes an asymptotic one. When $\alpha=1$, Eq. (1) reflects the forced Duffing -Van der Pol driven oscillator.

In view of the two-scale transforms [16], one gets $z=x\sqrt{b/c}$, $\tau^{\beta}=\mu/\sqrt{a}$, $b=\mu \sqrt{a}$ and $\omega=\Omega/\sqrt{a}$ to convert Eq. (1) into the following form:

$$x - \mu(1-x^2)x + x^3 = F \cos \Omega t,$$

where $\beta=b\mu/\sqrt{a}$, $F=(f/a)\sqrt{b/c}$, and the dot is the derivative with respect to $t$.

The two-scale fractal theory is now widely used to model various phenomena arising in porous media or un-smooth boundaries. The fractal rheological model gives a quick physical insight into the rheological property of a non-Newtonian fluid [18 and 19]. The fractal approach provides a simple and good tool for mechanical and electrical properties of composite materials [20]. The fractal two-phase flow model can figure out the hidden properties in a polymer filling process, which cannot be revealed by the different models [21-23]. Now, the fractal variational principle has become a predominant topic in the
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establishment of governing equations in a fractal space [24 and 25]. It is worthy to observe that when $\mu = 0$, Eq. (2) yields the Duffing equation. Simultaneously, the cancellation of the parameter $\beta$ results in the VdP oscillator.

In 1920, Van der Pol performed experimental studies on the dynamics of an oscillator electrical circuit. It was formulated by a second-order nonlinear differential equation, which was later known as the Van der Pol oscillator. Alghassab et al. [26] examined the Duffing oscillator together with the Van der Pol oscillator with a nonlinear damping term (DVdP). Apart from the linearized analysis, they exploited the Lyapunov theory in their analysis. Zhihong and Shaopu [27] presented a novel weak signal detection approach grounded on the DVdP oscillator. They found that the planned method was stronger than the Duffing oscillator. Under certain parametric conditions, Gao and Feng [28] deduced the first integrals without complicated computations of the DVdP. Their methodology was constructed of a series of variable transformations with the Preller-Singer method.

Motsa and Sibanda [29] presented a novel application of the successive linearized method to the classical DVdP. They obtained accurate values of frequency and amplitude. Utilizing the homotopy analysis method, Cui et al. [30] explored a high accuracy curve and solutions of the DVdP. Their stability analysis adopted the Floquet theory. Additionally, their results were validated in light of the spectra analysis and bifurcation theory. Moatimid [31] examined the stability criteria of the parametric Duffing oscillator. The numerical calculations showed that the damper and the stiffness parameters have a destabilizing influence.

The study of the parametric excited systems is actually imperative in light of external excited fields. Wei et al. [32] examined the major response of the DVdP to collective deterministic and arbitrary parametric excitations. They employed the method of multiple time scales to govern the equations of amplitude and phase. Dao et al. [33] considered the DVdP under the parametric exciting force. They evaluated the cases of a small parameter quasi-linear as well as the general case. Han et al. [34] scrutinized the effects of a gradually changing parametric excitation of the DVdP equation. They examined the periodic bifurcation delay behaviors when there are no spinning points. Their study showed that, at the first delay behavior, the delay time is decided by the initial time. The phenomenon of the entertaining of a generalized VdP was considered by Kovacic [35]. By regulating the method of averaging, the approximate amplitude-frequency response was obtained. The inspiration of the controls of the reinstating and damping force in the

![Fig. 1 Basic property of the fractal vibration, $x(t) = \cos \alpha$](image)
existence of this occurrence was examined. Shen et al. [36] investigated the primary and
sub-harmonic simultaneous resonance of the Duffing oscillator with a fractional order
derivative. The approximate analytical solution of the resonance was obtained. Furthermore,
the rightness and acceptable exactness of the analytical solution were verified by a numerical
simulation. Recently, Wu et al. [37] have examined periodic explanations of a harmonic
forced Duffing oscillator with a time-delay state feedback by using the incremental harmonic
balance method.

Fractal differential equations are convenient in describing the numerous occurrences
in porous media or on un-smooth boundaries. It is to be noted that the exact solutions are
generally unreachable. Therefore, these nonlinear equations should be solved by
expanding approximate methods. Many efforts were exerted to analytically treat these
phenomena, ranging from the traditional perturbation methods to the multiple time scale
technique. As known, the straightforwardness of the perturbation methods renders the
nonlinear equations into linear ones. Certainly, all these perturbation methods are primarily
contingent on a small parameter. Therefore, the presence of such a parameter is necessary
to attain an approximate solution. Frequently, the solution of such a problem might be
limited by the presence of this parameter. Fundamentally, the exact solution of this
equation is difficult and a perturbation technique is required. All classical perturbation
methods ranging from the traditional methods to the multiple-scales method depend mainly
on a small parameter. Consequently, the problem cannot be solved without the occurrence
of such a parameter. In recent years, many promising and powerful methods have been
introduced to construct analytical solutions for such equations. One of the pioneer methods
is the Homotopy perturbation method (HPM). This promising approach was first proposed
by the Chinese mathematician He [38]. Homotopy is constructed in terms of a small
embedded parameter. The HPM is an amalgamation of the traditional perturbation
performance and the Homotopy method, which has removed the dominant restrictions of the
perturbation methods. This HPM brings about an actual quick convergence of the solution
series in most cases. Therefore, only after a few iterations, one reaches accurate solutions.
HPM is a universal technique which can solve various kinds of nonlinear equations. This
technique surpasses the traditional perturbation techniques. Gómez-Aguilar et al. [39]
introduced the fractional equations of the mass-spring-damper system with Caputo and
Caputo-Fabrizio derivatives. Their results indicated that the mechanical components display
visco-elastic performances manufacturing temporal fractal diverse scales. Yang et al. [40]
considered boundary-value problems in a fractal heat transfer. The exact solutions of non-
differentiable type were attained by the local fractional differential transform method.
Recently, Elías-Zúñiga et al. [41] introduced a new methodology for descending the careful,
steady-state solutions of fractal damped and forced differential equations.

Motivated by the aforementioned aspects, the aim of this examination is to investigate
the DVdP since it is widely used in different fields. As previously shown, the dynamics
of this equation have been widely investigated in recent years. Therefore, the task now is
to investigate an analytical approximate solution together with the stability profile. To
develop the existing problem, the rest of the paper is organized as follows. A periodic
solution, based on an adaptation of the expanded natural frequency analysis, is given in
Section 2. The stability analysis of the autonomous system, based on the linearized
theory, is realized in Section 3. Additionally, the phase portraits are drawn in this Section.
In Section 4, the stability analysis of the resonance as well as the non-resonance cases are
accomplished by utilizing a combination of the Homotopy concept and the multiple time
scale analysis. Finally, concluding remarks grounded on the consequences are summarized in Section 5.

2. AN APPROXIMATE BOUNDED SOLUTION THROUGH RESOURCES OF THE NONLINEAR FREQUENCY ANALYSIS

As known, the classical HPM fails to solve the damping nonlinear oscillator, especially for the Van der Pol oscillator because it contains linear and nonlinear damping forces. Therefore, the main purpose of this Section is to attain an analytical bounded approximate solution for the DVdP equation. The classical HPM does not enable us to satisfy this end properly. Consequently, one necessarily seeks another new technique to realize a bounded solution of the considered equation. To this end, consider the Homotopy equation that is given by Eq. (3), where the natural frequency of the current model is the unity.

\[ \ddot{x} + x + \rho(\mu(x^2 - 1) + \beta x^3 - F \cos \Omega t) = 0; \rho \in [0,1] \quad (3) \]

Along with this approach, the time dependent function may be determined as follows:

\[ x(t;\rho) = \sum_{n=0}^{\infty} \rho^n x_n(t) \quad (4) \]

The following stability examination will be constructed on the nonlinear frequency analysis given by Moatimid [31]. In accordance with this approach, an expanded artificial frequency \( \sigma^2 \) may be formulated as follows:

\[ \sigma^2 = 1 + \sum_{j=1}^{\infty} \rho^j \sigma_j \quad (5) \]

where the parameters \( \sigma_j (j=1,2,\ldots) \) will be determined from the invalidation of the sources of the secular terms.

By combining Eqs. (3) and (4), the Homotopy equation may be rewritten as:

\[ \ddot{x} + \sigma^2 x + \rho(\mu(x^2 - 1) x - (\sigma_1 + \rho \sigma_2 + \rho^2 \sigma_3) x + \beta x^3 - F \cos \Omega t) = 0 \quad (6) \]

It is worth mentioning that if the standard initial conditions are considered as approached by Moatimid [36], the stiffness parameter \( \mu \) will disappear. Therefore, to preserve the presence of this parameter in the following analysis, an adjustment of the initial conditions must take place. Consequently, a modification of the initial conditions may be written as follows:

\[ x(0) = 0, \quad \dot{x}(0) = \sum_{j=0}^{\infty} \rho^j \lambda_j \quad (7) \]

where the constants \( \lambda_j \) will be determined later as a function of the characteristics of the given equation.
This will be done, together with the parameters \( \sigma_i \) as given in Eq. (5), in light of the cancellation of the secular terms.

Taking the Laplace transforms to Eq. (6), while considering the initial conditions given in Eq. (7), the result becomes

\[
L_T \{ x(t; \rho) \} = \frac{\lambda_0}{s^2 + \rho^2} + \rho \frac{\lambda_1}{s^2 + \rho^2} + \rho^2 \frac{\lambda_2}{s^2 + \rho^2} + \rho^3 \frac{\lambda_3}{s^2 + \rho^2} + \ldots
\]

\[
- \frac{1}{s^2 + \sigma^2} L_T \{ \rho(\mu(x^2 - 1)x - (\sigma_1 + \rho \sigma_2 + \rho^2 \sigma_3)x + \beta \lambda^3 - F \cos \Omega t) \}.
\]

Employing the inverse transform of both sides of Eq. (8), one gets:

\[
x(t; \rho) = \left( \frac{\lambda_0}{\sigma} + \rho \frac{\lambda_1}{\sigma} + \rho^2 \frac{\lambda_2}{\sigma} + \rho^3 \frac{\lambda_3}{\sigma} + \ldots \right) \sin \sigma t - \frac{1}{s^2 + \sigma^2} L_T \{ \rho(\mu(x^2 - 1)x - (\sigma_1 + \rho \sigma_2 + \rho^2 \sigma_3)x + \beta \lambda^3 - F \cos \Omega t) \}
\]

By utilizing the expansion of the dependent parameter \( x(t; \rho) \) as given in Eq. (4), and by equating the coefficients of like powers \( \rho \) on both sides, one gets

\[
\rho^0: x_0(t) = \frac{\lambda_0}{\sigma} \sin \sigma t,
\]

\[
\rho^1: x_1(t) = \frac{\lambda_1}{\sigma} \sin \sigma t - \frac{1}{s^2 + \sigma^2} L_T \{ \rho(\mu(x^2 - 1)x - (\sigma_1 + \rho \sigma_2 + \rho^2 \sigma_3)x + \beta \lambda^3 - F \cos \Omega t) \}
\]

Characteristically, the uniform effective expansion emerges from the invalidation of the secular terms. For this purpose, one gets the following results:

- The cancellation of the secular terms, i.e. excluding the coefficients of the functions \( \sin \sigma t \) and \( \cos \sigma t \) gives

\[
\lambda_0 = 2 \sigma
\]

and

\[
\sigma_1 = 3 \beta
\]

The second-order of Eq. (9) yields

\[
\rho^2: x_2(t) = \frac{\lambda_2}{\sigma} \sin \sigma t - \frac{1}{s^2 + \sigma^2} L_T \{ \rho(\mu(x^2 - 1)x - 2 \sigma_1 x_0) - \sigma_1 x_0 + \beta x_0^3 - F \cos \Omega t) \}
\]

- Once more, the cancellation of the secular terms needs

\[
\lambda_4 = -5 \beta / 4 \sigma
\]

and

\[
\sigma_2 = -(9 \beta^2 + \mu^2 \sigma^2) / 8 \sigma^2
\]

The third-order of Eq. (9) results in

\[
\rho^3: x_3(t) = \frac{\lambda_3}{\sigma} \sin \sigma t - \frac{1}{s^2 + \sigma^2} L_T \{ \rho(\mu(x^2 - 1)x + 2 \lambda_0 x_0 + 2 \lambda_0 x_1) - \sigma_1 x_0 + 3 \beta x_0^3 + x_0^5) \}
\]
Once more, the cancellation of the secular terms necessitates

\[ \lambda_s = \frac{(81\beta^2 + 5\mu^2\sigma^2)(\sigma^2 - \Omega^2)^2(9\sigma^2 - \Omega^2) - 72F^2\sigma^4(9\sigma^2 - \Omega^2) + 24F\mu\sigma^3(6\sigma^2 - 6\sigma^2\Omega^2 + \Omega^2)}{96\sigma^3(\sigma^2 - \Omega^2)^2(9\sigma^2 - \Omega^2)} \] . \tag{18}

and

\[ \alpha_2 = 9\beta(9\beta^2 + \mu^2\sigma^2)/64\sigma^4 \] \tag{19}

It follows that the bounded solution \( x_1(t) \) then becomes

\[ x_1(t) = \frac{\lambda_0}{\sigma}\sin\sigma t + \frac{1}{4\sigma^2(\sigma^2 - \Omega^2)}(\sigma(-4\sigma F + \mu(\sigma^2 - \Omega^2))\cos\sigma t + 3\beta(\sigma^2 - \Omega^2)\sin\sigma t + 4\sigma F\cos\Omega t - \mu\sigma(\sigma^2 - \Omega^2)\cos3\sigma t - \beta(\sigma^2 - \Omega^2)\sin3\sigma t). \] \tag{20}

As mentioned before, for an easy follow-up of the analysis, the function \( x_2(t) \) will be given in the Appendix.

Therefore, the periodic analytic approximate solution of the governing equation of motion given in Eq. (2) may be written as follows:

\[ x(t) = \lim_{\rho \rightarrow 1}(x_0(t) + \rho x_1(t) + \rho^2 x_2(t)) \] \tag{21}

By the inverse of two-scale transforms, \( t = \sqrt{\alpha}t \), we can obtain the following solution of the fractal DVdP equation along with \( x_0(\sqrt{\alpha}t^2) + x_1(\sqrt{\alpha}t^2) + x_2(\sqrt{\alpha}t^2) \).

In fact, the bounded approximate solution as given in Eq. (21) necessitates that the arguments of the trigonometric functions are real. For this purpose, combining Eqs. (13), (16) and (19) into Eq. (5), it follows that the synthetic frequency satisfies a certain characteristic equation. The calculation showed that this equation represents a polynomial of sixth order. Once more, by means of HPM, one may obtain the approximate solution as follows:

\[ \sigma^2 = a + \delta(\sigma^4 - cc^6) , \quad \delta \in [0, 1] \] \tag{22}

where the constants \( a, b \) and \( c \), may be listed as:

\[ a = 9\beta^2/(8\beta - \mu^2) , \quad b = (64 + 192\beta - 8\mu^2)/9\beta(8\beta - \mu^2) , \quad c = 64/9\beta(\mu^2 - 8\beta) \] \tag{23}

Following a similar procedure as given above, an approximate solution up to the second-order, of the simulated frequency, may be written as:

\[ \sigma \equiv s_0 + \delta s_1 + \delta^2 s_2 \] \tag{24}

where the constants \( s_1 \) are given as:

\[ s_0 = \sqrt{a} , \quad s_1 = a^{3/2}(b + ac)/2 \] \tag{25}

and

\[ s_2 = \frac{1}{8}a^{5/2}(7b^2 + 18abc + 11a^2c^2) \] \tag{26}

In accordance with the real value of the expanded frequency, the approximate bounded solution requires the following criterion:

\[ 8\beta - \mu^2 > 0. \] \tag{27}
Eq. (27) reads that the analytic approximate bounded solution cannot be realized where the stiffness parameter becomes negative.

For more opportunities, the attained analytic approximate analytic solution must validate the numerical solution. For this objective, the fourth-order Runge–Kutta method (RK4) it utilized to confirm the approximate solution. Therefore, Fig. 2 is designed for demonstrating the analytic bounded solution given from the expanded frequency approach together with the numerical solution that is given by RK4. Through this figure, the usage of the sample chosen system showed that the approximate value of the expanded frequency equals $\sigma \approx 3.29$. Additionally, the calculations revealed that the initial condition becomes $\dot{x}(0)=5.821$. As shown from this figure, the amplitudes of the solution in the two cases are nearly coincident. This indicates a good agreement between the two methodologies.

![Graph showing comparison between analytical and numerical solutions.]

**Fig. 2** Comparison of the approximate solution that is given in Eq. (21) with the numerical one for the case: $\mu=0.2$, $\beta=2$, $F=0.05$ and $\Omega=0.4$

Additionally, the bounded solution of the considered DVdP will be graphed. This solution is given by Eq. (21). Simultaneously, it depends mainly on the value of the expanded frequency ($\sigma$) that is given in Eq. (24). It is obvious that the validation of the value $\sigma$ requires that $8\beta > \mu^2$ as specified in the inequality (27). To prove the accuracy of the method, we depict in Fig. 3, the percent relative error $E(t)=x(t)/x_0(t)+x_1(t)+x_2(t)$, i.e., the stepwise error, from the results depicted in this figure, we assure the accuracy as well as the stability of raising the order of the approximation.

![Graph showing percent relative error.]

**Fig. 3** The error function $E(t)$ for a system having the particulars: $\mu=0.2$, $\beta=2$, $F=0.05$ and $\Omega=0.4
Along with these restrictions, in what follows two graphs are plotted for some chosen systems to indicate the bounded solutions, as shown in Figs. 4, and 5. Fig. 3 displays the analytical bounded approximate solution for a sample chosen system. The inspection of this figure indicates the behavior of the solution, which is a bounded one. Throughout this figure, the calculations showed that the approximate value of the expanded frequency equals $\sigma \approx 8.716$. Additionally, the calculations illustrated that the initial condition developed as $x(0)=13.017$.

**Fig. 4** The approximate solution that is given in Eq. (21) for a system having the particulars: $\mu=0.2$, $\beta=2$, $F=50$ and $\Omega=4$.

By contrast, Fig. 4 represents a system whose particulars are held fixed, except for the values of the parameter $F$. As shown from this figure, the amplitude of the wave solution increases as $F$ also increases. This shows a destabilizing influence of this parameter. Physically, it is a convenient evidence because of the excitation of the external force. It should be noticed that the domain of the solution function is much shorter than the previous one. This occurs only to clearly indicate the influence.

**Fig. 5** The approximate solution that is given in Eq. (21), for a system having the particulars given in Fig. 2 but for the variation of the parameter $F$. 
3. LINEARIZED STABILITY OF THE AUTONOMOUS SYSTEM

The analysis here is concerned with the governing DVdP equation at which the external force is absent as \((F \to 0)\). For this purpose, consider the following transformations:

\[
\dot{x} = y, \quad \text{and} \quad \dot{y} = \dot{y}.
\]  

It follows that the governing equation that is given by Eq. (2) may be represented by the following first-order nonlinear ordinary differential equations:

\[
\dot{x} = f(x, y) \quad \text{and} \quad \dot{y} = h(x, y),
\]

where \(f(x,y) = y\) and \(h(x,y) = -x + \mu(1 - x^2)y - \beta x^3\).

The details of the current approach are given in our previous recent work [42]. To restrict the length of the paper, they will be omitted. For more opportunities, some numerical calculations are given here to indicate the nature of the characteristic eigenvalues and consequences. Therefore, the phase portraits are plotted.

**Table 1** Illustration of some sample values of the eigenvalues and the corresponding stability/instability

<table>
<thead>
<tr>
<th>Sample Chosen System</th>
<th>Fixed Point</th>
<th>Roots of the Eigenvalues</th>
<th>Stability/Instability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (\beta = 1, \mu = 0)</td>
<td>((0,0))</td>
<td>Pure imaginary (\lambda_{1,2} = \pm i)</td>
<td>A stable center</td>
</tr>
<tr>
<td>2 (\beta = -1, \mu = 1)</td>
<td>((\pm 1,0))</td>
<td>Real, equal, and of different signs (\lambda_1 = 1.414, \lambda_2 = -1.414)</td>
<td>Saddle point (Unstable)</td>
</tr>
<tr>
<td>3 (\beta = -2, \mu = 0.5)</td>
<td>(\pm \frac{1}{\sqrt{2}}, 0)</td>
<td>Real, distinct, and of different signs (\lambda_1 = 1.54473, \lambda_2 = -1.29473)</td>
<td>Saddle point (Unstable)</td>
</tr>
<tr>
<td>4 (\beta = -1, \mu = -1)</td>
<td>((0,0))</td>
<td>complex conjugates with negative real part (\lambda_1 = \frac{1}{2} (-1 \pm i\sqrt{3}))</td>
<td>Stable focus</td>
</tr>
</tbody>
</table>

Unfortunately, the previous criterion ignores the contribution of the external excitation force. Therefore, the following analysis will be included to indicate this influence throughout the multiple scale technique.
Fig. 6 The phase portrait of a system having the particular: $\beta = 1$ and $\mu = 0$.

Fig. 7 The phase portrait of a system having the particular: $\beta = -1$ and $\mu = 1$.

Fig. 8 The phase portrait of a system having the particular: $\beta = -2$ and $\mu = 0.5$.

Fig. 9 The phase portrait of a system having the particular: $\beta = -1$ and $\mu = -1$.

4. The Stability Analysis Along the Multiple-Time Scale Technique

As known the Poincare-Lindstedt method is an approach to postulate an asymptotic approximation of the periodic solution. On the other hand, it cannot be used to attain solutions that develop periodically on a slow timescale. The method of multiple scales is a more general approach that involves two key tricks. Therefore, the method of multiple scales encompasses a technique that is used to establish a uniform valid approximation to the general solution of perturbation problems in which the solution depends on extensively diverse scales. Nayfeh [43] divided the time into several time scales which will be considered to be independent variables. Based on this conception, Nayfeh formulated his theory.

In agreement with the transformation of the derivatives, the original differential equation is divided into a set of partial differential equations. Subsequently, it seems that
the problem has been complicated. The results obtained from this approach have shown that there are disadvantages of this complexity, which are far overbalanced by more compensations. This technique does not only offer a uniform expansion, but it is also still valid to be applied to numerous extremely nonlinear problems in extensive several areas of practical applications and engineering.

Now, one seeks a uniform approximate solution Eq. (2) in the following form:

\[ x(t; \rho) = x_0(T_0, T_1) + \rho x_1(T_0, T_1) + O(\rho^2) \]  

(30)

It should be noted that the number of the independent time scales generates the appropriate order of expansion. Specifically, if the expansion is carried out up to the second-order, then only three scales \( T_0, T_1 \) and \( T_2 \) are required.

Replacing Eq. (30) as well as the transformation of the derivatives given below in the Homotopy equation Eq. (5), and then comparing the coefficient of like powers \( \rho \), one finds the following equations:

\[ \rho^0 : (D_0^2 + 1)x_0 = 0 \]  

(31)

and

\[ \rho : (D_0^2 + 1)x_1 = -2D_0D_1x_0 - \mu(x_0^2 - 1)D_0 x_0 - \beta x_0^3 + F(t) e^{i\Omega T_0} + e^{-i\Omega T_0} \]  

(32)

where

\[ \frac{d}{dt} = \frac{d}{dT_0} + \frac{d}{dT_1} + \frac{d}{dT_2} + ... = D_0 + \rho D_1 + \rho^2 D_2 + ... \]

(33)

Therefore, it is convenient to write the solution of Eq. (32) in the following form:

\[ x_0(T_0, T_1) = A(T_1)e^{i\Omega T_0} + c.c., \]  

(33)

where \( A(T_1) \) is an unknown complex function of the time scale \( T_1 \), and \( c.c. \) characterizes the complex conjugate of the foregoing terms.

The governing equation of the complex function \( A(T_1) \) is obtained in such a way that the time-dependent functions \( x_1 \) must be of an oscillatory nature.

Substituting Eq. (33) into Eq. (32), one finds

\[ (D_0^2 + 1)x_1 = (-2iD_1A + \mu A - (i\mu + 3\beta)A^2 \bar{A})e^{i\Omega T_0} - (i\mu + \beta)A^3 e^{3i\Omega T_0} + \frac{1}{2} F e^{i\Omega T_0} + c.c., \]  

(34)

where the function \( \bar{A} \) represents the complex conjugate of the function \( A \).

The uniform valid expansion of the function \( x_1 \) requires a cancellation of the secular term. Accordingly, in order to attain a uniform valid expansion, the secular terms must be omitted. The invalidation of these secular terms arises from the coefficients of the exponentials \( Exp(\pm i\Omega T_0) \). Therefore, the uniform valid expansion requires

\[ -2iD_1A + \mu A - (i\mu + 3\beta)A^2 \bar{A} = 0 \]  

(35)
Eq. (35) is a nonlinear first-order differential equation with complex coefficients. It is known as the amplitude equation. Occasionally, it is called the solvability condition. It follows that uniform solution of the particular solution of Eq. (34) may be formulated as:

\[ x_1(T_0, T_1) = \frac{1}{8} (i\mu + \beta) A^3 e^{3\gamma T_0} + \frac{1}{2(1 - \Omega^2)} Fe^{i\Omega T_0} + c.c. \]  

(36)

**4.1. Stability Analysis in the Non-Resonance Case**

To complete the stability profile, along with the non-resonance case, one goes back to the amplitude Eq. (35). Essentially, this equation might be utilized to regulate the indefinite function \( A \) in terms of the time-independent variable \( T_1 \). Additionally, the stability presentation is contingent principally on the nature of this function. For this determination, one may apply the polar form solution as:

\[ A(T_1) = \frac{1}{2} \zeta(T_1) e^{i\gamma(T_1)} \]  

(37)

where the functions \( \zeta(T_1) \) and \( \gamma(T_1) \) are two real functions on the time scale \( T_1 \).

Substituting Eq. (37) into Eq. (35), and then associating the real and imaginary parts on the two sides, one gets the following differential equations:

\[ \frac{d\zeta}{dT_1} = \frac{\mu}{2} \zeta - \frac{\mu}{8} r^3 \]  

(38)

and

\[ \frac{d\gamma}{dT_1} = \frac{3\beta}{8} r^2 \]  

(39)

Eqs. (38) and (39) are coupled first-order differential equations with real coefficients. As \( \rho \rightarrow 1 \), the parameter \( T_1 \) will be transformed into \( t \). Certainly, the stability conditions need that both of the functions \( \zeta(t) \) and \( \gamma(t) \) become bounded functions. For straightforwardness, these equations may be solved by using a perturbation approach as follows:

Consider that the function \( \zeta(t) \) may be perturbed around a steady-state response as:

\[ \zeta(t) = \zeta_0 + \zeta_1(t). \]  

In this case, the zero-order solution yields

\[ \zeta_0 = 2 \]  

(40)

It follows that the first-order solution becomes

\[ \zeta_1(t) = e^{-\mu t} \]  

(41)

In order to obtain a finite solution, the coefficient of the damped parameter \( \mu \) must be positive. Combining equations (40), (41) and (39), the first-order solution of the function \( \gamma_1(t) \) may be written as:

\[ \gamma_1(t) = \frac{3\beta}{2\mu} (1 - e^{-\mu t}). \]  

(42)

where the initial condition: \( \gamma_1(0) = 0 \) is used.
It is worthy to notice that the stability occurs regardless of the sign of the parameter $\beta$, provided that $\mu > 0$. As a final result in the case of non-resonant, the approximate periodic solution of the DVdP given in Eq. (2) may be written as follows:

$$x(t) = \lim_{\rho \to 1}(x_0(t) + \rho x_1(t))$$ (43)

where $x_0(t)$ and $x_1(t)$ are the time-dependent functions obtained from Eqs. (33) and (36), respectively.

Because of the presence of the non-homogeneous oscillatory term through the non-resonance case, the analysis will examine the resonance cases. Therefore, the following Subsection discusses the resonance case.

### 4.2. Stability Analysis of the Resonance Case

As seen from the previous subsection, the non-resonance case fails to contain all parameters of the problem at hand during the stability criteria. Consequently, the following discussion is devoted to presenting resonance cases. Typically, only the resonance case is obtained. This case is definitely harmonic resonance. It is defined here as a sharp resonance. This benefit helps in introducing extra secular terms. Accordingly, one may write

$$\Omega = 1 + \delta \rho$$ (44)

where $\delta$ is some detuning small parameter.

It follows that the governing equation $x_1$ has an extra secular term. Inserting Eq. (44) into Eq. (34), one gets

$$(D_0^2 + 1)x_1 = (-2iD_1A + i\mu A - (i\mu + 3\beta)A^2 A + \frac{1}{2} F e^{i\beta T_1} e^{i\beta T_1} - (i\mu + \beta)A^3 e^{i\beta T_1} + c.c.)$$ (45)

The removal of the secular term from Eq. (45) requires

$$- 2iD_1A + i\mu A - (i\mu + 3\beta)A^2 A + Fe^{i\beta T_1} / 2 = 0$$ (46)

Really, the particular integral of Eq. (45) is different from the previous corresponding equation as given in Eq. (34). Subsequently, the periodic approximate solution of the first-order will be transformed. The particular solution, in case of the harmonic resonance, becomes

$$x_1(T_0, T_1) = \frac{1}{8} (i\mu + \beta)A^3 e^{i\beta T_1} + c.c.$$ (47)

Eq. (46) is a first-order nonlinear differential equation with complex coefficients. As previously mentioned, its solution may be considered as:

$$A(T_1) = \psi(T_1) e^{i\beta T_1}$$ (48)

where $\psi(T_1)$ is a real and time-dependent function of the independent parameter $T_1$.

Once more, as $\rho \to 1$, the parameter $T_1$ will be converted to $t$. Substituting Eq. (48) into Eq. (45), and then separating the real and imaginary parts, one gets:

$$\frac{d}{dt} \phi = \frac{\mu}{2} \psi - \frac{\mu}{2} \psi^3,$$ (49)

$$2\delta \phi - 3\beta \psi^3 + \frac{F}{2} = 0.$$ (50)
The combination of Eqs. (49) and (50) yields
\[
\frac{d\psi}{dt} + \frac{\mu}{6\beta}(2\delta - 3\beta)\psi = -\frac{\mu F}{12\beta},
\]
(51)

Eq. (51) is a linear differential equation in the function \(\psi\). Its solution may be written as
\[
\psi(t) = \frac{F}{2\delta - 3\beta} \left[ -1 + \exp \left( \frac{\mu}{6\beta}(2\delta - 3\beta)t \right) \right],
\]
(52)

where the initial condition: \(\psi(0) = 0\) is used.

It follows that the stability occurs in such a way that
\[
\mu(2\Omega - 2 - 3\beta)/\beta < 0,
\]
(53)

where Eq. (44) is used.

The instability criterion shown in the inequality (53) is independent of the parameter \(F\). This happens because the parameter \(F\) lies away from the argument of the exponential function, as seen in Eq. (52). On the other hand, as \(\Omega = 1\), the frequency of the exciting force has no implication in the stability criterion. This occurs because the natural frequency of the given DVdP is the unity. In the latter case, regardless of the sign of the parameter \(\beta\), the stability criterion yields \(\mu > 0\), which gives the same condition given in the non-resonance case. It is appropriate to corroborate this stability criterion numerically. Therefore, in what follows, two stability profiles are plotted. In the following figures, the white areas symbolize the unstable regions, whereas the dark areas stand for the stable regions.

Fig. 10 represents the stability diagram, at which the parameter \(\mu\) is plotted versus the parameter \(\Omega\), to show the influence of the parameter \(\beta\) on the stability picture. As seen, the plane is partitioned into white and dark regions. This figure is interpreted as follows: for positive values of the parameter \(\mu\), the increase of the parameter \(\beta\) matches larger stable

---

**Fig. 10** The stability criterion as given in the inequality (53), with variation of \(\beta\)
regions. On the other hand, at the negative values of the parameter $\mu$, the increase of the parameter $\beta$ meets smaller stable regions. Therefore, the parameter $\beta$ plays a dual role in the stability configuration. It should be noticed that this influence does not appear in the preceding analysis.

Fig. 11 plots the stability profile, at which the parameter $\mu$ is plotted versus the parameter $\beta$ to indicate the influence of the parameter $\Omega$ on the stability picture. As seen, the plane is partitioned into white and dark regions. This figure illustrates that for positive values of the parameter $\mu$, the increase of the parameter $\beta$ meets larger stable regions. On the other hand, at negative values of the parameter $\mu$, one finds that the increase of the parameter $\beta$ matches smaller stable regions. Once more, the parameter $\Omega$ plays a dual role in the stability diagram. This is the first mechanism for the parameter $\Omega$ in the entire analysis of the current paper.

![Stability Profile](image)

**Fig. 11** The stability criterion as given in the inequality (53), with variation of $\Omega$.

4. DISCUSSION AND CONCLUDING REMARKS

Generally, a conservative vibration system must be free of the damping forces, and its amplitude will be fixed as $t$ tends to infinity. As pointed out in Ref. [44], the inertia force in a fractal space can be approximately expressed as

$$\frac{d^2z}{d\tau^2} = p \frac{d^2z}{d\tau^2} + (1 - p) \frac{dz}{d\tau}$$

(54)

where $p$ is a function of the fractal dimension.

In our paper, a weak damping effect is considered. Its amplitude changes extremely slow, and we assume its value not to change for simplicity.
By the inverse two-scale transform \([45-47]\), \(x = z^{\sqrt{c/b}}\), \(t = \sqrt{a} \cdot t'\), the above results are converted to the fractal cases.

Because of the great importance of the motivation of the DVdP in extensive applications in several areas in the sciences, many researchers have examined this problem. Really, the DVdP is one of the significant mathematical models for demonstrating a dynamical system having a single unstable fixed point and a single stable limit cycle. The forced DVdP does not have global analytical first integrals. This classical technique of He-Laplace does not have any authority to avoid the presence of the secular terms that have been assimilated during obtaining the approximate solution. Accordingly, the resulting approximate solution has an increased amplitude with the increase of time. On the other hand, the bounded solution is accomplished by means of nonlinear frequency analysis. Actually, this approach is easy, straightforward, powerful, and promising. It may be applied to analyze different types of highly nonlinear problems. Through this method, a dispersion relation that guarantees the periodic nature of the solution is reached. Once more, the HPM is utilized to realize an approximate solution of this characteristic equation. Simultaneously, stability restrictions are addressed. The periodic solution, in light of the second method, is graphed. By means of the linearized stability analysis, the stability criterion of the autonomous system is carried out. Finally, the multiple time scales together with the Homotopy concept are used to govern those stability criteria of the whole system. The latter analyses include the resonance as well as the non-resonance cases. It is concluded that the multiple scales method is one the most powerful mathematical tool in analyzing the nonlinear oscillation system that arises in physical applications and engineering. Overall, the concluding remarks of the present work may be summarized as follows:

- From the mathematical analysis of the nonlinear expanded frequency, one finds
  - To maintain the presence of the cubic stiffness parameter \(\mu\) in the stability criterion, a modification of the initial conditions has been made.
  - The criterion of the analytical bounded approximate solution is given as \(36\beta - \mu^2 > 0\).
- In accordance with the multiple scales method, the following outcomes are reached:
  - The stability criterion in the non-resonance case, regardless of the sign of the parameter \(\beta\), requires that \(\mu > 0\).
  - The stability criterion, in the resonance case, needs \(\mu(2\Omega - 2\beta - 3\beta) \beta \cdot \Omega < 0\).
  - Because the natural frequency of the considered system is the unity, the parameter \(\Omega\) has no implication on the stability configuration.
  - The numerical calculations of the previous stability criterion show a dual role of both the parameters \(\beta\) and \(\Omega\). These mechanisms depend mainly on the sign of the parameter \(\mu\).
  - Unfortunately, Through the multiple time scale method, the stability criteria are independent of the influence of the parameter \(F\).
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APPENDIX

The function $x_2(t)$ that appears in Eq. (16) may be written as follows:

$$
x_2(t) = \frac{1}{3072} \left[ x_1(t) \sin t + 36 \left( \beta^2 + \frac{\mu(\mu + \frac{8F}{\Omega^2 - 1})}{\Omega^2 - 1} \right) \sin \omega t + \frac{1536\mu\Omega F}{(\Omega^2 - 1)^2} \sin \omega^2 t - \frac{768\mu(2 + \Omega)F}{(\Omega^2 - 1)^2} \sin \omega(2 + \Omega) - \frac{768\mu(-2 + \Omega)F}{(\Omega^2 - 1)^2} \sin \omega(-2 + \Omega) + x_2(t) \cos \omega t + 2304\beta F}{(\Omega^2 - 1)^2} \cos \omega(-2 + \Omega)) \right],
$$

where

$$
x_1(t) = \frac{1}{2} \left[ 3\beta^2 + \frac{8F}{\Omega^2 - 1} \right] \sin \omega t + \frac{1536\mu\Omega F}{(\Omega^2 - 1)^2} \sin \omega^2 t - \frac{768\mu(2 + \Omega)F}{(\Omega^2 - 1)^2} \sin \omega(2 + \Omega) - \frac{768\mu(-2 + \Omega)F}{(\Omega^2 - 1)^2} \sin \omega(-2 + \Omega) + x_2(t) \cos \omega t + 2304\beta F}{(\Omega^2 - 1)^2} \cos \omega(-2 + \Omega)) \right],
$$

and

$$
x_2(t) = (813 - 216\sigma^2)\beta^2 - 48\tau(13\mu + \frac{24F}{\Omega^2 - 1}) + \mu \left( \mu(73 + 72\tau^2) + \frac{96F(3 - 78\Omega^2 + 11\Omega^4)}{(\Omega^2 - 9)(\Omega^2 - 1)^2} \right),
$$

The function $x_2(t)$ that appears in Eq. (33) may be written as follows:

$$
x_2(t) = \frac{\lambda_2}{\sigma} \sin t + 96 \left[ \frac{\sigma}{\sigma^4(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2} \left( \beta(\mu(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2 + 36(11\sigma^4 + 18\sigma^2\Omega^2 - 9\Omega^4)F) \right),
$$

$$
X_{21} = \frac{\lambda_2}{\sigma^4(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2} \left( \beta(\mu(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2 + 36(11\sigma^4 + 18\sigma^2\Omega^2 - 9\Omega^4)F) \right),
$$

and

$$
X_{22} = \frac{\lambda_2}{9\sigma^4(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2} \left( \beta(18\sigma^4 + 36\sigma^2\Omega^2 - 11\Omega^4)F \right),
$$

$$
X_{23} = \frac{\lambda_2}{9\sigma^4(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2} \left( \beta(18\sigma^4 + 36\sigma^2\Omega^2 - 11\Omega^4)F \right),
$$

and

$$
x_{24} = \frac{\lambda_2}{9\sigma^4(9\sigma^2 - \Omega^2)(\sigma^2 - \Omega^2)^2} \left( \beta(18\sigma^4 + 36\sigma^2\Omega^2 - 11\Omega^4)F \right).