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Abstract. Aircraft selection is an important issue in achieving long-term goals in the airline industry. For this issue in which multiple conflicting criteria are involved, the extant literature points to the use of multi-criteria decision-making (MCDM) methods. In this respect, this study aims to propose a systematic and comprehensive framework with a focus on the regional aircraft selection perspective. To achieve this, an integrated fuzzy Pivot Pairwise Relative Criteria Importance Assessment (F-PIPRECIA) and fuzzy Measurement Alternatives and Ranking according to the Compromise Solution (F-MARCOS) approach was employed. In this study, in which six regional aircraft alternatives were evaluated according to 14 criteria, data were collected from five decision experts. As a result, it was found that the most pivotal criterion is C33 (Operational Cost), and the least important criterion is C12 (NOx). In addition, CRJ1000 was identified as the most promising regional aircraft alternative. The results of the application were further validated by applying a three-stage sensitivity analysis. The proposed structure is anticipated to assist airline managers in aircraft selection decisions under uncertainty by offering a robust and systematic tool.
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1. INTRODUCTION

The airline industry has been growing steadily since deregulation, and this trend is expected to continue in the future [1]. Accordingly, the number of passengers, which was 4.5 billion in 2019, is projected to rise to 8 billion by 2039 [2]. Similarly, ICAO [3] predicts that the number of passengers may reach 10 billion by 2040. This development
in the airline industry covers a wide range of potential customers. Passengers living in remote areas with relatively low populations are also one of these potential customer groups. It should be ensured that these passengers are transported to the hub airports or to various destinations via the hub airports. Moreover, airline service should be provided from these regions to destinations with high passenger potential through point-to-point flights. At this point, regional airlines come to the fore, and it is regarded that regional aviation is a suitable business model for providing airline services to the aforementioned target group [4].

Regional airlines must make some decisions to match the increasing passenger demand with airline capacity in current market conditions. One of these decisions is to select the most suitable aircraft types in line with their strategies [5]. However, it is challenging for airline managers to make such complex decisions. This difficulty stems from the fact that choosing the appropriate aircraft type often depends on taking into account a large number of conflicting criteria that are difficult to assess simultaneously [5, 6].

There are many factors that need to be considered when selecting regional aircraft, both from airline and passenger perspectives. In terms of airline management, factors such as suitable payment terms, inclusion in the fleet at the right time, and the low operational cost come to the fore. From the passenger perspective, factors such as the appropriate schedule, flight comfort, and service quality are important. Therefore, not only operational factors should be taken into consideration in regional aircraft selection, but these factors should also be evaluated together with passenger expectations. In addition, the environmental impact of the aircraft to be selected and their compliance with governments’ policies need to be considered [7]. In this context, airlines should consider all factors and make the optimum choice according to their business model, customer profile, and strategies [8]. However, aircraft selection relies on different criteria, while some of them can be expressed numerically and others can be described qualitatively [8]. Therefore, it is crucial to employ an appropriate methodological approach to the problem of aircraft selection.

The extant literature suggests the use of MCDM methods in aircraft selection [5, 9]. MCDM methods are tools that allow decision-makers (DMs) to make appropriate choices in complex decision problems where there are several conflicting criteria [10, 11]. On the other hand, it should be noted that human judgments are often uncertain and ambiguous [9]. For this reason, MCDM methods are often adapted to fuzzy sets theory to deal with subjective and qualitative judgments under uncertainty [12]. Given that aircraft selection is an MCDM problem involving a large number of subjective criteria, this present study aims at proposing a systematic and comprehensive framework for regional aircraft selection. Another specific purpose of this study is to examine the applicability of the proposed framework in the context of the Turkish airline industry. To this end, an integrated F-PIPRECIA and F-MARCOS approach was employed.

There are a few motivations behind this study. Firstly, given the increasing passenger demand [2] and the anticipated need for regional aircraft in the next 15 years [13], it is clear that the regional airline business model will show great development. Therefore, the problem of aircraft selection, which is strategically important for regional airlines, is worth investigating. However, there is a paucity of studies in the literature specifically examining regional aircraft selection [7, 8]. Secondly, previous research addressing the aircraft selection problem has mainly focused on technical, operational [5, 8], or environmental [7] criteria. In addition to these criteria, this study also considers the passenger perspective criteria. Thirdly, the airline industry in Turkey has grown dramatically in the last two decades [14]. In this
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regard, it is anticipated that this study will provide valuable insights to airline managers regarding the development of regional transportation in Turkey. This study provides a few contributions to the existing literature: a) a systematic and comprehensive framework is proposed for regional aircraft selection, b) this is the first study to investigate regional aircraft selection in Turkey, and, c) the robustness of the application is achieved through a rigorous three-stage sensitivity analysis.

The remainder of the paper is structured as follows. Section 2 provides further information about the extant literature on regional airlines and aircraft selection criteria. Then, Section 3 details the step-by-step procedures of the proposed methodology. Section 4 begins by explaining the proposed framework and then presents an empirical study with sensitivity analysis. Finally, Section 5 provides a summary of the study’s results, implications, limitations, and directions for future research.

2. Literature Review

2.1. Regional aviation activities

Regional airlines are of great importance to communities in rural and remote areas. Airlines operating in this business model contribute to economic and social development by connecting low population settlements to air transportation hubs. They represent a critical lifeline for stakeholders in these areas [15]. This business model of critical importance in the airline industry has undergone some changes over time. As a result of these changes, different definitions have been made for this airline business model. In the previous definitions, regional airlines were defined as airlines with lower seat capacity (up to 90), but their seat capacity has increased even more over time [4]. Especially, after aircraft manufacturers such as Embraer started to produce regional jet aircraft with a capacity of 120 seats, the definition of the regional airline has expanded [16]. In this study, regional airlines are considered as short-haul scheduled carriers with seat capacity below 120.

Nowadays, regional airlines operate in different ways of business strategy. The first of these is that the regional airlines operate under code share agreements with one or more major carriers [17]. The second group is that they operate independently with their own flight code [18]. Regional airlines have a characteristic that feeds hubs in both business strategies. They operate mostly in countries with high GDP. It is predicted that regional aviation will also become more widespread in developing countries in the forthcoming years. Embraer [13] stated that there would be a need for 10,550 regional jets worldwide between 2019-2038, and the demand for regional jets in certain parts of the world would increase. Therefore, one of the important research areas on regional airlines has been identified as the problem of aircraft selection. It is anticipated that such studies will provide valuable contributions to the stakeholders of the airline industry.

2.2. Aircraft selection problem

Airline managers have to make many decisions in order to fulfill a number of time-constrained processes due to the nature of their work. These cover a wide range from simple procedural decisions to large investment decisions. One of the risky investment decisions is aircraft selection, which can affect the sustainability and competitive ability of airlines [19]. Aircraft selection problem, which has a quite high investment amount, is
a process that is affected by many different factors such as business strategies, passenger needs, government policies [7]. Therefore, optimum decisions should be made for the airline by considering all factors. At this point, a number of tools that enable DMs to make effective and efficient decisions are highly beneficial. Due to the multiple criteria nature of the aircraft selection problem, MCDM techniques come to the fore in this regard [19]. MCDM techniques have been frequently used in aircraft selection problems in the aviation industry. In the past studies, many selection problems on fighter jet [20, 21], aerobatics aircraft [22], training aircraft [23, 24], and commercial aircraft [7, 8, 25, 26] have been handled with these techniques. In addition, cargo aircraft [27], long-haul aircraft [28], medium-haul aircraft [9, 25, 29], and short-haul aircraft [26] selection studies have been conducted by detailing the aircraft selection problem. Methodologically, prior research employed numerous techniques, including AHP and TOPSIS in interval type-2 fuzzy sets [9], fuzzy AHP [7, 8, 26], fuzzy TOPSIS [23, 30], fuzzy AHP and TOPSIS [24], AHP and even swaps method (ESM) [5], SWARA and SMAA-2 method [22], an integrated AHP, COPRAS, and MOORA methodology [25], fuzzy AHP and fuzzy grey relational analysis (GIA) [27], linear physical programming [19], AHP [20], NAIADE (Novel Approach to Imprecise Assessment and Decision Environments) [31], FUCOM and ARAS [21], fuzzy AHP and fuzzy ANP [29], ELECTRE, SAW, and TOPSIS [28], ANP [32], and fuzzy reference ideal method (FRIM) [33]. In Table 1, the aircraft selection literature is depicted by detailing research purposes and criteria sets.

The problem of aircraft selection in regional airlines has found a limited area in the literature. Ahmed et al. [7] addressed an aircraft selection problem of regional airlines in Canada. It has addressed the aircraft selection problem of regional airlines in Canada by focusing on the sustainability issue. Bruno et al. [26] used a hybrid approach based on AHP and fuzzy set theory in order to evaluate jet engine regional aircraft alternatives. Dožić and Kalić [5] conducted a study limited to six criteria using AHP and ESM methods. In a similar study, Dožić et al. [8] mainly focused on technical and economic factors among aircraft alternatives by using fuzzy AHP. Gomes et al. [31] used the NAIADE method for regional aircraft selection problem using aircraft alternatives with up to 26 seats. When the studies conducted are evaluated in general, the methods used, criteria, and aircraft alternatives differ from each other. In terms of methodology, fuzzy AHP was predominantly used in the studies. However, as the number of criteria increases in the fuzzy AHP, the number of binary comparisons increases, so consistency problem may occur [34]. Therefore, we believe that there is a need for methods that will provide more consistent and robust results in regional aircraft selection problems.

In terms of the criteria, it can be stated that different approaches were adopted in previous studies. Accordingly, some studies mainly focused on economical and technical criteria, while some studies focused on today’s important issues such as sustainability. Hence, putting forward a comprehensive framework that includes many criteria may be an important contribution to the existing literature. In terms of aircraft alternatives used and their seat capacities, quite different aircraft engine types (e.g., turbojet and turboprop engines) and various seat capacities were evaluated in the past. Therefore, it is necessary to consider quite wide and different aircraft options with low and high seat capacity, considering different needs. Consequently, this study, which focuses on regional aircraft selection, taking into account the limitations mentioned above and focuses on the perspective of the Turkish airline industry. In doing so, using a comprehensive set of criteria shown in
Fig. 2, an integrated F-PIPRECIA and F-MARCOS approach has been adopted that can yield powerful results methodologically.

### Table 1 Aircraft selection criteria in the literature

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Objective</th>
<th>Range</th>
<th>SC</th>
<th>Speed</th>
<th>MTOW</th>
<th>MC</th>
<th>OC</th>
<th>AP</th>
<th>ASL</th>
<th>CIQ</th>
<th>SP</th>
<th>ABA</th>
<th>CO₂</th>
<th>NOx</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bruno et al. [26]</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kiracı &amp; Akan [9]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang &amp; Chang [23]</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dožić et al. [8]</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sánchez-Lozano et al. [24]</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dožić &amp; Kalić [5]</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Durmaz &amp; Gencer [22]</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kiraci &amp; Bakur [25]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akyurt &amp; Kabadayı [27]</td>
<td>Ca</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahmed et al. [7]</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ilgin [19]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gomes et al. [31]</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Hoan &amp; Ha [21]</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ozdemir &amp; Basligil [29]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun et al. [28]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yeh &amp; Chang [30]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ozdemir et al. [32]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sánchez-Lozano &amp; Rodríguez</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our proposed framework</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes**

### 3. Methodology

#### 3.1. Preliminaries of fuzzy sets

Many real-world examples include ambiguity and vagueness that cannot be articulated precisely. Zadeh [35] proposed the Fuzzy sets theory to express and model such uncertainties more partially. Within the scope of fuzzy sets, the membership function \( \mu_p(x) : R \rightarrow [0,1] \) of a triangular fuzzy number (TFN) \( \tilde{F} \) is found as follows [36].
From Eq. (1), $l$ and $u$ represent the lower and upper bounds of fuzzy number $\tilde{F}$, and $m$ shows the most promising value of $\tilde{F}$. If we consider that $\tilde{F}=(l_1, m_1, u_1)$ and $\tilde{K}=(l_2, m_2, u_2)$ are two TFNs, the basic operations for the TFNs are given below [37, 38]:

\[
\begin{align*}
\tilde{F} \oplus \tilde{K} &= (l_1, m_1, u_1) + (l_2, m_2, u_2) = (l_1 + l_2, m_1 + m_2, u_1 + u_2) \\
\tilde{F} \odot \tilde{K} &= (l_1, m_1, u_1) \odot (l_2, m_2, u_2) = (l_1 \times l_2, m_1 \times m_2, u_1 \times u_2) \\
\tilde{F} - \tilde{K} &= (l_1, m_1, u_1) - (l_2, m_2, u_2) = (l_1 - u_2, m_1 - m_2, u_1 - l_2)
\end{align*}
\]

\[
\begin{align*}
\frac{\tilde{F}}{\tilde{K}} &= (l_1, m_1, u_1) \div (l_2, m_2, u_2) = \left( \frac{l_1}{u_2}, \frac{m_1}{m_2}, \frac{u_1}{l_2} \right) \\
\tilde{F}_i^{-1} &= (l_i, m_i, u_i)^{-1} = \left( \frac{1}{u_i}, \frac{1}{m_i}, \frac{1}{l_i} \right)
\end{align*}
\]

Let us assume again that $\tilde{F}=(l_i, m_i, u_i)$ is a TFN. The defuzzified (crisp) value of $\tilde{F}$ can be obtained as follows [39]:

\[
df_{\text{cris}} = \frac{l + 4m + u}{6}
\]

### 3.2. F-PIPRECIA method

The PIPRECIA method is derived from the SWARA method to measure the cognitive attitudes of DMs [40]. The PIPRECIA approach is beneficial for group decisions involving a large number of criteria or experts, as it decreases the cognitive burden of DMs by reducing pairwise comparisons. The PIPRECIA method has been extended to fuzzy numbers by Stević et al. [11] to handle ambiguous judgments more effectively.

The F-PIPRECIA method has existed in many successful applications in the literature. Stević et al. [11] introduced the F-PIPRECIA method for the barcode technology implementation case. Furthermore, this approach has been successfully applied in many areas, including selecting reach stacker [41], road transportation risk analysis [42], green supplier selection [43], determining the safety level in railway crossings [44], and the high-performance computing problem [45]. The F-PIPRECIA method needs the following steps for calculation [11]:

**Step 1** Identify the DMs and define the criteria to be used. DMs rank criteria from first to last, regardless of the significance of the criteria.
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Step 2 Starting with the second criterion, DMs evaluate the criteria in order to obtain the relative importance of the criteria.

\[
\tilde{s}_j^r = \begin{cases} 
\bar{1} & \text{if } C_j > C_{j-1} \\
= & \text{if } C_j = C_{j-1} \\
<\bar{1} & \text{if } C_j < C_{j-1} 
\end{cases}
\]  

(8)

where \( \tilde{s}_j^r \) denotes the evaluation of the criteria by decision-maker \( r \). To construct a matrix \( \tilde{s}_j \), the geometric mean of matrix \( \tilde{s}_j^r \) has to be calculated. DMs use the linguistic scales in Table 2 and Table 3 when evaluating the criteria compared to the previous criteria [11].

**Table 2** The scale 1-2 for the evaluation of the criteria

<table>
<thead>
<tr>
<th>Linguistic terms</th>
<th>l</th>
<th>m</th>
<th>u</th>
<th>DFV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Almost equally important</td>
<td>1.000</td>
<td>1.000</td>
<td>1.050</td>
<td>1.008</td>
</tr>
<tr>
<td>Weakly more important</td>
<td>1.100</td>
<td>1.150</td>
<td>1.200</td>
<td>1.150</td>
</tr>
<tr>
<td>Moderately more important</td>
<td>1.200</td>
<td>1.300</td>
<td>1.350</td>
<td>1.292</td>
</tr>
<tr>
<td>More important</td>
<td>Scale 1-2</td>
<td>1.300</td>
<td>1.450</td>
<td>1.500</td>
</tr>
<tr>
<td>Strongly more important</td>
<td>1.400</td>
<td>1.600</td>
<td>1.650</td>
<td>1.575</td>
</tr>
<tr>
<td>Very strongly more important</td>
<td>1.500</td>
<td>1.750</td>
<td>1.800</td>
<td>1.717</td>
</tr>
<tr>
<td>Absolutely more important</td>
<td>1.600</td>
<td>1.900</td>
<td>1.950</td>
<td>1.858</td>
</tr>
</tbody>
</table>

**Table 3** The scale 0-1 for the evaluation of the criteria

<table>
<thead>
<tr>
<th>l</th>
<th>m</th>
<th>u</th>
<th>DFV</th>
<th>Linguistic terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.667</td>
<td>1.000</td>
<td>1.000</td>
<td>0.944</td>
<td>Weakly less important</td>
</tr>
<tr>
<td>0.500</td>
<td>0.667</td>
<td>1.000</td>
<td>0.694</td>
<td>Moderately less important</td>
</tr>
<tr>
<td>0.400</td>
<td>0.500</td>
<td>0.667</td>
<td>0.511</td>
<td>Less important</td>
</tr>
<tr>
<td>0.333</td>
<td>0.400</td>
<td>0.500</td>
<td>0.406</td>
<td>Really less important</td>
</tr>
<tr>
<td>0.286</td>
<td>0.333</td>
<td>0.400</td>
<td>0.337</td>
<td>Strongly less important</td>
</tr>
<tr>
<td>0.250</td>
<td>0.286</td>
<td>0.333</td>
<td>0.288</td>
<td>Very strongly less important</td>
</tr>
<tr>
<td>0.222</td>
<td>0.250</td>
<td>0.286</td>
<td>0.251</td>
<td>Absolutely less important</td>
</tr>
</tbody>
</table>

If the marked criterion is more important than the previous one, the evaluations are completed by following Table 2. Conversely, if the marked criterion is less important than the previous one, the linguistic expressions in Table 3 are adopted. The tables also include defuzzified values (DFV) of each comparison, making it easier for DMs to evaluate [11].

Step 3 Calculate coefficient \( \tilde{k}_j \).

\[
\tilde{k}_j = \begin{cases} 
\bar{1} & \text{if } j = 1 \\
2 - \tilde{s}_j & \text{if } j > 1 
\end{cases}
\]  

(9)

Step 4 Determine fuzzy weight \( \tilde{q}_j \).

\[
\tilde{q}_j = \begin{cases} 
\bar{1} & \text{if } j = 1 \\
\frac{\tilde{q}_{j-1}}{\tilde{k}_j} & \text{if } j > 1 
\end{cases}
\]  

(10)
Step 5 Obtain the relative weight of criteria $\tilde{w}_j$.

$$\tilde{w}_j = \frac{q_j}{\sum_{j=1}^{n} \tilde{q}_j}$$

The F-PIPRECIA approach dictates the use of the inverse methodology after assigning coefficients $\tilde{w}_j$.

Step 6 To provide inverse pairwise comparisons, the evaluation is performed starting with a penultimate criterion in this round.

$$\tilde{s}_{jr}'' = \begin{cases} > \tilde{1} & \text{if } C_j > C_{j+1} \\ = \tilde{1} & \text{if } C_j = C_{j+1} \\ < \tilde{1} & \text{if } C_j < C_{j+1} \end{cases}$$

where $\tilde{s}_{jr}''$ represents the evaluation of criteria made by a decision-maker $r$. It is again necessary to aggregate the inverse comparison values by means of the geometric mean.

Step 7 Determine coefficient $\tilde{k}_{jr}'$.

$$\tilde{k}_{jr}' = \begin{cases} = \tilde{1} & \text{if } j = n \\ 2 - \tilde{s}_{jr}'' & \text{if } j > n \end{cases}$$

Step 8 Determine fuzzy weight $\tilde{q}_{jr}'$.

$$\tilde{q}_{jr}' = \begin{cases} = \tilde{1} & \text{if } j = n \\ \frac{q_{jr+1}'}{\tilde{k}_j} & \text{if } j > n \end{cases}$$

Step 9 Obtain the relative weight of criteria $\tilde{w}_j'$.

$$\tilde{w}_j' = \frac{\tilde{q}_j'}{\sum_{j=1}^{n} \tilde{q}_j'}$$

Step 10 Fuzzy values $\tilde{w}_j$ and $\tilde{w}_j'$ should be defuzzified in order to achieve the final weights of criteria $\tilde{w}_j^*$.

$$\tilde{w}_j^* = \frac{1}{2} (w_j + \tilde{w}_j')$$

Step 11 Using Spearman’s rank correlation coefficient (SRC), the consistency of the weights is confirmed in the final step.
3.3. F-MARCOS method

The MARCOS method by Stević et al. [46] is a utility function-based MCDM method. The basic computational principle of the technique relies on the ideal (ID) and anti-ideal (AI) solutions. Accordingly, it takes into account the relationships between ideal and anti-ideal points and alternatives [37, 47]. The MARCOS method, like the TOPSIS method, defines the alternative that is nearest to the ideal point and farthest from the anti-ideal point as the best-ranked solution [48, 49]. Stanković et al. [37] introduced the F-MARCOS methodology to provide more precise results in an uncertain environment. This extended version both overcomes uncertainty and gives more stable results in larger decision-making matrices [37].

The F-MARCOS approach was first used to analyze road traffic risk in the literature [37]. Following this, it has been successfully applied in many studies such as determining the level of safety on the roads [50], selecting sustainable suppliers [48], evaluating the competitiveness of spa centers [47], and evaluating the safety levels of railway crossings [44]. The F-MARCOS method includes the following steps [47, 48]:

Step 1 Construct the initial fuzzy decision matrix. As with other MCDM techniques, a decision matrix is constructed in which the m alternatives and n criteria are present. Table 4 can be used for DMs to evaluate alternatives [47, 48].

Table 4 The linguistic scale for rating of the alternatives

<table>
<thead>
<tr>
<th>Linguistic terms</th>
<th>TFNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Poor</td>
<td>(0, 0, 1)</td>
</tr>
<tr>
<td>Poor</td>
<td>(0, 1, 3)</td>
</tr>
<tr>
<td>Medium poor</td>
<td>(1, 3, 5)</td>
</tr>
<tr>
<td>Medium</td>
<td>(3, 5, 7)</td>
</tr>
<tr>
<td>Medium good</td>
<td>(5, 7, 9)</td>
</tr>
<tr>
<td>Good</td>
<td>(7, 9, 10)</td>
</tr>
<tr>
<td>Very good</td>
<td>(9, 10, 10)</td>
</tr>
</tbody>
</table>

Step 2 Extend the initial fuzzy decision matrix. The initial decision matrix is extended by adding fuzzy ideal ̃(ID) and fuzzy anti-ideal ̃(AI) solutions. While ̃(ID) indicates the most desirable alternative, ̃(AI) indicates the most undesirable one. Considering the type of criteria, solutions ̃(ID) and ̃(AI) are found as follows.

\[
\begin{align*}
\tilde{A}(ID) &= \min_i \tilde{x}_j \text{ if } j \in B \text{ and } \max_i \tilde{x}_j \text{ if } j \in C \\
\tilde{A}(AI) &= \max_i \tilde{x}_j \text{ if } j \in B \text{ and } \min_i \tilde{x}_j \text{ if } j \in C
\end{align*}
\]

where B represents the maximization type criteria and C represents the minimization type criteria.

Step 3 Formulate the normalized fuzzy decision matrix. The elements of the decision matrix including solutions ̃(ID) and ̃(AI) are standardized.

\[
\tilde{n}_j = (n_{ij}^\ell, n_{ij}^m, n_{ij}^u) = \left(\frac{x_j}{x_j^B}, \frac{x_j}{x_j^A}, \frac{x_j}{x_j^C} \right) \text{ if } j \in C
\]
\[ \bar{n}_j = (n'_j, n''_j, n'''_j) = \left( \frac{x'_i}{x'_j}, \frac{x''_i}{x''_j}, \frac{x'''_i}{x'''_j} \right) \text{ if } j \in B \] (20)

where elements \( x'_j, x''_j, x'''_j \) come from Step 1, and \( x'_i, x''_i, x'''_i \) are retrieved from \( \tilde{A}(ID) \).

**Step 4** Construct the weighted fuzzy decision matrix. Normalized values are multiplied by the weight coefficients, thus obtaining matrix \( \tilde{V} \).

\[ \tilde{v}_{ij} = \bar{n}_i \otimes \bar{n}_j = (n'_i \times \bar{w}_j', n''_i \times \bar{w}_j'', n'''_i \times \bar{w}_j'') \] (21)

**Step 5** Obtain fuzzy summation matrix (\( \tilde{S} \)). The row elements of the weighted fuzzy decision matrix are summed.

\[ \tilde{S}_i = \sum_{j=1}^{n} \tilde{v}_{ij} \] (22)

**Step 6** Calculate the utility degrees of the alternatives. Matrices \( \tilde{K}^{-} \) and \( \tilde{K}^{+} \) are constructed according to the total values of ideal and anti-ideal solutions.

\[ \tilde{K}^{-} = \frac{\tilde{S}_i}{S_{id}} = \left( \frac{s^{-}_i}{s^{-}_{id}}, \frac{s''^{-}_i}{s''^{-}_{id}}, \frac{s''''^{-}_i}{s''''^{-}_{id}} \right) \] (23)

\[ \tilde{K}^{+} = \frac{\tilde{S}_i}{S_{id}} = \left( \frac{s^{+}_i}{s^{+}_{id}}, \frac{s''^{+}_i}{s''^{+}_{id}}, \frac{s''''^{+}_i}{s''''^{+}_{id}} \right) \] (24)

**Step 7** Create fuzzy matrix \( \tilde{T} \).

\[ \tilde{T}_i = \tilde{t}_i = (t'_i + t''_i, t'''_i) = \tilde{K}^{-} \otimes \tilde{K}^{+} = (k^{-}_i + k^{+}_i, k^{-m}_i + k^{+m}_i, k^{-u}_i + k^{+u}_i) \] (25)

Then a new fuzzy number (\( \tilde{D} \)) is derived from the elements of matrix \( \tilde{T} \).

\[ \tilde{D} = (d', d''', d''''') = \max i \tilde{t}_{ij} \] (26)

Then, fuzzy number \( \tilde{D} \) is defuzzified using Eq. (7), yielding \( df_{crisp} \).

**Step 8** Identify utility functions of alternatives. Using number \( df_{crisp} \), solutions \( f(\tilde{K}^+) \) and \( f(\tilde{K}^{-}) \) are created from the results of Step 6.

\[ \begin{align*}
    f(\tilde{K}^+) &= \frac{\tilde{K}^+}{df_{crisp}} = \left( \frac{k'^{+}}{df_{crisp}}, \frac{k''^{+}}{df_{crisp}}, \frac{k''''^{+}}{df_{crisp}} \right) \\
    f(\tilde{K}^{-}) &= \frac{\tilde{K}^{-}}{df_{crisp}} = \left( \frac{k'^{-}}{df_{crisp}}, \frac{k''^{-}}{df_{crisp}}, \frac{k''''^{-}}{df_{crisp}} \right)
\end{align*} \] (27) (28)

At this step, a defuzzification procedure must be applied for each of \( \tilde{K}^+, \tilde{K}^{-}, f(\tilde{K}^-), \) and \( f(\tilde{K}^+) \).

**Step 9** Create final utility function \( f(K) \).
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\[ f(K_i) = \frac{K^+_i + K^-_i}{1 + \frac{1 - f(K^+_i)}{f(K^-_i)}} \]  

(29)

It should be noted that the most optimal alternative is the one with the highest utility function \( f(K_i) \).

4. Empirical Study for the Turkish Airline Industry

After the liberalization of the aviation market in 2003 in Turkey, the number of major components in the aviation system such as airlines and airports has increased rapidly [51]. By increasing passenger accessibility and lowering ticket prices, the number of passengers on domestic flights has increased significantly [52]. The main distinguishing feature of regional airlines compared to other airline business models is that they connect small communities to different destinations with short and medium-distance domestic flights [53]. Today, domestic passenger demand in Turkey still maintains its increasing trend. Therefore, future fleet planning studies of regional airlines are important. The aircraft selection problem, which is included in the fleet planning activities of regional airlines, is a strategic decision that is extremely effective in the success of airlines. In the study, the regional aircraft selection problem for the Turkish airline industry has been addressed using the F-PIPRECIA and F-MARCOS methods.

4.1. Framework for the regional aircraft selection

The study is divided into four phases, as shown in Fig. 1. The first of these is the preparatory stage. The second stage is the F-PIPRECIA application, where regional aircraft selection criteria weights are calculated. The third stage is the F-MARCOS application, where alternative regional aircraft types are ranked. In the fourth and last stage, a three-stage rigorous sensitivity analysis of the empirical study is given.

In the first step of Phase I, the research problem was determined as selecting aircraft type for the regional airlines in Turkey. Instead of specifying an airline company for aircraft selection, the regional airline business model is tackled within the scope of the Turkish airline industry characteristics. The solution to be produced in this context is intended to be suitable for all regional airline activities in Turkey. Considering the aircraft selection literature and regional aviation characteristics in Turkey, four main criteria that are effective in regional aircraft selection have been determined: technical performance, economical performance, passenger perception, and environmental impact. Technical performance, economical performance, and environmental impact criteria have been addressed in many previous aircraft selection studies [7, 26, 31, 54]. To the best of the authors’ knowledge, no previous study has discussed aircraft selection problem by addressing the passenger perception criterion. On the other hand, it is well-established that the aircraft body appearance [55], cabin interior design [56], and safety-related factors [31, 57, 58], which are directly related to the aircraft type, have an effect on the perception of the passengers. For this reason, passenger perception is an important criterion to be taken into consideration in the selection of aircraft type of regional airlines.
Fig. 1 The phases of the research methodology

Fig. 2 presents the proposed framework based on the aircraft selection literature and expert opinions. All criteria are taken into account as beneficiary types, and considered with the maximization function in this research.

In order to demonstrate the practical applicability of the proposed framework, the airport network in Turkey has been analyzed, and the constraints of the regional aviation system have been determined. In this way, determining feasible aircraft alternatives for the constraints is aimed. The present status of the airports in Turkey is given in Fig. 3.
There are 56 airports in Turkey by the year of 2021. 40 of them are international airports, and the remaining 16 are domestic airports. The distance between the two farthest airports is approximately 1650 kilometers, based on the current state of the airport network. In light of current conditions, aircraft alternatives in the regional aircraft selection problem have been determined to have a minimum range of 1650 kilometers. In addition, taking into account expert opinions based on regional passenger traffic in Turkey, a maximum seat capacity limit of 120 is established for aircraft alternatives. All of the short-haul narrow-body regional aircraft alternatives are compatible for operating at all airports in Turkey in terms of maximum take-off weight (MTOW), maximum landing weight (MLW), and take-off run distance features. In consequence, there are no constraints for operational features such as MTOW, MLW, and take-off run distance.

For building aircraft alternatives set, several aircraft types used for regional aviation purposes in different geographies around the world have been identified. As a result of the examination, Bombardier CRJ1000, ATR 72-600, De Havilland Canada Q400 NextGen, Embraer ERJ-190, Sukhoi SSJ100, Comac ARJ21-700 aircrafts are included in the alternative
set. Operational characteristics of alternatives have been acquired from the manufacturers’
documentations. Economical performance cost data is mainly taken from The Airline
Data Project [59]. Emission values of aircraft alternatives vary depending on the engine
type and model used. In this context, emission values are taken from ICAO Aircraft Engine
Emissions Databank [60], considering the most widely used engine model for each alternative
aircraft. Manufacturer documents and various aviation platforms have been consulted for the
missing data in the relevant references.

In order to evaluate six aircraft alternatives in line with four main criteria and 14 sub-
criteria, consisting of five different experts, who are well-informed on airline fleet
planning, aircraft selection, and airline management, a DM team was formed. DM team
was informed about the criteria, alternatives, and application steps before the evaluation
process. The following information was presented to each DM during the evaluation of
alternatives: manufacturer company/country, maiden flight date, range (km), cruise speed
(km/h), MTOW (kg), maintenance cost ($ per block hour), operational cost ($ per block hour),
aircraft price ($), aircraft service life, CO2 emission (kg per landing/take-off cycle), NOx
emission (kg per landing/take-off cycle), noise pollution (dB). In addition, fuselage and cabin
photographs of aircraft types were presented so that DMs could evaluate aircraft alternatives
from the passenger perspective in line with the passenger perception criteria. The aircraft
selection application for the Turkish regional aviation case made based on the comparison
data obtained from the evaluations of DMs is presented in the following sections, which
correspond to Phase II, Phase III, and Phase IV.

4.2. F-PIPRECIA results

In this section, using the responses collected from five DMs, the weights of the
criteria and sub-criteria are presented. Because both the F-PIPRECIA and F-MARCOS
methods are well-established in the literature, we omitted comprehensive calculation
procedures from this paper.

The DMs determined the weights of the criteria and sub-criteria using the linguistic
scales in Tables 2 and 3. Accordingly, in the first step of ordinary F-PIPRECIA, each DM
compared the main criteria using Eq. (8). Then, as shown in Table 4, an aggregated matrix \( \tilde{s}_j \)
was created by using the geometric mean. Using Eq. (9), \( \tilde{s}_j \) values were subtracted from the
number 2, thus \( \tilde{k}_j \) matrix was obtained. In the next step, based on the elements of matrix \( \tilde{k}_j \),
matrix \( \tilde{q}_j \) was created with the help of Eq. (10). Criteria weights were obtained by using Eq.
(11) as the last step of the Ordinary F-PIPRECIA method. In addition, the defuzzified values
(DFV) of the criteria weights were given, as Eq. (7) dictates to facilitate the calculation.

The fact that the F-PIPRECIA method produces the final weights of the criteria
depends on employing the inverse F-PIPRECIA methodology applied in Eqs. (12)-(15).
In contrast to Ordinary F-PIPRECIA, this approach can be accomplished by following the
previously mentioned calculation procedures while taking into account the penultimate
criterion. Following Eqs. (12)-(15), inverse criteria weights were calculated using Eq. (15)
in the last step of the inverse F-PIPRECIA method. These procedures were applied first for the
main criteria, and then for the sub-criteria. To use this paper sparingly, this section clarifies
only the calculation procedures for the main criteria. Table 5 gives the main criterion weights
and the DFV values derived from them.
Table 5 Weights of the main criteria (C1-C4) through F-PIPRECIA

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Criteria weight</th>
<th>Sub-criteria</th>
<th>Local weight</th>
<th>Global weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.168</td>
<td>C11</td>
<td>0.346</td>
<td>0.058</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C12</td>
<td>0.274</td>
<td>0.046</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C13</td>
<td>0.386</td>
<td>0.065</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C14</td>
<td>0.322</td>
<td>0.072</td>
<td>7</td>
</tr>
<tr>
<td>C2</td>
<td>0.224</td>
<td>C22</td>
<td>0.380</td>
<td>0.085</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C23</td>
<td>0.303</td>
<td>0.068</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C24</td>
<td>0.224</td>
<td>0.079</td>
<td>5</td>
</tr>
<tr>
<td>C3</td>
<td>0.351</td>
<td>C32</td>
<td>0.216</td>
<td>0.076</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C33</td>
<td>0.302</td>
<td>0.106</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C34</td>
<td>0.268</td>
<td>0.094</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C31</td>
<td>0.250</td>
<td>0.069</td>
<td>8</td>
</tr>
<tr>
<td>C4</td>
<td>0.277</td>
<td>C42</td>
<td>0.202</td>
<td>0.056</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C43</td>
<td>0.323</td>
<td>0.089</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C44</td>
<td>0.244</td>
<td>0.067</td>
<td>10</td>
</tr>
</tbody>
</table>

In order to determine the final weights of the criteria, the criteria weights arising from ordinary F-PIPRECIA and inverse F-PIPRECIA applications should be averaged. In this case, the main criterion weights (C1-C4) assigned by DMs were found as follows:

\[ w_{C1} = 0.168, \quad w_{C2} = 0.224, \quad w_{C3} = 0.351, \quad w_{C4} = 0.277. \]

The first-order global weights were also calculated in order to transfer the sub-criteria weights to the F-MARCOS application. Table 6 presents the global criteria weights by multiplying the weight of each sub-criterion by the weight of the corresponding main criterion.

Table 6 Final criteria weights derived from the F-PIPRECIA method

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Criteria weight</th>
<th>Sub-criteria</th>
<th>Local weight</th>
<th>Global weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.168</td>
<td>C11</td>
<td>0.346</td>
<td>0.058</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C12</td>
<td>0.274</td>
<td>0.046</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C13</td>
<td>0.386</td>
<td>0.065</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C14</td>
<td>0.322</td>
<td>0.072</td>
<td>7</td>
</tr>
<tr>
<td>C2</td>
<td>0.224</td>
<td>C22</td>
<td>0.380</td>
<td>0.085</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C23</td>
<td>0.303</td>
<td>0.068</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C24</td>
<td>0.224</td>
<td>0.079</td>
<td>5</td>
</tr>
<tr>
<td>C3</td>
<td>0.351</td>
<td>C32</td>
<td>0.216</td>
<td>0.076</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C33</td>
<td>0.302</td>
<td>0.106</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C34</td>
<td>0.268</td>
<td>0.094</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C31</td>
<td>0.250</td>
<td>0.069</td>
<td>8</td>
</tr>
<tr>
<td>C4</td>
<td>0.277</td>
<td>C42</td>
<td>0.202</td>
<td>0.056</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C43</td>
<td>0.323</td>
<td>0.089</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C44</td>
<td>0.244</td>
<td>0.067</td>
<td>10</td>
</tr>
</tbody>
</table>

As shown in Table 6, C33 (Operational Cost) is the most pivotal criterion in terms of its impact on regional aircraft selection, followed by C34 (Maintenance Cost) and C43 (Seat Capacity). C12 (NOx), on the other hand, is the least important criterion.

Finally, we examined the main criteria and sub-criteria rankings obtained from F-PIPRECIA and inverse F-PIPRECIA application with SRC by using Eq. (30). The SRC
coefficient is a non-parametric correlation test used when at least one of the variables is not normally distributed or there are no tied ranks \[61, 62\].

\[
\tau = 1 - \frac{6\sum d_i^2}{n(n^2 - 1)} \tag{30}
\]

where \(d_i\) is the difference between in the paired ranks and \(n\) is the number of cases. Since the SRC coefficient did not fall below 0.80, the rankings are largely consistent.

### 4.3. F-MARCOS results

Following the determination of the criteria weights, this section employs the F-MARCOS approach for selecting regional aircraft alternatives. DMs first evaluated the alternatives by adopting the linguistic scale in described Table 4. Table 7 shows the fuzzy aggregated decision matrix formed as a result of the judgments of five DMs. In the aggregation process, the arithmetic average was used due to the nature of the judgments.

**Table 7 Fuzzy aggregated decision matrix**

<table>
<thead>
<tr>
<th></th>
<th>C11</th>
<th>C12</th>
<th>...</th>
<th>C43</th>
<th>C44</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRJ1000</td>
<td>(5.40, 7.20, 8.40)</td>
<td>(4.20, 6.20, 7.80)</td>
<td>...</td>
<td>(6.20, 7.80, 9.00)</td>
<td>(6.60, 8.40, 9.40)</td>
</tr>
<tr>
<td>ATR 72-600</td>
<td>(5.80, 7.80, 9.20)</td>
<td>(5.80, 7.80, 9.40)</td>
<td>...</td>
<td>(1.60, 3.40, 5.40)</td>
<td>(1.60, 3.40, 5.40)</td>
</tr>
<tr>
<td>Q400 NextGen</td>
<td>(4.20, 6.20, 7.80)</td>
<td>(5.40, 7.40, 8.80)</td>
<td>...</td>
<td>(3.80, 5.80, 7.60)</td>
<td>(4.20, 6.20, 8.20)</td>
</tr>
<tr>
<td>ERJ-190</td>
<td>(3.80, 5.80, 7.40)</td>
<td>(1.40, 2.60, 4.40)</td>
<td>...</td>
<td>(7.80, 9.20, 9.80)</td>
<td>(8.20, 9.40, 9.80)</td>
</tr>
<tr>
<td>SSJ100</td>
<td>(5.80, 7.60, 8.80)</td>
<td>(5.00, 7.00, 8.80)</td>
<td>...</td>
<td>(5.40, 7.40, 9.00)</td>
<td>(6.60, 8.40, 9.40)</td>
</tr>
<tr>
<td>ARJ21-700</td>
<td>(5.80, 7.80, 9.20)</td>
<td>(5.40, 7.40, 9.00)</td>
<td>...</td>
<td>(2.60, 4.60, 6.60)</td>
<td>(4.60, 6.60, 8.40)</td>
</tr>
</tbody>
</table>

Then, using Eqs. (17)-(18), the fuzzy aggregated evaluation matrix was extended to include fuzzy ideal \(\bar{A}(ID)\) and fuzzy anti-ideal \(\bar{A}(AI)\) solutions. In the study, since all criteria are used as beneficial criteria due to the structure of the linguistic scale, \(\bar{A}(ID)\) represents the most desirable and \(\bar{A}(AI)\) represents the most undesirable values. Moreover, the extended fuzzy initial decision matrix was normalized by applying Eqs. (19)-(20) (Table 8).

**Table 8 Fuzzy normalized decision matrix**

<table>
<thead>
<tr>
<th></th>
<th>C11</th>
<th>C12</th>
<th>...</th>
<th>C43</th>
<th>C44</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>(0.41, 0.63, 0.80)</td>
<td>(0.15, 0.28, 0.47)</td>
<td>...</td>
<td>(0.16, 0.35, 0.55)</td>
<td>(0.16, 0.35, 0.55)</td>
</tr>
<tr>
<td>CRJ1000</td>
<td>(0.59, 0.78, 0.91)</td>
<td>(0.45, 0.66, 0.83)</td>
<td>...</td>
<td>(0.63, 0.80, 0.92)</td>
<td>(0.67, 0.86, 0.96)</td>
</tr>
<tr>
<td>ATR 72-600</td>
<td>(0.63, 0.85, 1.00)</td>
<td>(0.62, 0.83, 1.00)</td>
<td>...</td>
<td>(0.16, 0.35, 0.55)</td>
<td>(0.16, 0.35, 0.55)</td>
</tr>
<tr>
<td>Q400 NextGen</td>
<td>(0.46, 0.67, 0.85)</td>
<td>(0.57, 0.79, 0.94)</td>
<td>...</td>
<td>(0.39, 0.59, 0.78)</td>
<td>(0.43, 0.63, 0.84)</td>
</tr>
<tr>
<td>ERJ-190</td>
<td>(0.41, 0.63, 0.80)</td>
<td>(0.15, 0.28, 0.47)</td>
<td>...</td>
<td>(0.80, 0.94, 1.00)</td>
<td>(0.84, 0.96, 1.00)</td>
</tr>
<tr>
<td>SSJ100</td>
<td>(0.63, 0.83, 0.96)</td>
<td>(0.53, 0.74, 0.94)</td>
<td>...</td>
<td>(0.55, 0.76, 0.92)</td>
<td>(0.67, 0.86, 0.96)</td>
</tr>
<tr>
<td>ARJ21-700</td>
<td>(0.63, 0.85, 1.00)</td>
<td>(0.57, 0.79, 0.96)</td>
<td>...</td>
<td>(0.27, 0.47, 0.67)</td>
<td>(0.47, 0.67, 0.86)</td>
</tr>
<tr>
<td>ID</td>
<td>(0.63, 0.85, 1.00)</td>
<td>(0.62, 0.83, 1.00)</td>
<td>...</td>
<td>(0.80, 0.94, 1.00)</td>
<td>(0.84, 0.96, 1.00)</td>
</tr>
</tbody>
</table>

Following that, the criteria weights obtained from the F-PIPRECIA application were included in the calculation. Using Eq. (21), the fuzzy normalized decision matrix elements were multiplied by their respective criterion weights. The fuzzy weighted normalized decision matrix created is shown in Table 9.
Table 9 Fuzzy weighted normalized decision matrix

<table>
<thead>
<tr>
<th></th>
<th>C11</th>
<th>C12</th>
<th>C43</th>
<th>C44</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>(0.02, 0.04, 0.05)</td>
<td>(0.01, 0.01, 0.02)</td>
<td>(0.01, 0.03, 0.05)</td>
<td>(0.01, 0.02, 0.04)</td>
</tr>
<tr>
<td>CRJ1000</td>
<td>(0.03, 0.05, 0.05)</td>
<td>(0.02, 0.03, 0.04)</td>
<td>(0.06, 0.07, 0.08)</td>
<td>(0.05, 0.06, 0.06)</td>
</tr>
<tr>
<td>ATR 72-600</td>
<td>(0.04, 0.05, 0.06)</td>
<td>(0.03, 0.04, 0.05)</td>
<td>(0.01, 0.03, 0.05)</td>
<td>(0.01, 0.02, 0.04)</td>
</tr>
<tr>
<td>Q400 NextGen</td>
<td>(0.03, 0.04, 0.05)</td>
<td>(0.03, 0.04, 0.04)</td>
<td>(0.03, 0.05, 0.07)</td>
<td>(0.03, 0.04, 0.06)</td>
</tr>
<tr>
<td>ERJ-190</td>
<td>(0.02, 0.04, 0.05)</td>
<td>(0.01, 0.01, 0.02)</td>
<td>(0.07, 0.08, 0.09)</td>
<td>(0.06, 0.06, 0.07)</td>
</tr>
<tr>
<td>SSJ100</td>
<td>(0.04, 0.05, 0.06)</td>
<td>(0.02, 0.03, 0.04)</td>
<td>(0.05, 0.07, 0.08)</td>
<td>(0.05, 0.06, 0.06)</td>
</tr>
<tr>
<td>ARJ21-700</td>
<td>(0.04, 0.05, 0.06)</td>
<td>(0.03, 0.04, 0.04)</td>
<td>(0.02, 0.04, 0.06)</td>
<td>(0.03, 0.05, 0.06)</td>
</tr>
<tr>
<td>ID</td>
<td>(0.04, 0.05, 0.06)</td>
<td>(0.03, 0.04, 0.05)</td>
<td>(0.07, 0.08, 0.09)</td>
<td>(0.06, 0.06, 0.07)</td>
</tr>
</tbody>
</table>

Following the weighting procedure, fuzzy summation matrix \( \tilde{S} \) was created by applying Eq. (22). One of the unique elements of the F-MARCOS method is the utility degree. Therefore, using Eqs. (23)- (24), \( K^- \) and \( K^+ \) matrices, which are utility degrees according to ideal and anti-ideal solutions, were constructed. Then, a fuzzy matrix \( \tilde{T} \) is created by summing the utility degrees with the help of Eq. (25). Moreover, an F-MARCOS-specific fuzzy number \( \tilde{D} \) is derived from this matrix using Eq. (26). However, it should be noted that this new and all fuzzy values obtained after this step will be defuzzified by using Eq. (7).

Based on defuzzified value \( d_{def} \), ideal \( f(K^-) \) and anti-ideal \( f(K^+) \) solutions were obtained using Eqs. (27)-(28) in the next step. As mentioned earlier, \( K^- \), \( K^+ \), \( f(K^-) \) and \( f(K^+) \) values suggested by the F-MARCOS method were defuzzified by applying Eq. (7) to create the \( f(K_i) \) vector. The finalized F-MARCOS results and observed ranking are shown in Table 10.

Table 10 Defuzzified values and results of F-MARCOS application

<table>
<thead>
<tr>
<th></th>
<th>( f(K^-) )</th>
<th>( f(K^+) )</th>
<th>( K^- )</th>
<th>( K^+ )</th>
<th>( f(K^-) )</th>
<th>( f(K^+) )</th>
<th>( f(K_i) )</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRJ1000</td>
<td>(0.20, 0.29, 0.42)</td>
<td>(0.32, 0.64, 1.35)</td>
<td>2.05</td>
<td>0.86</td>
<td>0.30</td>
<td>0.70</td>
<td>0.77</td>
<td>1</td>
</tr>
<tr>
<td>ATR 72-600</td>
<td>(0.15, 0.24, 0.37)</td>
<td>(0.24, 0.52, 1.19)</td>
<td>1.71</td>
<td>0.71</td>
<td>0.24</td>
<td>0.59</td>
<td>0.50</td>
<td>6</td>
</tr>
<tr>
<td>Q400 NextGen</td>
<td>(0.15, 0.24, 0.38)</td>
<td>(0.24, 0.52, 1.20)</td>
<td>1.71</td>
<td>0.71</td>
<td>0.24</td>
<td>0.59</td>
<td>0.51</td>
<td>5</td>
</tr>
<tr>
<td>ERJ-190</td>
<td>(0.19, 0.27, 0.39)</td>
<td>(0.31, 0.60, 1.25)</td>
<td>1.92</td>
<td>0.81</td>
<td>0.28</td>
<td>0.66</td>
<td>0.67</td>
<td>4</td>
</tr>
<tr>
<td>SSJ100</td>
<td>(0.19, 0.28, 0.42)</td>
<td>(0.31, 0.62, 1.33)</td>
<td>2.00</td>
<td>0.84</td>
<td>0.29</td>
<td>0.68</td>
<td>0.72</td>
<td>2</td>
</tr>
<tr>
<td>ARJ21-700</td>
<td>(0.18, 0.27, 0.41)</td>
<td>(0.30, 0.60, 1.32)</td>
<td>1.96</td>
<td>0.82</td>
<td>0.28</td>
<td>0.67</td>
<td>0.69</td>
<td>3</td>
</tr>
</tbody>
</table>

As shown in Table 10, the best-ranked alternative was found as CRJ1000. That is, CRJ1000 is the most promising aircraft type for regional flights in the Turkish airline industry. In contrast, it is observed that the worst-performing alternative was identified ATR 72-600, with the lowest utility function.

4.4. Sensitivity analysis

The credibility and robustness of the results depend on how resistant they are to changes in input parameters. Therefore, this section is devoted to validating the results employing a threefold rigorous sensitivity analysis. In the first part, we tested the effect of changing criteria weights on the results using simulated weights. Using Eq. (31), we generated 25 scenarios based on the most critical criterion \( C_{31} \) [50, 63–65].
In that formula, $w_{\beta}$ denotes the scenario-adjusted weights of the criteria, and $w_{\alpha}$ reflects the reduced values of the most important criterion ($C_{33}$). $w_{\beta}$ denotes the original weight assigned to the marked criteria, while $w_{\alpha}$ is the original weight of the most important criterion ($C_{33}$) [66]. At this point, the rate of reduction in $w_{\alpha}$ was determined as 4%. The weight scenarios generated are shown in Fig. 4. Furthermore, scenario-based application rankings are portrayed in Fig. 5. In scenario-based rankings, the lowest level of SRC was measured as 0.829, thus achieving a high level of consistency.

![Fig. 4 Weights of criteria through 25 scenarios](image)

![Fig. 5 Alternative rankings generated through 25 scenarios](image)
In the second part, F-MARCOS findings were compared to those obtained using seven well-established fuzzy-based MCDM techniques [67]. Fig. 6 illustrates the effects of the comparative analysis through a correlation map. As a result, the lowest SRC between F-MARCOS and the outcomes of other techniques is 0.943, indicating that the rankings are almost identical and the implementation is satisfactorily credible.

In the last part, any rank reversal risk was checked considering the matrix size [68]. In doing so, the application is continued until the last alternative remains by eliminating the worst listed criteria in each scenario. We tested the rank reversal effect in five scenarios. As shown in Fig. 7, there is no change in the rankings, and the results gave quite stable results. In summary, the results of the three-stage rigorous sensitivity analysis established the credibility and robustness of the application.

---

**Fig. 6** Comparative results of different fuzzy-based MCDM methods

**Fig. 7** Scenario results on rank reversal test
Fleet planning, one of the most important strategic decisions made by airlines, has a significant impact on airline productivity and efficiency [69]. Selecting the most suitable aircraft type for the airline’s business model and business strategies is an important step in the fleet planning process [70]. Regional airlines, on the other hand, differ from other airline business models in terms of flight operation characteristics. Some of these are features such as having cross flights, low passenger volume, feeding certain hubs, code-sharing with major airlines [71]. The unique characteristics of regional airlines require different approaches to the aircraft selection problem from other business models. Although the criteria sets of many aircraft selection problems are similar, criteria weights change according to the airline business model.

Focusing on the Turkish airline industry, this study revealed that the most important criterion in aircraft selection is operational cost ($C_{33}$). The second and third most important criteria are maintenance cost ($C_{34}$) and seat capacity ($C_{43}$), respectively. Among the main criteria, the most important regional aircraft selection criterion was determined as economic performance ($C_3$). The results corroborate previous research in which economical efficiency was a significant factor in aircraft selection [9, 26, 31]. On the other hand, technical performance ($C_4$) ranked second. Passenger perception ($C_2$) and environmental impact ($C_1$) came third and last, respectively. In addition, it was found out that the importance of the passenger perception criterion, which is evaluated for the first time within the scope of the aircraft selection problem, is very close to the technical performance. Specifically, according to global criterion weights, safety perception ($C_{22}$) was found as the fourth most important criterion. In this regard, the study contributes to the literature by proposing a framework regarding regional aircraft selection and evaluating passenger perceptions in this framework.

In terms of managerial contributions, the study offers valuable insights for regional airline managers in the Turkish airline industry, which continues to grow rapidly. The implementation of regional aircraft selection, which is considered within the current state of the country’s aviation, reveals the criteria that the industry should pay attention to. It is also seen that the CRJ1000 is the most preferable aircraft type among alternatives. Lastly, the approach employed yields consistent results within the case study.

Despite its novelty, this study has some limitations. There are many constraints and criteria that affect the aircraft selection problem, which is very complex. In this study, the regional aviation problem has been discussed in the case of the Turkish airline industry. The findings cannot be generalized to all regional aviation activities around the world. In future studies, the present framework can be expanded, and different cases can be approached. Moreover, future studies can contribute to the literature by including the passenger perception criterion into aircraft selection applications for different airline business models. Finally, it is suggested to address the regional aircraft selection problem by using different fuzzy sets such as Pythagorean, neutrosophic, and spherical numbers.
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