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Abstract. Numerous datasets have been made available on open data portals as a 

result of the open data initiatives. These portals offer a variety of search possibilities 

based on the metadata of datasets to facilitate data findability and usability. However, 

insufficient information frequently has a direct effect on search result quality and, in 

turn, data discoverability. As a result, methods for completing the missing metadata 

information—such as missing dataset category values—have become necessary. One of 

these methods focuses on classifying datasets according to the tags that are applied to 

them. The foundation of this method is a knowledge base made up of concept lattices 

produced for every category using the Formal Concept Analysis method. We analyze 

two sets of reduced concept lattices created for Ireland’s open data portal datasets in 

2020 and 2021 and their usability for categorizing new datasets that were available on 

the portal in 2021 and 2023. Among other results, we will show that concept lattices, 

although reduced, can be used for a long period and still preserve the accuracy of the 

categorization algorithm above 90%. 
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 1. INTRODUCTION 

There has been a widespread and overwhelming tendency of releasing material on the 

Web as a result of the numerous projects in the past. The concept of open data, which 

involves making data publicly accessible for use, is the driving force behind these projects. It 

is anticipated that the public, corporate, and individual sectors would gain from open data, 

which is viewed as a catalyst for economic growth, knowledge, and innovation [1]. According 

to 2018 research funded by the European Commission, the overall value increase of public 

sector information is expected to reach 215 billion over the next ten years [2]. 

Government departments are publishing data from a variety of areas, including 

statistics, transportation, the environment, permits, licenses, budget, geography, and the 

economy, in an effort to improve transparency and inform civil societies [3]. This is 

known as Open Government Data (OGD). Data is released on open data portals to realize 

its full value. Digital libraries with catalogs and databases for file categorization are 

comparable to these portals. Every dataset that is made available on the Open Data Portal 

is accompanied by metadata, which is structured descriptive data that contains a variety 

of details about the resource in question. Keys include the names of properties, and 

values represent the information that corresponds to those properties. Metadata entries are 

arranged as key-value pairs. 

In order to make data discoverability easier, open data portals offer search tools based 

on the metadata. The category and tags are the foundation of some of the simplest, most 

user-friendly search choices. While tag-based search offers more focused browsing based 

on the terms used for the dataset's description, category-based search chooses datasets 

that are related to the same subject. However, insufficient or inaccurate information 

makes it difficult for the search process to work, produces partial results, and makes data 

harder to find and discover. The volume of public datasets and the expansion of the open 

data portal are making this issue more noticeable. 

The completeness of metadata entries determines the quality of search results on open 

data portals. Owing to the growing amount of datasets available on open data portals, 

insufficient metadata significantly affects the discoverability, subsequent usage, and 

reuse of datasets, especially when no categorization is specified. The significance of 

metadata for dataset discovery [4][5] and accurate interpretation [6] is suggested by a 

number of research studies. The scientific community has since focused much on 

enhancing the quality of metadata. Nevertheless, a number of studies have demonstrated 

that metadata is frequently lacking [7], which has prompted the development of methods 

for completing the gaps in the metadata. 

One of the ways for filling in the missing category information is based on the 

existing metadata information, notably tags used for characterizing already classified 

datasets. The strategy depends on the Formal Concept Analysis (FCA) method for 

building concept lattices for each accessible category on an open data portal. These 

concept lattices serve as a knowledge base for classifying datasets according to the tags 

that characterize them and a hierarchy of tag usage within a single category. But as the 

number of datasets on a portal grows, so does the number of tags and tag combinations 

used to describe the datasets. Therefore, it is crucial to reconstruct the knowledge base or 

a portion of it, i.e., the concept lattices for categories that have undergone considerable 

change, by adding new datasets with different tags in order to preserve the accuracy of 

the categorization process over time. 
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In this paper we analyze the usability and efficiency of the reduced concept lattices 

for the task of the categorization of newly added dataset on open data portal. Our analysis 

is focused on measuring the usability of two knowledge bases by evaluating the precision 

of the FCA-based categorization algorithm. For this purpose we are using two datasets 

gathered from Ireland’s open data portal in 2020 and 2021 for creating two reduced 

knowledge bases, by reducing the formal contexts and creating concept lattices using 

FCA. Using such created knowledge bases we performed 3 tests, and we analyze the 

categorization success and therefore the usability of reduced concept lattices. In the first 

test, we used 2020 knowledge base and categorized all new datasets that were available in 

2021. In the second test, we used the same knowledge base for categorization of all new 

datasets that were available in 2023. Lastly, in the third test, we used 2021 knowledge 

base for categorization of all new datasets that were available in 2023. 

 2. RELATED WORK 

Formal concept analysis, often known as the "applied lattice theory" technique, was 

officially described by Rudolf Wille in 1982 [8] as a method based on the lattice theory that is 

used to arrange concepts in hierarchies and extract significant relationships from them. Due to 

the fact that no information was lost in the process, FCA quickly became popular in data 

analysis. Nevertheless, there is a potentially significant trade-off in computing costs. The 

analysis of the link between the collection of objects and their characteristics in each domain 

is a part of the fundamental FCA workflow, and the findings are represented as a binary 

matrix called formal context. To put it another way, the formal context is an object-attribute 

matrix, with attributes in columns and objects in rows. The cell where the row corresponding 

to the object and the column corresponding to the attribute overlap will have a cross if the 

object contains an attribute. A collection of objects and characteristics that reflect the domain 

knowledge are produced when the FCA theory is applied to a formal environment. These may 

then be arranged into a lattice diagram to extract different rules and connections. 

The foundation of this method is presented by the following definitions:  

Definition 1 [8] A formal context is a triple K ≔ (G, M, I)  which consists of a set G of 

objects, a set M of attributes, and a binary relation I ⊆ G × M. (g, m) ∈ I is read as “object g 

has attribute m”. 

Definition 2 [8] For A ⊆ G, let AI ≔ {m ∈ M | ∀g ∈ A: (g, m) ∈ I}, and dually, for B ⊆ 

M, let BI ≔ {g ∈ G | ∀m ∈ B: (g, m) ∈ I}. 

If the following conditions are met: A ⊆ G, B ⊆ M, AI = B, BI = A, then a pair (A, B) is a 

formal context. Set A is named the concept extent while set B is named the concept intent. 

Definition 3 [8] The set S(C) of all concepts of a formal context C together with a partial 

order (A1, B1) ≤ (A2, B2):↔ A1 ⊆ A2 (which is equivalent to B1 ⊇ B2) is a complete lattice 

of C. 

Since the domain expert's examination of the concept lattice enables the discovery of 

relationships in the data, the computation of the set of all concepts and its line diagram is 

crucial for applications utilizing FCA. FCA has been used for knowledge discovery 

[9][10][11][12][13], knowledge representation [14], pattern matching problems [15][16], web 

usage mining [17][18] and many other areas of data science. To illustrate the literature on 

FCA, Poelmans et al. used FCA [9]. They conducted a study of 702 publications that were 

published between 2003 and 2009 and included the formal concept analysis in the abstract. 
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They specifically took advantage of 140 studies that were only focused on data mining and 

knowledge discovery. The primary research subjects in the FCA community were represented 

and visualized by a re-attempt of an extensive survey in 2013 [10]. From 2011 to 2016, Singh 

et al. [19] examined over 350 studies. The following tendencies in FCA research were found 

by them: FCA such as granular computing, FCA with a fuzzy setting, an interval-valued fuzzy 

setting, possibility theory, a rough setting, a triadic setting, factor concepts and the incomplete 

context. Their research confirmed FCA to be used for knowledge discovery, reasoning, 

decision context and ontology engineering. By surveying several FCA-based classification 

techniques and classifying them into three categories – methods based on distributed 

classifiers, ensemble classifiers, and mono-classifiers—Azibi et al. [20] demonstrated the 

utility of FCA in machine learning. 

In the era of big data, FCA may also be used as a potent tool for large-scale dataset 

analysis. Therefore, having quick and precise FCA methods for knowledge representation and 

discovery is crucial when working with big datasets. To expedite the process of listing every 

potential notion (relevant concept), a number of distributed and parallel alternatives have been 

proposed in recent years. The study's authors suggest parallel implementations that make use 

of the CloseByOne algorithm [21]. In 2009, the authors developed the first distributed 

algorithm [23] using the MapReduce programming architecture [22]. In order to extract new 

information from binary object-attribute relational data, Chunduri et al. [24] presented a 

distributed FCA technique they called the UNConceptGeneration. 

To address the issue of creating idea lattices of sufficient size and structure to exhibit 

crucial context features, a number of attribute and concept lattice reduction techniques are put 

forth in the literature; each technique has a unique set of characteristics. Some approaches 

begin the reduction of concept lattice complexity with a context-level representation. On the 

other side, we can carry out lattice level pruning, such as the iceberg reduction, for some 

techniques that use a lattice version to minimize complexity. In general, certain reduction 

techniques aim to identify the fewest objects or characteristics that maintain the structure of 

the original lattice during the reduction process. In general, academia has reported [25] 

context pro-processing methods [26][27][28][29], non-essential distinctions elimination 

[30][31][32] and concept filtration [33][34]. 

3. FORMAL CONTEXT REDUCTION 

Multiple researches have stated the importance of metadata completeness for data to 

reach its full potential. One of the vital metadata components for this purpose is information 

regarding the category a dataset should belong to. However, bearing in mind that this 

information is often missing [7], it is important to develop a mechanism for filling out 

missing metadata values such as this one. Methods relying on Formal Concept Analysis for 

filling out missing metadata information have shown great potential for suggesting 

appropriate categories based on the keywords used for their description [35]. However, 

since such methods rely on knowledge bases, the update or the recreation of the part of the 

knowledge base or the whole knowledge base periodically has to be performed for this 

approach to preserve its precision. For tasks performed on open data portals such as filling 

in dataset category based on tag values, FCA-based methods can use concept lattices for 

representing tags usage within categories, having one concept lattice per category.  
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Concept lattice generation can be a demanding process and algorithms for concept 

lattice generation often expose an exponential dependence regarding the number of used 

attributes and/or objects. Therefore, a reduction of formal context [37] used as the base for 

performing FCA and generating concept lattices is one way of addressing this problem. The 

number of distinct tag values that constitute formal context is directly proportional to the 

concept lattice scale. Therefore, the optimization of tags usage within categories through 

means of semantic similarity measure can reduce the number of appearing tags and 

consequently affect the size of the concept lattice. 

As stated in [37], the reduction algorithm starts by converting words that represent 

each tag in category into 300-dimensional vectors using GloVe (Global Vectors for Word 

Representation) [36] model. After that, similarity for each pair of tags belonging to the 

same category is calculated using cosine similarity according to the following definition:  

Definition 4 [37] Similarity ST between two tags, TX and TY, is defined as the largest 

similarity between any two words WX and WY, whereas WX and WY represent parts of TX 

and TY, respectively.  

After tag similarities are calculated for each pair of tags, a threshold set to 0.8 is used to 

determine a set of similar tags. In this way, two tags are considered similar if their similarity 

value is higher than the set threshold. The threshold value depends on the model used for 

word vectorization. Although, 0.7 threshold value is considered to be appropriate for the 

300-dimensional models [38], a more restricted threshold value was set for this analysis. 

Using this approach, each tag is coupled with a list of similar tags, and if the list of similar 

tags contains more than 2 tag value, tag is identified as reduction candidate tag.  

In the next step, lists of similar tags are compared to determine the largest subset that is 

equal to an existing list. Once such list is identified, the largest subset of tags is replaced by 

its corresponding tag. This step repeats until all subsets have been identified and replaced 

with their corresponding tags. Tag replacements performed in this step reduce the number 

of tags that appear in a formal context, making the context more concise and simpler 

without losing information. Performing a FCA method on such reduced formal context, a 

reduced concept lattices are generated.  

4. ANALYSIS OF THE USABILITY OF REDUCED FORMAL CONCEPT LATTICES 

Within this research, we are focused on analyzing the usability of concept lattices 

used for the categorization of datasets on an open data portal based on their tags. Our 

analysis is confined to the reduced concept lattices, i.e. concept lattices where similar tags 

are replaced by a single value to simplify the concept lattices. Within our analysis, we are 

analyzing the evolution of datasets on the open data portal and consequently, changes in 

concept lattices for its categories. Moreover, we analyze the categorization success for 

new datasets added over time on the portal, based on the created reduced concept lattices 

using the approach for metadata enrichment presented in the research [35]. 

For the purpose of the analysis of the usability of the reduced concept lattices over 

time, we have used 3 sets of data from Ireland open data portal: 

▪ dataset 2020 - set containing all datasets that were available on the portal in 2020, 

▪ dataset 2021 - set containing all datasets that were available on the portal in 2021, 

▪ dataset 2023 set containing all datasets that were available on the portal in 2023. 
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Ireland open data portal organizes its data into 14 categories, whereas each dataset 

belongs to a single category. Further, for this portal, an upward trend in the number of 

datasets was noted in the period analyzed. More specifically, in 2020, the total number of 

datasets was 10151, in 2021 there were 12949 available datasets, and in 2023 total number of 

datasets was 17844. Furthermore, the total number of tags was 5070 in 2020, 11778 in 2021, 

and 15593 in 2023. However, it was noticed that although the total number of datasets 

increased by less than 3000, in 2021 there were 7984 datasets with identification numbers 

(ids) that were not on the portal in 2020. Consequently, the distribution of datasets by category 

was significantly changed. The number of datasets was significantly reduced in some 

categories, like Economy and Society, and considerably increased in categories like 

Government. The detailed distribution of the number of available datasets by category for both 

years is presented in Table 1. Furthermore, such changes in the available content affected the 

usage of tags and combination of tags, and it was noticed that the average percentage of new 

tags for all categories in 2021 was 49.17%.  

Datasets 2020 and 2021 were used for creating reduced knowledge bases 2020 and 

2021, respectively. These knowledge bases were used for evaluating reduced concept 

lattice usability over time and were generated the using formal context reduction method 

presented in the previous section of this research and FCA. In other words, for both 

knowledge bases, the formal context for each category on the portal was reduced, and using 

such reduced formal context, concept lattices were generated. The results of the reduction 

algorithm for each category on the portal for both years are presented in Table 1.  

Table 1 Reduction information for formal contexts 2020 and 2021 

Category 
2020 2021 

ND NT-BR NT-AF NT% ND NT-BR NT-AF NT% 

Agriculture 123 105 96 8.57 131 270 259 4.07 

Arts 135 297 290 2.36 65 215 207 3.72 

Crime 8 13 13 0.00 93 100 100 0.00 

Economy 1149 202 191 5.45 321 416 398 4.33 

Education and Sport 182 154 149 3.25 225 364 357 1.92 

Energy 123 243 226 7.00 125 243 230 5.35 

Environment 3098 1712 1575 8.00 3444 2144 1973 7.98 

Government 495 1409 1311 6.96 5775 6772 6672 1.48 

Health 1416 427 406 4.92 1817 971 951 2.06 

Housing 424 347 335 3.46 345 388 373 3.87 

Science 329 387 375 3.10 127 376 355 5.59 

Society 2203 459 442 3.70 86 195 169 13.33 

Towns 50 52 52 0.00 18 34 34 0.00 

Transport 411 330 319 3.33 370 542 520 4.06 

ND – number of datasets 

NT-BR – number of tags before reduction 

NT-AF – number of tags after reduction 

NT% – percentage reduction in number of tags 

From the presented reduction information, it can be noted that only 2 categories, Crime 

and Towns, did not have any reduction in the number of tags for both years. However, these 

categories are also the smallest in terms of the number of tags appearing within them. The 

number of tags in other categories was reduced, with the largest reduction recorded in the 
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2021 dataset in the category Society, 13.33%. The structures of concept lattices, which 

constitute knowledge bases 2020 and 2021, are presented in Table 2. Within the presented 

table, for each concept lattice, the total number of nodes and the number of levels is presented. 

Table 2 Structure of concept lattices for knowledge bases 2020 and 2021 

Category 
2020 2021 

Number of nodes Number of levels Number of nodes Number of levels 

Agriculture 35 6 154 6 

Arts 251 8 133 9 

Crime 6 3 96 3 

Economy 123 6 326 8 

Education and Sport 86 5 259 5 

Energy 297 15 224 12 

Environment 3996 21 5080 21 

Government 977 12 6257 13 

Health 219 7 773 9 

Housing 490 9 553 9 

Science 358 17 450 17 

Society 376 7 90 7 

Towns 31 4 22 3 

Transport 256 7 483 7 

From the presented data it can be noticed that some of the concept lattices have 

significantly different structure in 2021 compared to 2020. These differences are due to 

the sizable changes that occurred in the period from 2020 to 2021 in terms of available 

datasets within categories and tags and combination of tags used within them. 

These knowledge bases, e.g. concept lattices, were used for 3 test cases. Knowledge 

base 2020 was used for categorization of all new datasets that were available in 2021 

(2020-2021 test dataset), that is, datasets from 2021 whose identifiers were not in the 

2020 dataset. Further, this knowledge base was used for categorization of all new datasets 

that were available in 2023 (2020-2023 test dataset), that is, datasets from 2023 whose 

identifiers were not in the 2020 dataset. Further, knowledge base 2021 was used for 

categorization of all new datasets that were available in 2023 (2021-2023 test dataset), 

that is, datasets from 2023 whose identifiers were not in the 2021 dataset. Therefore, the 

distribution of the number of examples in test cases is different and the total number of 

datasets in each test set is presented in Table 3 (column ND). Also, the distribution of test 

datasets by categories differs, since it depends on datasets that have been added to the 

portal in the meantime. 

The categorization results for all 3 test cases are presented in Table 3. Since datasets on 

Ireland open data portal are assigned to at most one category, and used categorization 

algorithm is designed to suggest multiple categories if the criterion is met, all categorization 

results were split into 3 groups. First group, FM, presents datasets that were fully 

categorized, meaning that they were assigned a correct category with no additional category 

suggested. The second group, FME, presents datasets that were assigned a correct 

category and at least one additional category. Last group, MM, presents mismatched 

datasets – datasets that were assigned incorrect category. Since for both FM and FME 

groups, categorization algorithm assigns correct categories, datasets belonging to these 

groups will be considered correctly categorized. 
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Table 3 Categorization results 

Test dataset ND FM [%] FME [%] MM [%] 

2020-2021 7984 43 3 54 

2020-2023 12979 46 7 47 

2021-2023 5541 70 14 15 

ND – number of datasets 

FM [%] – percentage of fully matched  

FME [%] – percentage of fully matched datasets with extra categories  

MM [%] – percentage of mismatched datasets 

As can be seen from the presented results, in the first test dataset (test dataset 2020-

2021), 46% of datasets belonged to FM and FME groups, meaning that the algorithm 

assigned a correct category to a dataset. Although the total percentage of successfully 

categorized datasets is below 50%, test datasets belonging to category Transport were 

successfully categorized in 99.61% of the test cases, and test datasets belonging to category 

Energy were successfully categorized in 94.92% of the test cases. Further, the percentage of 

successfully categorized datasets was above 70% for categories Science and Environment, 

and above 85% for category Arts. The lowest percentage of successfully categorized 

datasets was obtained for categories Crime, Towns, and Education and Sport, where the 

percentage was below 10%. 

Additionally, the results of categorization of the second test set (test dataset 2020-

2023) showed that 53% of test datasets belonged to groups FM and FME. Analyzing 

categories separately, in this test set, only 3 categories had percentage of the successfully 

categorized datasets above 70%. Datasets belonging to the category Environment were 

successfully categorized in 77.51% of cases, while datasets belonging to category Arts 

were successfully categorized in 88.37% of cases. The highest categorization results were 

obtained for category Transport, where 98,01% of datasets were successfully 

categorized. The lowest percentage of successfully categorized datasets was obtained for 

category Crime where the percentage was below 0,49%. Other than this category, only 

category Towns had the percentage of successfully categorized datasets below 10%. 

The best categorization results were obtained for the third test case (test dataset 2021-

2023), where 84% of datasets belonged to groups FM and FME. In this test, analyzed by 

categories, datasets that belonged to categories Health, Government, Arts, Crime, and 

Transport had more than 92% of successfully categorized datasets, and category Towns 

was only category with the percentage of successfully categorized datasets below 10%.  

Based on this analysis, it can be concluded that knowledge base 2020 had significantly 

lower categorization results compared to knowledge base 2021. This result was expected, due 

to the major changes made on the portal in the period from 2020 to 2021. Furthermore, based 

on the results for knowledge base 2021, and some of the categories from knowledge base 

2020 that were not significantly changed in the period from 2020 to 2021, it can be concluded 

that reduced concept lattices can remain a solid knowledge base for a long period without 

the need for their update. 
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4. CONCLUSION  

Approaches based on the Formal Concept Analysis have shown a great potential for filling 

in missing metadata values, particularly information regarding a category a dataset should 

belong to. However, for task of categorization of datasets based of their tags, this approach 

relies on the knowledge base that contains one concept lattice for each category available on 

open data portal. For the categorization method to preserve its accuracy these knowledge 

bases require periodical update, depending on changes on the portal and its growth. 

Furthermore, concept lattices grow with the increase of the number of datasets, tags, and 

combinations combination of tags, with tendency to become too complex. Therefore, a 

method for reduction of formal contexts can be used for generating reduced formal contexts 

and consequently reduced concept lattices. These concept lattices reduce the heterogeneity of 

tag values while preserving the meaning of tags for a particular open dataset category. 

Within this paper, we have analyzed the usability of reduced concept lattices over 

time for categorization of datasets on open data portals. We have used data from Ireland 

open data portal, and we compared 2 sets of concept lattices created based on available 

data in 2020 and 2021. Further, we analyzed its usability and efficiency for categorization 

of a new dataset through 3 test cases. Significant updates were made to the portal during the 

analyzed period, which influenced the availability of datasets, the total number of datasets, 

the variety of tags, and combination of tags appearing within categories. Therefore, these 

changes had an impact on the structure of formal contexts and concept lattices. 

As a result of such significant changes made to the portal, the categorization of new 

datasets in 2021 using 2020 knowledge base was successful in less than 50% of test 

cases. This percentage was equal to 53% for categorization of new datasets in 2023 using 

2020 knowledge base. The results obtained for categorization of new datasets in 2023 

using knowledge base 2021 were much higher, with 84% of datasets correctly categorized. 

Therefore, based on the results of using the 2021 knowledge base and individual concept 

lattices that did not change significantly between 2020 and 2021, it can be concluded that 

reduced lattices can remain a solid knowledge base for a long period. However, if major 

changes are made on the open data portal or in part of the categories, the knowledge base 

should be recreated or updated, for the categorization algorithm to preserve its precision. 

Therefore, it can be concluded that concept lattices reduced using this approach show a 

great potential for servings as knowledge base for categorization purposes on portal such 

as Ireland ODP where datasets are categorized in only one category. 

In the future, this analysis should be performed on data provided by portals where 

datasets are categorized with multiple categories. Such additional analysis will provide a 

deeper insight into the usability of reduced concept lattices on portals where tags are 

differently distributed among categories. Furthermore, within this analysis, we used a 0.8 

threshold value for reduction as a more restrictive value. In the future, different threshold 

values can be applied in the reduction phase, and differences in the performance of 

concept lattices created in that way can be examined. 
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