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Regular Paper 

COMBINED TECHNIQUES FOR FORECASTING THE VOLUME 

OF PACKAGES IN INTERNAL POSTAL TRAFFIC OF SERBIA  

UDC ((621.391+004.032.26):656.8) 

Ivana Rogan, Olivera Pronić-Rančić 

University of Niš, Faculty of Electronic Engineering,  

Department of Telecommunications, Niš, Republic of Serbia 

Abstract. The main goal of time series analysis is to explain the main features of the 

data in a chronological order and in the general case to predict future processes, 

products, service requirements, etc., using appropriate statistical models. In this paper, 

time series prediction was performed using a seasonal autoregressive integrated 

moving average model (SARIMA) in the XLSTAT add-in for Excel environment, as well 

as two artificial neural network (ANN) models - long short-term memory (LSTM) 

network and relatively new machine learning technique - extreme learning machines 

(ELM).  The proposed approaches were used for forecasting the volume of packages in 

the internal postal traffic of Serbia for the period 2014-2020. A comparison of the 

obtained modeling results with the original data was made and it was shown that the 

best modelling results were achieved by using ELM. 

 

Key words: Time series analysis, forecasting, ANN, SARIMA, LSTM, ELM 

1. INTRODUCTION  

A time series is a sequence of observations of a random, here, real, non-negative, 

variables. Time series analysis provides tools, mostly of the essential, statistical and/or 

analytical-approximate type, to select a model that can be used to anticipate future events.  

In this context, predicting future values is an appropriate mathematical method for 

extrapolating future data, depending on external influences and chronologically arranged 

numerical information, [1-7]. 

In cases of time series data prediction, several different techniques have been applied, 

[1-22]. Theoretical, general, and special techniques and softwares for numerical prediction 
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were presented in [1-7]. For example, [4] provides a modern overview of a broad range of 

methods, principles, and theoretical approaches to prepare, produce, organize, and evaluate 

forecasts. Concrete hybrid models, deterministic, (S)ARIMA with Artificial Neural Networks 

(ANN) were presented in [8] and, in [9], integration of EWT (Empirical Wavelet Transform), 

ARIMA with the improved ABC Optimized ELM was proposed for financial time series 

forecasting.  In [11], [12] MATLAB machine learning (ML) and deep learning models 

(among others, LSTM (Long Short-Term Memory) and ELM (Extreme Learning Machines)) 

were considered. The directions of development of LSTM methods were observed in [13-17]. 

The properties and variations of ELM technique were shown in [18-24].  

Forecasting the revenue and volume of some postal services is presented in [27-29]. 

Savitzky-Golay filter modification for forecasting the volume of postal services was 

presented in [28]. In [29] time series analysis techniques based on the SARIMA model, 

as well as the LSTM model, for predicting the volume of received express mail services 

in international traffic in the Republic of Serbia were developed. A bias correction to the 

minimum Akaike information criterion, AIC, is derived for regression and autoregressive 

time series models in [30]. 

In this paper, we will consider different techniques for forecasting the volume of packages 

in the internal postal traffic in Serbia. Parcel Services of the Post of Serbia are used to transfer 

goods and other items. A parcel is a closed postal item containing goods and other items, with 

or without indicated value, with registered reception number, [31]. The aim of the paper is to 

introduce new ANN methods, due to expected better results, into the methodology of 

forecasting the volume of packages in the Serbian internal postal traffic and thus contribute to 

more adequate or automated decision-making in relation to them. Time series prediction will 

be performed using a seasonal autoregressive integrated moving average model (SARIMA) in 

the XLSTAT add-in for Excel environment, as well as two ANN models - long short-term 

memory (LSTM) network and extreme learning machines (ELM).  

The paper is organized as follows. After Introduction, a brief description of used 

forecasting models is given in Section 2. The most illustrative numerical results are 

presented in Section 3, and finally conclusion remarks are given in Section 4.  

2. FORECASTING MODELS 

In this paper, we considered several techniques for time series data forecasting: SARIMA, 

LSTM and ELM. 

a) SARIMA 

ARIMA [5] is basically a linear model assuming that time series data is stationary.  

Therefore, there is a limited ability to capture nonlinearities and non-stationarities in the 

data. ARIMA models effectively consider the serial linear correlation among 

observations, whereas Seasonal AutoRegressive Integrated Moving Average (SARIMA) 

models can satisfactorily describe time series that exhibits simple periodic non-

stationarity both within and across seasons, [5]. The SARIMA approach to modeling was 

introduced as a statistical method of choice in the case of data derived from observations 

collected over a sufficiently long period of time.  

ARIMA(p,d,q)(P,D,Q)s  or SARIMA models [5], are usually used when the time series 

has short-term correlations, trend or seasonality. The time series function yt=y(t) is defined as:  
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    : 1,2,..., 0 .ty n R+→   (1) 

An observable time series yt in which successive values are highly dependent can 

frequently be regarded as generated from a series of independent variations 𝑎𝑡 - random 

deviations from normal distribution, having mean equals zero and variance 𝜎a
2.   

For time shift operator, B, ( , 0,1,2,...s

t t sB y y s−=   = ), a differential linear operator, ∇, 

is defined as follows: ( )1 .t ty B y = −   

The basic relation describing the SARIMA model is [5]: 

 
( ) ( ) ( ) ( ) ( )1 .

D
s d s s

p P t Q q tB B B y B B a     − = +
,
 (2) 

where 

 ( ) 11 ... ,p

p pB B B  = − − −  (3) 

 ( ) 11 ... ,q

q qB B B  = − − −  (4) 

 ( ) 11 ... ,s s sP

P PB B B  = − − −  (5) 

 ( ) 11 ... .s sQ

Q QB B B  = − − −  (6) 

In equations (2) – (6), constants d and D indicate the degrees of non-seasonal and 

seasonal differences, s represents the seasonal time shift, and μ is the trend component.  

In previous equations, δ1,…,δP  and ϕ1,…,ϕp are seasonal and non-seasonal autoregressive 

constant parameters (p and P are adequate constant autoregressive parameters);  χ1,…,χQ 

and θ1,…, θq - represent seasonal and non-seasonal constant parameters of the moving 

averages (q and Q are adequate constant moving averages parameters), respectively. 

AR(p, P) - autoregressive part (p-seasonal, P-non-seasonal indexes) refers to relationship 

between the data variable yt with its own lagged values. Parameter values p and P are 

derived from PACF (partial autocorrelation function) plots.  Integrated part I(d, D) refers 

to order of differencing and it is essential when the series is non-stationary. In ARIMA 

model, Moving Average order MA(q, Q) indicates the dependence of present value of the 

time series variable on the lagged error terms. The order of MA part can be inferred from 

the Auto-Correlation Function (ACF) plot.  

The (S)ARIMA model is usually treated by a three-stage iterative procedure based on 

identification, assessment-estimation, and diagnostic verification [4-6]. Identification 

generally means using all information about how batch-data is generated; assessment 

means the efficient use of data in order to determine the conclusions about the model 

parameters by the adequacy of the chosen model; and diagnostic verification means the 

verification of this model against data with the intent to detect any inadequacies and to 

make improvements to the model (Fig 1.). ACF and PACF are often used in the 

identification.  

The autocorrelation function (ACF) of series yt at lag k (rk) is, [5] 
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Fig. 1 Three stage of the Box-Jenkins methodology [2]. 
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where fkj = fk-1j - fkk fk-1k-j.  

For a complete understanding of the estimation situation, it is necessary to make a 

thorough analytical study of the likelihood probability function. In addition, as the ACF 

and the PACF determine more than one model, the Akaike Information Criteria (AIC) is 

used to identify the best fitted model among them [5]  

                                           2ln( ( )) 2 ,AIC L  = − +                                                  (9) 

where ω is the number of estimated parameters, and ̂  is the maximum likelihood 

function values. AIC consists of two parts. The first item reflects the model precision and 

the second marks the number of model parameters, which presents a positive relation 

with the order number. Akaike’s Small Sample Correction Information Criterion (AICC) 

is one of the best criteria for selecting SARIMA models, AICC is the smallest and has a 
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negative value. In practice, the AICC gives the best model when it has the lowest per 

module, a negative value. 

The Q-statistics test is applied to verify the tentative adequateness of the model 

 ( )
2

2

1

m

k

k

Q N r m
=

=   (10) 

where m is the specified delay lags, and N is the length of the residuals. If the calculated value 

of Q exceeds the critical value of ( )2 m
 
(m - degrees of freedom obtained from the chi-

square tables), the tentative model is tuned as inadequate; otherwise, the model is adequate. 

b) LSTM 

Deep (structured) learning [11], [12], [17], is a subfield of machine learning methods, 

which is essentially a neural network with three or more layers. There are supervised, 

semi-supervised or unsupervised deep learning networks. ANN with a single layer can 

still make approximate predictions, and then additional hidden layers can aid to optimize 

accuracy. Deep-learning architectures in general speaking, exists as include Restricted 

Boltzmann Machine (RBM) based deep belief network (DBN), Convolutional Neural 

Network (CNN), deep Auto-encoders, and deep Recurrent Neural Network (RNN) [4], 

[11], [17]. In contrast to Feedforward Neural Networks, which only pass data forward, 

RNN have returning connections which enable using the old cell state in addition to new 

cell input. Hence, it can be said that the neural network has some form of memory and 

output at any given time is based on new and past input. As time steps pass, the influence 

of older inputs fades, which is why more recent inputs affect output more than older ones. 

However, RNNs suffer from the Vanishing Gradient problem, i. e. due to the multiplying 

of a large number of small values, the gradient can become a very small value [4], [12], [17]. 

An RNN using LSTM units can be trained in a supervised shape, on a set of training series, 

using an optimization algorithm, like gradient descent, combined with backpropagation 

through time to compute the gradients needed during the optimization process, in order to 

change each weight of the LSTM network in proportion to the derivative of the error (at 

the output layer of the LSTM network) with respect to corresponding weight. A problem 

with using gradient descent for standard RNNs is that error gradients vanish exponentially 

quickly with the size of the time lag between important events. This is due to lim n → ∞ then 

Wn = 0 if the spectral radius of W -weighted matrices, is smaller than 1. However, with LSTM 

units, when error values are back-propagated from the output layer, the error remains in the 

LSTM unit's cell. This error propagating process continuously feeds error back to each of the 

LSTM unit's gates, until they learn to cut off the value. The main advantage of LSTM neural 

networks is the ability to store long-term dependencies in data [14]. 

LSTM used in the field of deep learning, is an artificial recurrent neural network 

(RNN) architecture [4], [12], [14], [17]. A frequent LSTM unit is composed of an input 

gate, an output gate, a cell and a forget gate. Every cell remembers values over arbitrary 

time intervals, the three gates regulate the flow of information into and out of the neuron. 

The LSTM neuron provides nonlinear mechanism for controlling the information flow 

into and out of the LSTM cell. The LSTM architecture is depicted in Fig. 2.  
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Fig. 2 The architecture of LSTM unit-neuron  

As shown in the figure, the LSTM neuron provides a nonlinear mechanism for controlling 

information flow into and out of the LSTM cell. The forget gate determines the 

information that need to be discarded or forgotten from the previous cell states. The input 

gate determines what information will be allowed to enter into the neuron state. Finally, 

the output gate decides the information to be passed out of neuron state. Mathematically, 

the representation for the forward pass of an LSTM unit with a forget gate for 

 : 1,2,..., d

ty n R→  (input vector to the LSTM unit; for (1), d=1), is as follows, [14] 

 ( )1t g f t f t ff W y U h b −= + +  (11) 

 ( )1t g i t i t ii W y U h b −= + +  (12) 

 ( )1t g o t o t oo W y U h b −= + +  (13) 

 ( )1't c c t c t cc W y U h b −= + +  (14) 

 
'

1

o o

t t t t tC f c i c−= +  (15) 

 ( )o

t t h th o c=  (16) 

The initial values are c0 = 0 and h0 = 0 and the operator o denotes the Hadamard 

product (element-wise product). Variables are: ft  (0,1)h - forget gate's activation vector; 

it  (0,1)h

 
- input/update gate's activation vector; ot  (0,1)h

 
- output gate's activation 

vector; ht  (−1,1)h

 
- hidden state vector or output vector of the LSTM unit; c’t  (−1,1)h

 
- 

cell input activation vector; ct  Rh

 
- cell state vector; h dW R  , h hU R   and hb R  

weight matrices and bias vector parameters which need to be learned during training where 

the superscripts, f, i and h refer to the number of forget, input features and number of hidden 

units, respectively. Activation functions σ - σg,c,h are, respectively: sigmoid, hyperbolic, or, 

identic function. SGDM is a stochastic optimization method that adds the expression of 

the corresponding impulse to the known stochastic descent gradient in the parameter 



 Combined Techniques for Forecasting the Volume of Packages in Internal Postal Traffic of Serbia 65 

space. This achieves a faster convergence of the local minimum. Also, in the case of a 

shallow local minimum, this moment may be sufficient for the gradient to eject the local 

solution, which is a great advantage over the standard method. 

c) ELM 

ELM [4], [18-23] was first introduced to improve the efficiency and speed of a single-

hidden-layer feedforward network. The ELM algorithm, as contrasting to the conventional 

belief of ANN theory, linear theory, and control theory, does not require hidden 

nodes/neurons and is a training algorithm for the single hidden layer feedforward neural 

network (SLFN). Unlike standard ANN, that periodically assigns hidden nodes, ELM 

randomly assigns hidden nodes, constructs biases and input weights of hidden layers, and 

determines the output weights using least squares methods. This significantly justifies the 

low computational time of ELM. Different than gradient based methods, ELM assigns 

random values to the weights between input and hidden layer and the biases in the hidden 

layer, and these parameters are frozen during training. The nonlinear activation functions 

in hidden layer provide nonlinearity for the system. Then, it can be regarded as a linear 

system. The only parameter that network needs to learn is the weight between a hidden 

layer or the threshold of the hidden layer and output layer. Hence, ELM converges much 

faster than traditional algorithms because it learns without iteration. Random hidden nodes 

promise the universal approximation ability. Theoretical analysis showed that ELM is more 

likely to reach global optimal solution with random parameters than traditional networks 

with all the parameters to be trained [18-22]. Compared with the support vector machine 

(SVM) [13]. ELM tends to yield better classification performance with less optimization 

constrains. Due to its superior training speed and good generalization capability, ELM is 

widely applied in a variety of learning problems, such as classification, regression, 

clustering, and feature mapping, [4], [18-23]. 

 

Fig. 3 Structure of SLFN. 

The training problem for ELM is given in [22]. The schematic diagram of ELM is 

presented in Fig.3, [22]. A training set is S= {(yi, ti) | yi = (yi1, yi2, …, yin)T ∈ Rn,  

ti = (ti1, ti2,…, tim)T ∈ Rm}, where yi denotes the input value and ti represents the target, 
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where m is the number of output layer nodes. The output oj of an ELM with L hidden 

neurons, N- number of training samples, can be expressed as 

 ( )
1

, 1,..., .
L

j i i j i

i

b j N 
=

= + =o w y  (17) 

In ELM, activation functions σ are nonlinear ones to provide nonlinear mapping for the 

system. The set of vectors wi is the weight vector for the input layer in the i-th hidden 

node, bi is the value of the bias in the i-th hidden node, βi is the weight vector for the 

output layer in the i-th hidden node. The goal of training is to minimize the error between 

the target and the output of ELM. The most commonly used object function is mean 

squared error (MSE), defined as 
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where N is the number of training samples, and i and j are the indexes for the training 

sample and output layer node.  

The basic training of ELM can be regarded as involving two steps: random initialization 

and linear parameter solution. Firstly, ELM uses random parameters wi and bi in its 

hidden layer, and they are frozen during the whole training process. The input vector is 

mapped into a random feature space with random settings and nonlinear activation 

functions which is more efficient than those of trained parameters. In the second step, βi 

can be obtained by Moore-Penrose inverse [22].    

Besides MSE, for assessing the quality of prediction, RMSE (root mean square error) 

                                  RMSE MSE=                                                 (19)      

and determination coefficient R2                                            
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are also used.  

Other criteria for assessing the quality of time series models known in the literature 

are: Schwarz–Bayesian information criteria (SBC), sum of squares error (SSE), mean 

absolute percentage error (MAPE), Mean Average Error (MAE), and final prediction 

error (FPE), [1-6], [28-30]. 

Basic ELM training includes two steps: random initialization and solving a linear 

parameter problem. First, ELM uses the generated random weights and bias parameters 

wi and bi in its hidden layer, whose values do not change throughout the training process. 

The input vector is mapped to a random state space determined by random properties and 

nonlinear activation functions, which turns out to be a more efficient way than that with 

trained parameters. In the second step, βi is calculated via the Moore-Penrose inverse of 

H, acting on tj [22]. They are further used to calculate the vector of output values oj  

Possible areas of application of specific ELM algorithms are: recognition of objects in 

images, various classification problems, analysis of large amounts of data, hybrid online 
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learning, Self-Organizing Extreme Learning Machine (SOELM), processing unbalanced 

data, extremely fast ML, etc. However, ELM is faster than many ANN methods. With 

simple implementation, ELM performance is good in terms of accuracy as well. 

3. NUMERICAL RESULTS  

The most illustrative numerical results related to the application of the SARIMA model 

and ANN models in forecasting the volume of packages in the internal postal traffic of 

Serbia are presented here. We considered the monthly data for the period 2014-2020. 

The logarithm of the total volume of internal parcel postal traffic in the Republic of 

Serbia for the entire considered period is shown in Fig. 4. This procedure of logarithmic 

scaling reduces the scope of the data set and thus simplifies the calculation. 

 

Fig. 4 Logarithm of the volume of internal parcel postal traffic of Serbia - original data, 

84 monthly observations - period from January 2014 to December 2020.  

 

XLSTAT software environment was used to find the best (S)ARIMA basic model 

properties and parameters, on the basis of which the analysis was continued in the 

MATLAB environment. MATLAB was also used for forecasting time series data using 

the LSTM network and ELM.   

The best values of (S)ARIMA parameters (p, P, d, D, q, Q, s) can be determined in 

XLSTAT. For thus obtained values the model evolves by the aid of the process presented 

in Fig. 1. The procedure for obtaining the numerical values of parameters, criteria and 

graphic solutions is fast, and the work on establishing the group of statistical models is 

efficient. Some parameters and criteria of models are described in [5], [26-29] and 

supplied in this paper. The convergence values (10-5) and maximal number of iterations 

(5000) were specifically selected, s=0, 12, and confidence interval is always 95%. In an 

XLSTAT environment the maximum values for d, D are set to be 1, and for p, P, q, Q are 

4. The best obtained value for AICC is -77,8888 within the work on several hundreds of 

cases of various parameters and model parameters for this model are selected. The 

convergence towards this solution has been made in 40 iterations over the measurement 

subset for  these 72 observations.  
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All the optimal affirmative statistics is shown in the Table 1. The model parameters, 

without s=0, (S)ARIMA (Eq.(2)) are provided in the Tables 2 and 3. The value of the 

trend component is provided in the Table 2. Based on hundreds of analyzed (S) ARIMA 

approaches in the XLSTAT environment of a given time series, in addition to noticing 

small values of basic parameters, it is recognized that the best model is not seasonal. The 

values of the parameters AR(1), MA(1) and MA(2) are presented in the Table 3. The 

value of RMSE=0.131536.  

Table 1 Goodnes of fit statistics 

Observations 72 

DF 68 

SSE 1.24572 

MSE 0.017302 

RMSE 0.131536 

WN Variance 0.017302 

MAPE(Diff) 1.779189 

MAPE 1.779189 

-2Log(Like.) -86.4858 

FPE 0.017789 

AIC -78.4858 

AICC -77.8888 

SBC -69.3791 

Iterations 40 

Table 2 SARIMA trend component 

Parameter Value 
Hessian  

standard error 

Trend 

component 
4.680 0.127 

Table 3 SARIMA model parameters 

Parameter Value 
Hessian standard 

error 

AR(1) 0.975 0.030 

MA(1) -0.493 0.130 

MA(2) -0.215 0.120 

The value of the basic probability parameter is -2Log (Likelihood) =-86.4858. The 

SBC parameter has a value of -69.3791, which is, in theory, correct, that is, the smallest. 

This value serves as the criterion for selecting the model within the final set of models 

and is related to the Akaike information criterion. 
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Fig. 5 Results of XLSTAT simulation for the logarithm of internal parcel postal traffic of 

Serbia, 84 monthly observations - period from January 2014 to December 2020. 

The total results of the XLSTAT simulation are summarized in Fig. 5. In addition to 

the logarithms of the original data, their ARIMA values, validation, and prediction data, 

as well as the lower and upper 95% bounds of the prediction are given. Simulation results 

for 84 elements are given, including validation (last 12 members of the time series) and 

prediction (21 new members, from month 85 to 105). Confidence interval bounds (95%) 

are set for validation and prediction. For last 21 members of the time series, the values of 

characteristic validation parameter values are RMSE=0.1804 and R2 = 0.0673.  

The graph of the dependence of residual values on the number of months (84 in total) is 

shown in Fig. 6. The maximum of residuals is for month 54. 

 

Fig. 6 XLSTAT residual graph for the logarithm of the volume of internal parcel postal 

traffic of Serbia. 
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XLSTAT descriptive analysis – determining the values of p and q (ACF and PACF) for 

a given time series is shown in Fig. 7 and Fig. 8. The obtained values are PACF – p = 1, 

ACF – q = 1 (cutoff after lag =1, according to the previously stated procedure after Eqs. (7) 

and (8)). 

 

Fig. 7 XLSTAT ACF graph for the logarithm of the volume of internal parcel postal 

traffic of Serbia. 

 

 

Fig. 8 XLSTAT PACF graph for the logarithm of the volume of internal parcel postal 

traffic of Serbia. 

XLSTAT descriptive analysis (ACF and PACF) for residuals is shown in Fig. 9 and 

Fig. 10. By definition, PACF provides a partial correlation of a stationary time series with 

its own lagged values. Here, the results are P=0, Q=0 (cutoff after lag=0, due to small 

autocorrelations, according to the previously stated procedure). According to the results 

presented in Fig. 5 – Fig. 10, integrated process ARIMA (1,0,1) (0,0,0)0 is proposed. 
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Fig. 9 XLSTAT ACF graph for residuals of the logarithm of the volume of internal parcel 

postal traffic of Serbia. 

 

Fig. 10 XLSTAT PACF graph for residuals of the logarithm of the volume of internal 

parcel postal traffic of Serbia. 

Prediction of data of the same time series was also done using the LSTM network in 

the MATLAB Deep Learning Toolbox.  

For forecasting the last 21 time series values, LSTM is trained by sequence-to-

sequence regression, using previous 63 members, and the training sequence responses are 

compared to actual time series values, shifted one step forward. LSTM network contains 

a sequence input layer, an LSTM layer having 200 hidden units, a fully connected layer, 

and a regression output layer. For the LSTM regression network training, an SGDM 

optimizer is used, and it was trained for 400 epochs, with the use of the state of forecasting 

and improvement. Sub-commands used, apart from the standard ones: Momentum (moment 
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value from interval (0, 1) which corrects the current value of stochastic gradient) and 

L2Regularization (multiplicator of network layers' parameters, introduced for their 

regularization, field of value is up to 0.1). The values of characteristic parameters are 

RMSE = 0.24585 and R2 = 0.011866. The comparison of the LSTM model forecast the 

data of the original time series, as well as their difference, is shown in Fig. 11. 

 

Fig. 11 LSTM forecast and corresponding errors - the differences between validation and 

observed datasets, values related to the logarithm of the volume of internal parcel 

postal traffic of Serbia. 

ELM programs within MATLAB were used for the improvement of ARIMA and 

LSTM forecast data. As for both, the first 63 members of the original sequence are used for 

the training, and the remaining 21 data (test group) are from the original ARIMA and 

LSTM series. The initial values of the weight vector, w, and bias, b, (equation (17)) are 

generated randomly. Various transfer functions are tested, such as sigmoid, sinusoidal, and 

so-called unit hardlim function and the first one proved to be the best. In order to reduce the 

value of RMSE and increase the value of R2, in the simplest case, the procedure was 

repeated several times, with the appropriate program conditions. It has been observed that 

the optimal number of iterations is 200,000 per 1 million such iterations for different initial 

machine-generated random conditions. Regarding the improvement of the ARIMA 

forecasting, the following values RMSE=0.12985 and R2=0.59921 are obtained. The ELM 

method was applied to the results of 63 LSTM training data. The obtained results (21 of 

them) were compared with the original data and the following prediction quality is 

achieved: RMSE = 0.14561 and R2 = 0.59905. 

     In order to reach 200000 iterations in ELM, the simulations of up to 106 iterations for 

each problem were made, with the increases up to 100000. There was no improvement in 

RMSE and R2 values above 200000, which means that in this way, the relatively fast 

convergation of these parameters value cannot be implemented.  
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Fig. 12 Comparison of the test set results (21 data) of LSTM method and ELM method 

with the original data  

The comparison of the results obtained by applying the two proposed methods with 

the original data is shown in Fig.12. While LSTM proved to be better for tracking the 

original data at the ends, ELM better represented the initial group, as a whole. The ELM 

method has the best performances in terms of RMSE and R2 values compared to ARIMA 

and LSTM. The practical division into 63 training elements and 21 test group elements 

within all possible modeling was selected after studying the partition containing 72 training 

elements and 12 test group elements. It was estimated that the possible improvements of all 

methods in the two cases regarding RMSE according to the number of test data are 

approximately 10-5.  

5. CONCLUSION 

The combined data analysis techniques based on the ARIMA statistical model, as well 

as LSTM and ELM neural network models are presented in the paper. The analysis was 

performed on a series of consecutive monthly data representing the volume of packages 

in the internal postal traffic of Serbia for the period 2014-2020. 

The easy-to-use XLSTAT EXCEL software environment was first used to find the basic 

parameters of the (S)ARIMA model. The results were supplemented by the analysis of source 

and residual ACF and PACF time series data. A similar way of processing data, of the same 

time series, using the LSTM network trained in the MATLAB Deep Learning Toolbox was 

also considered. The modeling results obtained by the LSTM method were compared with the 

original data. The results of the ARIMA and LSTM methods were then used to improve the 

predicted ELM values. The ELM method was applied to the results of the ARIMA and LSTM 

methods in order to improve and obtain a more accurate prognosis. The obtained results of 

ELM methods, in both cases (for the LSTM model and for the ARIMA model), were 

compared with the original data. The obtained RMSE value for the ELM model was found to 

be about 28% lower than the corresponding one for the ARIMA model. 
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This way of combining and comparing the above forecasting methods is a significant 

novelty in relation to the application of previous individual techniques, both in terms of 

quality of results and methodology. 
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Abstract. In the cable industry, improper regulation of the winding speed of the 

conductor cable, i.e. the position of the tensioner (dancer) leads to improper stretching 

of the conductor, which significantly affects the characteristics of the final product. 

Winding speed control is directly related to tensioning which is an additional problem. 

This paper presents a system for control a cable winding device using a linear PID 

controller with and without control signal limitation. The system parameters were 

determined using integral time-weighted absolute error (ITAE) criteria and realized 

using a conventional PLC controller. 

Key words: Winder dancer, PID controller, PLC controller, ITAE criteria 

1. INTRODUCTION 

In the cable industry, the improper regulation of the winder speed or the dancer 

position leads to the stretching of the conductors, which significantly affects the final 

product’s characteristics. The winder speed control is directly related to the tightening, 

which becomes an additional issue. The complexity of the regulation is reflected in 

nonlinearities that exist due to the influence of friction, stretching, sliding, variation of 

the moment of inertia of a drum during work, etc. Due to importance in this type of 

industry, such regulation problems attract the attention of many researchers. 
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For the regulation of the winder speed in earlier systems, the PI regulation [1] was 

used mostly. Due to significant variations of parameters in the system dynamics which is 

reflected in the change in diameter of the winder’s drum due to the accumulation of 

windings, the regulation using PI regulator turned out as inadequate. As an improvement, 

K. Reid, K. Shin and K. Lin [2, 3] proposed a method of changing amplifications in 

dancer’s working range. 

Practically all PID controllers in the industry today are based on some of PLC 

controller’s regulation or its modified variants [4]. PLC controllers offer commands for 

the realization of linear PID control in the form of a monitoring error with fixed 

amplifications [4, 5]. As a result, it often reduces the system performance because the 

compromise between the exceeding value and the response speed is being made. For 

improving the performances of the system significantly, the non-linear controller should 

be used, which inevitably makes the system more complex. 

2. DANCER AND WINDING SYSTEM MODEL 

The winding device [6] consists of a dancer, a winder drive engine and a winder with 

drums (Fig. 1). The dancer is also a provider of the current position. The moving roll is 

connected to a position giver by the pneumatic cylinder. The signal from the position 

giver is brought to the regulator which generates the control signal. Basically, the 

simplest type of regulation is reflected in the following: The dancer position signal is sent 

as a reference to the regulator which accelerates or decelerates the winder drive engine 

depending on the position of the dancer itself. The dancer position converts to an analog 

signal. As a position giver, the analog output sensor, or some modern angle position 

sensor is used. 

 

Fig. 1 Principal scheme of winder speed and line-up device step regulation 

The DC engine is harnessed via a moment transmission system with a drum. The 

cause of the position change of the dancer is the difference between the speeds of the 

winder and the part of the line that delivers conductor to it. 

The recording of the dancer’s bouncing response is performed using KepwareEx 

server [7] that is set to read and write the values from the register of the N7 PLC 

controller, which are the signals of the dancer’s position, the position set point and the 

control signal, respectively, into suitable fields of the base. The jumping change of the 

speed is achieved using the DC regulator for the winder drive engine that is started 
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manually with the acceleration ramp of 0.1s. For the recording of the bouncing response, 

the dancer’s starting position is set to x=0.6m. The value of the incentive signal changes 

for each recording. The dancer’s working range is from 0 to 1.2m. Recording is performed 

for three different control signal values. In Fig. 2 a real dancer and model are shown. 

Based on the recorded feature, the dancer model is determined. The dancer is 

basically NSMD [6] (Non-linear Spring Mass Dumping) system consisting of the upper 

fixed roll and a lower moving roll coupled with a pneumatic cylinder (Fig. 2). The dancer 

model is presented with a mass m, a damping coefficient B with the function of spring 

elasticity: f(x) = k1x1 +k2x1
3. The position of the dancer is converted to the value 

corresponding to the position of the dancer using the analog module of the PLC 

controller. Scaling commands are used to convert to engineering units. The value of 8196 

corresponds to the working position (0.6m) and the value of 16000 corresponds to the 

lower position of the dancer (1.2m). 

 

Fig. 2 A real dancer and the dancer model with a pneumatic cylinder with a spring 

The parameters of the motor come from the nameplate of the engine, by the measurement 

of the characteristic values of the engine, doing the idling experiment and the experimentation 

for the determination of the moment of inertia and viscous friction coefficient. 

The dancer model is given as follows: 
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The DC motor with the rotor current regulation model is given by: 
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By arranging previous equations, the following relations are obtained: 
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By introducing: 
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i.e., ( ) ( )x F x g x u= + , in matrix form: 
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 (6) 

Based on Eq. (6), the winder system is drawn. In Fig. 3, the Simulink winder system is 

shown, with the value of the diameter (r) as a constant value. 

 

Fig. 3 Dancer and drive engine model 

3. DESCRIPTION OF THE METHOD FOR ADJUSTING THE CONTROLLER PARAMETERS  

Setting the controller parameters is performed using ITAE criteria. The optimal values kp, 

ki, and kd of the PID controller are determined [7]-[10] which minimize the goal function: 
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( )J t e t dt



=  . (7) 

The integral (7) is calculated using Simpson’s 1/3 rule (8) and represents the approximate 

solution of the integral, and in accordance with it, the program is written in Matlab. The 

program in Matlab as variables uses controller’s parameters [11, 12]: 
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where represents a and b are the endpoints of integrations, interval of integration [a, b] 

split up into m sub-intervals, m is an even number, h=(b-a)/m is the step length, m is the 

midpoint of integration interval [a, b]. 

The adjustment of the linear PID regulator of the winder system is performed using 

Matlab and Simulink. The setting procedure consists of the following steps: 

1. For a closed loop feedback system with the known transmission function, the critical 

gain (kp)kr and cross phase frequency ()kr are determined by using a suitably written 

program in Matlab, 

2. For the initial values of the regulator parameters, the values for kp, ki, and kd are 

determined by the Ziegler-Nichols rule for a closed loop system [8], 

3. The values of parameters from the point 2 kp, ki, and kd are used as the initial values for 

solving the integral (8), 

4. In Simulink, the model of the process with the appropriate regulator is drawn, 

5. Using the suitably written Matlab script for the integral solution (7), the toolbox 

optimization and Simulink system model, the optimal parameter values of the 

controller kp, ki, and kd are determined by the criterion (8). 

4. REALIZATION OF THE CONTROL SYSTEM 

Control was realized using control scheme with PID regulator (9), Fig. 4. and Fig. 11 

with their modifications in terms of the control signal limit [13]. In Figs. 5-10, and Figs. 12-

 

Fig. 4 Block scheme with PID control 



82 S. NIKOLIĆ, I. KOCIĆ, D. ANTIĆ, D. MITIĆ, N. DANKOVIĆ, A. MILOVANOVIĆ, P. ĐEKIĆ 

17 the response and control signals are shown for all control scheme and their modifications, 

respectively. 

PID regulator per error signal, with a limited output and a positively limited output is 

described with Eqs. (9)-(11): 

 s p i d
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dt
= = + + . (9) 
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Fig. 5 Current dancer position characteristic for PID regulation per error signal according to (9) 
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Fig. 6 Control signal characteristic for PID regulation per error signal according to (9) 

 

Fig. 7 Current dancer position characteristic for PID regulation per error signal with the 
control signal limitation on both sides (-m, +m) according to (10) 
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Fig. 8 Control signal characteristic for PID regulation per error signal with the control 
signal limitation on both sides (-m, +m) according to (10) 

 

Fig. 9 Current dancer position characteristic for PID regulation per error signal with the 

control signal limitation on both sides (0, +m) according to (11) 
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Fig. 10 Control signal characteristic for PID regulation per error signal with the control 

signal limitation on both sides (0, +m) according to (11) 

PID with differential effect per the controlled variable, with a limited output and a 

positively limited output of Eqs. (12)-(14): 
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dt
= = + + . (12) 
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Fig. 11 PID with differential effect per position 
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Fig. 12 Current dancer position characteristic for PID regulation with differential effect 

per position according to (12) 

 

Fig. 13 Control signal characteristic for PID regulation with differential effect per position 

according to (12) 
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Fig. 14 Current dancer position characteristic for PID regulation with differential effect per 

position with the control signal limitation on both sides (-m, +m) according to (13) 

 

Fig. 15 Control signal characteristic for PID regulation with differential effect per position 

with the control signal limitation on both sides (-m, +m) according to (13) 
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Fig. 16 Current dancer position characteristic for PID regulation with the differential effect 

per position with control signal limitation on both sides (0, +m) according to (14) 

 

Fig. 17 Control signal characteristic for PID regulation with differential effect per position 

with control signal limitation on both sides (0, +m) according to (14) 

5. DESCRIPTION OF HARDWARE AND SOFTWARE SOLUTIONS 

To manage the process of winding the conductors on coils and drums uses, as a regulator, 

PLC Micrologix 1400 with SimoreG DC Master controller type 6RA7025 [5] for the drive of 

the engine [14]-[16]. The current dancer position is turned into a voltage signal by a 10 KΩ 
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potentiometer. The control signal from PID command of the PLC controller is sent to the 

analog input of the DC engine regulator, which regulates the speed of the drum on the winder 

and thus the position of the dancer. 

The PID controller was realized using the Micrologix 1400 PLC’s PID command with the 

following equation [14]: 

 
0

1 ( )
( ) ( ) ( )

t

p d

i

dc t
u t k e t e d T bias

Т dt
 

 
= + + + 

 
 , (18) 

where: u(t) - control signal, e(t) - error signal, c(t) - size management, kp - proportional 

coefficient, Ti - integral time constant, Td - differential time constant, bias - value to compensate 

the impact of interference on the controlled variable.  

The transfer function of the differential action of Eq. (18) was realized using a low-pass 

filter whose transfer function is given by equation: 

 ( )

1

d

d

d

sT
G s

T
s

N

=

+

. (19) 

Parameter N defines the measure of the influence of the low-pass differential action 

filter. The value of parameter N of the Micrologix series of PLC controllers is set to N = 16. 

The manufacturer of the PLC controller  does not provide any other data regarding the value 

for N and the methods for discretization of the PID control law (18) [11]. 

The PID is set to operate on an error signal (bit DA = 1). The Fig. 19 shows the PID 

command of the PLC controller with differential effect per position with the control signal 

limitation in the range of 0-10V which is suitable for the voltage of the engine’s armature of 

0-240V. 

 

Fig. 19 PID command of the PLC controller 



90 S. NIKOLIĆ, I. KOCIĆ, D. ANTIĆ, D. MITIĆ, N. DANKOVIĆ, A. MILOVANOVIĆ, P. ĐEKIĆ 

6. EXPERIMENTAL RESULTS 

The Fig. 20 shows the PID controller control signal values and the difference between 

the setpoint and actual position for the dancer performed in the lower end position values 

of PLC memory register. 

 

Fig. 20 Control signal (blue) characteristic and the difference between the setpoint and 

the actual dancer position (green) when the dancer positioning in lower position  

(16384 units = 10V, x=0,6m or 8192 units) 

The Fig. 21 shows the values of the control signal of the PID regulator and the 

difference between the setpoint and the actual dancer position performed in the middle of 

the setpoint and lower position. 

 

Fig. 21 Control signal (blue) characteristic and the difference between the setpoint and 

the actual (green) when the dancer positioning in the middle of the setpoint and 

lower position (16384 units = 10V, x=0,6m or 8192 units) 

Figures 22 and 23 show the values of the control signal, the setpoint and actual values 

of the position for the dancer in the event of a random disturbance. The accidental 

disturbance was performed by intentionally stopping and starting the part of the line that 

delivers the cable to the dancer and the winder. 
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Fig. 22 Characteristics of the control signal (blue), setpoint (red) and actual values of the 

position (green) for the dancer in the event of an accidental disturbance (16384 

units = 10V, x=0,6m or 8192 units) 

 

Fig. 23 Characteristics of the control signal (blue), setpoint (red) and actual values of the 

position (green) for the dancer in the event of an accidental disturbance (16384 

units = 10V, x=0,6m or 8192 units) 

7. CONCLUSION  

The main problem in regulating the winder speed or current dancer’s position in industrial 

conditions arises due to the limit of resource restricting the quality regulation. As the high 

accuracy of the regulation is not an absolute imperative, some PLC controllers of reputable 

manufacturers are used for the PID regulation. The proposed method for regulating the current 

position of the winder’s dancer for PID with differential effect per position signal gives 

satisfying results. 

APPENDIX 

The Table 1 contains DC motor’s parameters, the Table 2 gives dancer model’s 

parameters. 
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Table 1 Parameters of the DC motor 

P 5 HP 

Ra 2.581 Ω 

La 0.0281 H 

Va 240 V 

Rf 281.3 Ω 

Lf 156 mH 

Vf 300 V 

Jm 0.0221 kgm2 

Bm 0.002953 Nms 

Ke 1.25 Vs/rad 

Km 0.516 Nm/A 

n 1750 rpm 

Table 2 Parameters of the dancer’s model 

m 1.4 kg 

B 17.789 Ns/cm 

k1 1.5 N/cm 

k2 1.172 N/cm3 
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computational complexity, requiring the use of expensive and powerful hardware, as 
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bit fixed-point format can be successfully used as a replacement for the FP32 format on 
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1. INTRODUCTION 

Today there is the dominance of digital systems that use digital representation of data. 

The main condition that the digital representation must satisfy is to ensure the appropriate 

accuracy of the digitized data (usually increasing the number of bits in the digital 

representation increases the accuracy of the representation). Also, it is important for the 

digital representation to be adapted to the dynamic range of data, i.e. to ensure the 

required accuracy in the entire dynamic range of data (this is very important for data with 

a wide dynamic range, i.e. with a large difference between the smallest and the largest 

value). However, due to the constantly increasing amount of data, it is very important for 

the digital representation to be efficient in terms of providing the required accuracy of the 

representation with as few bits as possible.  

There are two basic types of digital formats for data representation: the floating-point 

format [1, 2] and the fixed-point format. The floating-point format, defined by the IEEE 

754 standard [1], is dominantly used for the digital representation of data in computers 

since it provides a high quality of digital representation in a very wide dynamic range of 

data (from very small to very large data values). However, the main disadvantage of the 

floating-point format is the high computational complexity, which requires the use of 

expensive and powerful hardware. Another negative consequence of the floating-point 

processing is high energy consumption [3]. While powerful computers can easily support 

the floating-point format, its implementation on devices such as smart sensors, embedded 

and edge devices that have limited hardware resources (limited processing power, limited 

energy since they are mostly battery-powered, as well as limited memory capacity) 

becomes very problematic. In fact, many embedded and edge devices do not support the 

floating-point format at all [4].   

On the other hand, the fixed-point format has significantly less computational complexity, 

consumes less power, requires less area on chip and provides faster calculations than the 

floating-point format [5, 6, 7], being much more suitable for implementation on devices with 

limited hardware resources.  

A particularly current trend is the implementation of DNN (deep neural networks) [8] on 

smart sensors and edge devices. Since DNN parameters are standardly represented in the 32-

bit floating-point format (FP32), the possibility of implementing DNN on these devices is 

significantly limited. One very effective way to overcome this problem is to represent the 

DNN parameters in the fixed-point format. Based on all the above, the analysis and 

optimization of the fixed-point format becomes a very important research topic. 

The main goal of this paper is to find a fixed-point format that will be a good 

replacement for the FP32 format, in the sense that it provides the same performance as 

the FP32 format and at the same time significantly reduces the computational complexity. 

In the paper [9], an analogy was established between the floating-point digital format 

and piecewise uniform quantization, showing that the floating-point format can be 

considered as a piecewise uniform quantizer. Also, in the paper [10], an analogy between 

the fixed-point format and uniform quantization was established, showing that the fixed-

point digital format can be considered as a uniform quantizer. These analogies between 

digital formats and quantizers are very important because they allow us to express the 

performance of digital formats through an objective quantizer performance, such as 

distortion and signal-to-quantization noise ratio (SQNR).  
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As the performance of the quantizers depends on the probability density function 

(PDF) of the input data, the accuracy of the digital representation also depends on the 

PDF of the input data. This paper considers the Laplacian PDF, which is widely used for 

statistical modeling of different types of data [11, 12].  

In this paper, the 32-bit floating-point (FP32) digital format is considered first. The 

analogy between the FP32 format and the 32-bit piecewise uniform quantizer is explained; 

then, using this analogy, the quality of the FP32 format is expressed by the SQNR of the 32-

bit piecewise uniform quantizer. It is shown that the quality of digital representation of the 

FP32 format corresponds to the SQNR value of 151.934 dB. Since the FP32 format is robust 

[9], this value of SQNR is constant in a very wide range of variance of the input data.  

The key part of the paper is the optimization of the 30-bit fixed-point format in terms of 

determining the optimal value of the parameter n which represents the number of bits used to 

encode the integer part of real numbers, using an analogy with the 30-bit uniform quantizer. 

An iterative algorithm for the calculation of the optimal value of the parameter n is defined 

and it is shown that the optimal value is n = 5 for data with the unit variance. Using the 

mentioned analogy, the performance of the 30-bit fixed-point format is analyzed, showing that 

it achieves a quality of digital representation equivalent to the SQNR value of 155.286 dB for 

data with the unit variance. As the fixed-point format is not robust [10], the SQNR value will 

decrease if the variance of the input data deviates from 1. However, if an adaptation is 

performed as suggested in the paper, the 30-bit fixed-point format will achieve constant 

SQNR of 155.286 dB in a very wide range of variance, similar to the FP32 format.  

Hence, the main contribution of this paper is the design of the 30-bit fixed-point 

format that achieves a better quality (i.e. higher SQNR) of digital representation for 3.352 

dB in a wide range of data variance compared to the FP32 format, saving at the same 

time 2 bits per each piece of data (which can be a significant saving for a large amount of 

data) and significantly reducing the complexity of the implementation. Therefore, the 

proposed 30-bit fixed-point format can be successfully used as a replacement for the 

FP32 format on devices with limited resources. 

2. THE 32-BIT FLOATING POINT QUANTIZER 

We will firstly consider the 32-bit floating-point (FP32) binary format, standardly 

used for the binary representation of data. A real number x can be represented in the FP32 

format as: 

 22321821 )......( mmmeesex = . (1)  

In the binary representation (1) we have one bit ‘s’ intended for encoding the sign of the 

real number x, 8 bits (e1e2...e8) intended for encoding the exponent and 23 bits 

(m1m2...m23) representing the significand. The exponent E is calculated as:  

 
=

−=
8

1

82
i

i

ieE  (2)  

and can take values from 0 to 255. A real number x represented in the FP32 format (1) is 

calculated as:  
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where E* = E − 127 represents the biased exponent that can take values from -127 to 128. 

However, according to the IEEE 754 standard [1], the two end values (E* = − 127 and 

E* = 128) are reserved for special purposes, hence the values from E* = − 126 to E* = 127  

are available for the binary representation of numbers. It is valid that: 
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whereby the parameter M, defined as: 
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can take values from 0 to 223 −1. Based on (3) and (4), a real number x represented in the 

FP32 format is calculated as: 
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For each positive number represented in the FP32 format, there is a corresponding 

negative counterpart, meaning that the FP32 format is symmetrical about zero. The 

maximal positive number that can be represented in the FP32 format (for E* = 127 and 

223 −1) is  
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Due to the symmetry, the maximal negative number represented in the FP32 format is 

−2128.  

Let us consider the positive numbers in the FP32 format. There are 254 values of E* 

( 127126 * − E ) and for each value of E* there are 232  values of M ( 120 23 − M ). 

For each value of E* we have a group of 223 numbers (each of them corresponding to one 

value of M). Therefore, in total we have 254 groups (whereby each group corresponds to 

one value of E*) with 223 numbers within each of them. Let us consider a group GE* of 223 

adjacent numbers for some arbitrary value of E*. Let xE*,i denote the i-th number in that 

group obtained for iM =  ( 120 23 − i ). According to (6) we have that: 
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The distance between two adjacent numbers within the group GE* is  
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Numbers from the group GE* belongs to the interval SE* = [2E*,2E*+1).  

In total, we have 254 groups of 223 numbers in the positive part; the numbers from 

one group have the same value of E*, being uniformly distributed in the segment 

SE* = [2E*,2E*+1) with the step-size E* = 2E*−23. Since the step-size E* depends on E*, it is 

obvious that the step-size has different values in different groups. A symmetrical structure 

exists in the negative part.  

We can see that the structure of the FP32 format corresponds to the structure of a 

symmetrical 32-bit piecewise uniform quantizer with the support region [-xmax, xmax], which 

consists of 254 segments [2E*,2E*+1) in the positive part (−126  E*  127), whereby the 

uniform quantization with 223 quantization levels and with quantization step-size E* = 2E*−23 

is performed within each segment. This 32-bit piecewise uniform quantizer that corresponds 

to the structure of the FP32 format will be called the 32-bit floating-point quantizer. This 

analogy between the FP32 representation and the 32-bit floating-point quantizer will allow us 

to determine the quality of the FP32 binary representation, based on the objective performance 

(distortion D and SQNR) of the 32-bit floating-point quantizer.  

During the quantization, an irreversible error is made, which is expressed by distortion. 

For the 32-bit piecewise floating-point quantizer, the distortion D is calculated as:  

 
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
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2 2
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127

126

2
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E dxxpxxPD . (10)  

Multiplication by 2 in the expression (10) serves to incorporate the distortion in the 

negative part, which is the same as the distortion in the positive part due to the symmetry. 

The first term in (10), expressed in the form of a sum, represents the granular distortion 

that corresponds to the quantization error caused by quantizing data belonging to the 

support region of the quantizer. The granular distortion of the 32-bit piecewise uniform 

quantizer is expressed in the form of a sum, where each member of the sum represents 

the distortion of the uniform quantization in one of 254 segments. PE* represents the 

probability that the input data belongs to the segment [2E*
,2E*+1). The probability PE* is 

defined as:  

 
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=
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)(

E

E

dxxpP
E

, (11)  

where p(x) represents the probability density function (PDF) of the input data.  

The second term in the expression (10) represents the overload distortion that 

corresponds to the quantization error caused by quantizing data outside the support region 

of the quantizer. We can see that the overload distortion also depends on the PDF of the 

input data. In general, the performance of any quantizer depends on the PDF of the input 

data, i.e. we need to know the PDF of the input data to determine the performance of the 

quantizer. In this paper, we will consider the Laplacian PDF which is widely used for 

statistical modeling of many types of data [11, 12]. The Laplacian PDF is defined by the 

following expression [11]:  
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where  2 represents the variance of the input data. Quantizers are usually designed for 

the unit variance ( 2 = 1), hence we will below consider the Laplacian PDF with the unit 

variance defined as:  

 ( )2exp
2

1
)( xxp −= . (13)  

The probability PE* for p(x) defined by (13) is calculated as:  
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The expression for the overload distortion for )(xp  defined by (13) becomes:  

 128

maxexp( 2 ) exp( 2 2 )ovD x= − = −  . (15)  

Substituting (11), (14) and (15) into (10), the expression for the distortion of the 32-bit 

floating-point quantizer becomes:  

 
* *

*

*

1 3127
2 46 1282 2

126

1
2 exp 2 exp 2 exp( 2 2 )

12

E E
E

E

D
+ +

−

=−

    
=   − − − + −      

    
 . (16)  

Quality of the quantization is expressed by SQNR (signal-to-quantization noise ratio), 

which is defined as  

 
D

2

10log10]dB[SQNR
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= . (17)  

For 2  = 1 and for the distortion defined by (16), the expression for the SQNR of the 32-

bit floating-point quantizer becomes:  
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After calculation we obtain that SQNR = 151.934 dB.  

The 32-bit floating-point quantizer is very robust since it has a constant SQNR over a 

very wide range of variance [9]. This means that even if the variance of the input data 

deviates significantly from  2 = 1, the SQNR will keep the same value, i.e. the quality of 

the FP32 representation will remain the same. 

3. THE 30-BIT FIXED POINT QUANTIZER 

A real number x is represented in the 30-bit fixed-point binary representation as: 

 210121 ).......( mnn aaaaasax −−−−= . (19)  
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The binary representation (19) consists of one bit ‘s’ intended for encoding of the sign of 

x (s = 0 if x > 0 and s = 1 if x < 0), n bits ( 0121 ... aaaa nn −− ) intended for encoding of the 

integer part of x and m bits ( maa −− ...1 ) intended for encoding of the fractional part of x.  It 

holds that n + m + 1 = 30, therefore, we have that: 

 nm −= 29 . (20)  

The main issue related to the fixed-point format is how to choose values of parameters n 

and m. According to (20), if we find the optimal value of n, we can easily calculate the 

optimal value of m.  

The fixed-point binary format is a weighted format, whereas each bit ai ( 1,..., −−= nmi ) 

has the weight of 2i. Using this fact, we can calculate the real number x represented in the 30-

bit fixed-point binary format as:  
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s ax . (21)  

For each positive number represented in the fixed-point format, there is a negative 

counterpart. Hence, the fixed-point format is symmetrical about zero. The number 0 is 

represented with all bits equal to 0. The largest positive number that can be represented in 

the 30-bit fixed-point format is: 
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Using (20) it is obtained that: 
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Due to the symmetry, the largest negative number that can be represented is - 2n.  

Let us consider the first few positive numbers represented in the 30-bit fixed point 

format: 
m−= 2)01...0.0...0( 2 , 

mm −−− == 222)010...0.0...0( )1(

2 , 

mmm −−−− =+= 2322)011...0.0...0( )1(

2 , etc.  

It is obvious that the numbers represented in the 30-bit fixed point format are uniformly 

distributed (i.e. equidistant) discrete numbers, whereas the distance between adjacent 

numbers is  = 2
−m

. Hence, we can conclude that the 30-bit fixed-point format represents 

uniformly distributed discrete numbers from the range ]2,2[],[ maxmax

nnxx −=− , with the 

step-size m−= 2 . According to (20), the step-size   can be written as: 

 292 −= n . (24) 

Based on the above, the 30-bit fixed-point representation can be considered as a 30-bit 

uniform quantizer with the following parameters: the maximal amplitude xmax = 2
n
, the 

support region [−2
n
,2

n
] and the quantization step-size  = 2

n−29
. This uniform quantizer 

that corresponds to the 30-bit fixed-point representation will be called the 30-bit fixed-

point quantizer. This analogy between the 30-bit fixed-point representation and the 30-bit 
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fixed-point uniform quantizer will allow us to assess the quality of the 30-bit fixed-point 

representation based on the performance of the 30-bit fixed-point quantizer. Therefore, 

we will analyze the performance of the 30-bit fixed-point quantizer below.   

Based on the quantization theory, the distortion of the 30-bit fixed-point quantizer can 

be expressed as [11]:  

 
+

−+


=

max

)()(2
12

2

max

2

x
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The first term in the expression (25) represents the granular distortion while the second 

term in (25) represents the overload distortion. For the unit-variance Laplacian PDF 

defined with (13), the overload distortion becomes:  
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Substituting (26) in (25), we obtain the following expression for the distortion of the 30-

bit fixed-point quantizer: 
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Using (24) and (23), the distortion D can be expressed as a function of the parameter n, in 

the following way:  
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The quality of the 30-bit fixed-point quantization is expressed by an objective measure 

SQNR (signal-to-quantization noise ratio), which is defined in the following way, being 

also a function of the parameter n: 
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The performance of the 30-bit fixed-point quantizer is expressed by objective 

measures: by the distortion D and by SQNR.  

Our goal is to optimize the value of the parameter n in a way to maximize the quality 

of the 30-bit fixed-point representation. Because of the analogy between the 30-bit fixed-

point representation and the 30-bit fixed-point quantizer, maximizing the quality of the 

30-bit fixed-point format is equivalent to achieving the best performance of the 30-bit 

fixed-point quantizer. Therefore, the optimization of the value of the parameter n can be 

performed by maximizing the SQNR or minimizing the distortion D of the 30-bit fixed-

point quantizer. Thus, the analogy between the 30-bit fixed-point format and the 30-bit 

fixed-point quantizer allows us to optimize the 30-bit fixed-point representation using 

objective quality measures (D and SQNR) of the 30-bit fixed-point quantizer.  
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In order to minimize the distortion D, we will find the first derivative of the function 

D(n): 
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From the condition 0
)(

=
dn

ndD
the following equation is obtained: 
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Let us define the following substitution: 

 2

1

2
+

=
n

t . (32)  

The equation (31) becomes: 
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By logarithmization of both sides of the equation (33), it is obtained that: 

 ( ) tt
t

tt ln6874.42ln2ln5812ln
212

ln
12

2
ln

5858

−=−+=











 
=













−=

−

. (34)  

Based on (34), we can define the following iterative process for calculating the optimal 

value of the parameter t:  

 ii tt ln6874.421 −=+ . (35)  

where ti denotes the value of t in the i-th iteration. 

Let us arbitrarily choose the value of the starting point of the iterative process as t0 = 20. 

The values of the parameter t in the first few iterations are: t1 = 39.6917, t2 = 39.0063, 

t3 = 39.0237, t4 = 39.0233, t5 = 39.0233, t6 = 39.0233. We can see that the iterative 

process very quickly (after 4 iterations) reaches the value 39.0233 and remains at that 

value. We can say that the iterative process (35) converges to the value 39.0233, therefore 

the optimal value of the parameter t is topt = 39.0233. Based on (32), the optimal value of 

the parameter n is calculated as:  

 786.4
2

1
)(log 2 =−= optopt tn . (36)  

However, the parameter n must be an integer. Since nopt  is between 4 and 5, it is clear 

that the optimal integer value of the parameter n must be 4 or 5. According to (29), 

SQNR(n = 4) = 98.270 dB and SQNR(n = 5) = 155.286 dB. Since SQNR(n = 5) > 

SQNR(n = 4), it is obvious that the optimal value of the parameter n for the 30-bit fixed-

point format is n = 5. Based on (20), (23) and (24), the optimal values of the parameters 

of the 30-bit fixed-point quantizer are:  

 n = 5, m = 24, nx 2max = = 32 and 2422 −− == m . (37)  

The SQNR of the 30-bit fixed-point quantizer with parameters defined by (37) is 155.286 dB. 
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Let us calculate SQNR of the 30-bit fixed-point quantizer for several values of the 

parameter n close to the optimal value n = 5, which is shown in Table 1. We can see from 

Table 1 that the wrong choice of the value of the parameter n drastically reduces the 

SQNR, therefore reducing the 30-bit fixed-point representation. This fact confirms the 

importance of determining the optimal value of the parameter n. 

Table 1 SQNR of the 30-bit fixed-point quantizer for different values of the parameter n 

n SQNR [dB] 

3 49.135 

4 98.270 

5 155.286 

6 149.266 

7 143.245 

The fixed-point format has significantly less robustness than the floating-point format 

[10], so the SQNR value will decrease as the value of the data variance moves away from 

1. However, by applying well-known adaptation methods (such as the forward adaptation, 

which involves grouping data into blocks, calculating the variance 2 of each block, 

dividing data in the block by  to normalize the variance of the block to 1, and storing   

in order to subsequently reconstruct the original data values) [11], the SQNR of the 30-bit 

fixed-point format can easily maintain a constant value of 155.286 dB over a very wide 

range of variance of the input data. Increasing of the processing time due to adaptation 

depends on the size of the block of data for adaptation, therefore the size of the block 

should be optimized taking into account the allowed processing time and the required 

quality of adaptation for a specific application. The proposed adaptation techniques have 

been successfully used in real-time applications for a long time (e.g. speech and image 

transmission [11]), showing that the increasing of complexity and processing time due to 

the adaptation techniques is not critical. 

We can see that the adaptive 30-bit fixed-point format achieves for 3.352 dB higher 

SQNR compared to the 32-bit floating-point format (FP32), with a saving of 2 bits per 

each data element. At the same time, the 30-bit fixed-point format has significantly less 

complexity compared to the FP32 format. Increasing of SQNR contributes to the quality of 

digital data representation. In the context of DNN, there is a direct correlation between SQNR 

of data representation and prediction/classification accuracy; hence, the increasing the SQNR 

of 3,352 dB may have a certain positive effect on the prediction/classification accuracy.  

7. CONCLUSION  

The paper considered the 30-bit fixed-point format using an analogy with the 30-bit 

uniform quantizer in terms of determining the optimal value of the parameter n which 

represents the number of bits used to encode the integer part of real numbers, using an analogy 

with the 30-bit uniform quantizer. An iterative algorithm was defined for optimization of the 

parameter n (the number of bits used to encode the integer part of real numbers). It was shown 

that the optimal value of n is 5 for data with the unit variance. Also, it was shown that the 30-

bit fixed-point format could achieve a quality of digital representation equivalent to the SQNR 
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value of 155.286 dB. By performing some of the well-known adaptation techniques (such as 

the forward adaptation), the mentioned value of SQNR can be kept constant in a very wide 

range of variance.  

The main conclusion of the paper is that the 30-bit fixed-point format can achieve a 

better quality (i.e. higher SQNR) of digital representation for 3.352 dB in a wide range of 

data variance compared to the FP32 format, saving at the same time 2 bits per each piece 

of data (which can be a significant saving for a large amount of data) and significantly 

reducing the complexity of the implementation. Therefore, the proposed 30-bit fixed-

point format can be successfully used as a replacement for the FP32 format on devices 

with limited resources. 
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Abstract. In this paper, we introduce a low complexity algorithm for estimation of the 

channel transfer function in the OFDM communication system that is using a scattered 

pilot symbol grid. Although, the use of the scattered pilot grid enables implementation 

of the flexible, and adaptive radio interface, it suffers from a high estimation error at 

the edges of the symbol sequence. Due to the sampling in time, and frequency, the 

signal is circularly expanded in both domains, and this has to be taken into account 

when the signal is processed. The proposed algorithm is shaping the pilot symbol 

estimates in time, and frequency domain, such that the aliasing in both domains are 

reduced or eliminated. We achieve a significant reduction of the estimation error, with 

a linear increase in computational complexity. 

Key words: Channel estimation, window functions, signal processing, Discrete Fourier 

transform 

1. INTRODUCTION 

Modern communication systems require accurate channel state information estimates in 

order to perform a coherent detection that is needed to achieve high data rates. Both the 

orthogonal frequency division multiplexing (OFDM), and the single carrier with frequency 

domain equalization (SC-FDE) require accurate and reliable estimates of the channel transfer 

function (CTF) that can be obtained using known pilot-symbols at the price of a reduced 

spectral efficiency. The pilot-symbol aided CTF estimation (PACE) is important because it 

enables us to separate the estimation process from other physical layer functions such as the 

modulation and coding scheme (MCS) choice or resource allocation. A sophisticated pilot 

design should achieve a trade-off between the attainable accuracy of the channel estimate and 
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the bandwidth efficiency in terms of the pilot overhead. These requirements are achieved in 

certain scenarios by using a scattered pilot grid, where pilot symbols are equidistantly spaced 

in time and frequency. It facilitates a flexible and adaptive air interface pilot aided channel 

estimation. 

Pilot symbols are scattered in time and frequency such that the Nyquist sampling criterion 

is satisfied. The interpolation over pilot symbols suffers from the edge effect, where the 

estimation error significantly increases near the edges of a sequence to be estimated. It is 

particularly the case near the beginning and at the end of a frame in time, as well as for the 

subcarriers at the edges of the frequency bandwidth. An estimate of CTF for data subcarriers 

is obtained by the interpolation between pilot symbols. 

The optimum solution for PACE is given by the Wiener interpolation filter [1], [2]. 

However, an optimum Wiener interpolation filter may be too complex for a practical 

implementation, because of large dimensions, and the requirement of the channel statistics 

knowledge. The computation of the filter coefficients in real time has a significant 

computational load. The computational complexity of the optimum Wiener interpolation filter 

can be reduced by reducing the dimension and by matching the model to a typical worst case 

scenario, so the filter coefficients can be precomputed and stored, [3]. A CTF interpolation 

that is based on the discrete Fourier transform (DFT) is computationally more efficient [4]. 

The DFT interpolation can be performed very efficiently by two successive DFTs and zero 

padding. In this case, we rely on the fact that the channel impulse response (CIR) in the time 

domain is time limited, and that the CIR components are mutually uncorrelated. 

Unfortunately, since the relative time delay between the CIR components is an exponential 

random variable, and CIR components are not equally spaced, after DFT of the frequency 

domain samples, there will be a leakage, and aliasing between the CIR components. The 

aliasing between the CIR components results in a mean-squared-error (MSE) floor that is 

much higher than that for the Wiener interpolation. The DFT interpolation MSE error floor is 

reduced by additional processing using the window function in the frequency domain, and by 

placing pilot symbols at the first, and at the last subcarrier. Additionally, in [1] the authors use 

the Wiener filtering in the time domain to reduce the aliasing, which unfortunately requires 

the knowledge of the CIR statistics, and assumes unrealistically that the CIR components are 

equally spaced. The same model mismatch is used in [5] to improve the performance of the 

DFT interpolation, and reduce the edge MSE by extrapolating the pilot tones into the guard 

bands by using the Wiener filter. Model mismatch assumes a worst case uniform power delay 

profile with maximum time delay spread. The estimator in [5] significantly reduces the MSE 

error floor, and at medium signal-to-noise ratios (SNRs) achieves the same performance as the 

optimum Wiener interpolation filter. Recently, there have been several proposals to use deep 

neural networks for the CTF estimation. In [12], the time-frequency grid of the channel 

response is modeled as a two/dimensional image which is known only at the pilot positions. 

This channel grid with several pilots is considered as a low-resolution image and the estimated 

channel as a high-resolution one. In the first step, an image super-resolution algorithm is used 

to enhance the resolution of the low/resolution input. Secondly, an image restoration method 

is utilized to remove the noise effects. The resulting algorithm does not achieve the MSE of 

the Wiener interpolation filter, and Its performance is highly dependent on SNR at which the 

neural network is trained. 

The CTF estimation error can be separated into two components [6]. The first component 

depends on the additive noise, and it dominates at low SNRs. As SNR increases, the CTF 

estimation error linearly reduces. The interpolation error, on the other hand, is independent of 
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SNR. At high SNRs, the CTF estimation error is dominated by the interpolation error that 

results in the MSE floor. Unfortunately, both the additive noise, and interpolation error are 

dependent on the subcarrier index. In particular, near the beginning and at the end of the 

sequence edge effects result in an increased estimation error. 

In this paper we will introduce the DFT based interpolation, that does not rely on the 

mismatch model, and does not use computationally more demanding Wiener filtering. 

We rely on the characteristics of the process of the CTF bandlimiting, and sampled signal 

characteristics in time, and frequency domain in order to significantly reduce or even 

eliminate the edge effect, and consequently the MSE floor, by using the appropriate window 

functions (WF) in time, and frequency domain. Our goal is to achieve the estimation 

performance that is the same or close to the Wiener interpolation filter, with the computational 

complexity that is same or comparable to the DFT interpolation, and without any mismatch or 

channel statistics assumptions. 

This paper is organized as follows. In Section 2, the system model is described. The CTF 

interpolation algorithm is presented in Section 3. In Section 4 we present the numerical 

results, and in Section 5 we give our conclusions. 

2. SYSTEM MODEL 

Consider an OFDM system where symbols are generated by using an N-point DFT, 

with Nc subcarriers that are used for the transmission, and Ng subcarriers in the guard 

bands at the signal bandwidth edges. Assuming perfect timing and frequency offset 

synchronization, the received signal of subcarrier n of the OFDM symbol is given by: 

 

 nnnfn xhy += , , (1) 

 

where 0  n  N − 1, xn is the symbol transmitted on the n-th subcarrier, vn is the sample 

of the additive white Gaussian noise on the n-th subcarrier. We assume that vn  are zero 

mean, complex Gaussian random variables with variance O
2
v. If we assume that the CIR 

has K components, with exponential power delay profile, then 
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where hk is the k-th CIR component, with time delay k that is normalized to the sampling 

time T0/N. OFDM symbol duration is denoted as T0. 

We assume that the first, and the last Ng subcarriers are in the guard band, and that the 

maximum time delay spread Ncir is less than or equal to the OFDM cyclic prefix with Ncp 

samples. In order to satisfy the Nyquist sampling criterion, the number of the pilot subcarriers 

Np should be at least 2Ncp, [6]. Spacing between the pilot symbols is equal to N / Np. We 

assume that the first, and the last subcarrier are known pilot symbols. 
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3. TIME-FREQUENCY WINDOWED DFT INTERPOLATION 

By taking the N-point DFT of the sequence that is given in (2), we obtain the time domain 

samples of the CIR as: 
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which can be shown from (2) to be equal to: 
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which actually represents the sampled sequence of the convolution between the CIR, and a 

function: 
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that is infinite, and results in component aliasing. By taking N samples of the CTF we have 

introduced a limit to the time domain estimation resolution, and performed a circular 

expansion of the CTF in the frequency domain, and of the CIR in the time domain. The edge 

effect is the result of our attempt to estimate samples of aperiodic functions, based on their 

circular expansions. In order to reduce the edge effect, and the MSE floor we need to 

eliminate or reduce the effects of the circular expansion of the CTF, and the CIR. 

We will achieve this by taking several steps before interpolation. In the frequency domain 

we will use a flat-top WF to select the N-sample signal, and the edge subcarriers will no 

longer sharply change, but gradually go to zero. Next, we will add a sequence of N zeros in 

order to reduce aliasing in the frequency domain the will result from the processing in the time 

domain. Since our aim is not to estimate the exact values of the CIR components hk, and their 

corresponding delays k, before DFT we will multiply the sequence hf,n with the WF that 

should have such properties to reduce the time domain aliasing as much as possible. That is, 

WF should provide as low as possible the peak side-lobe level (PSL) relative to the main-lobe, 

and the asymptotic side-lobe attenuation (ASA). However, after the interpolation we will need 

to remove the effect of this WF, and therefore at the edges the value of this WF should be 

greater than zero in order to avoid significant noise amplification. This limits the ASA of WF 

to -6 dB/oct. This approach has already been proposed in the literature, but with different 

optimization parameters of WF, [5], [7], whereas in [1], anti-aliasing is performed directly, 

and only in the time domain. After we transform the signal to the time domain, we will first 

find the minimum point of the CIR aliasing due to its circular expansion, and smooth the 

transition between the circularly expanded parts of CIR in order to reduce the aliasing, and the 

estimation error in the frequency domain after the interpolation. The per-processing in the 

frequency domain is shown in Fig. 1, and the time domain processing in Fig. 2. 

Signal selection WF, wsel(n) is equal to one for n = Nws, ..., N − Nws − 1, and for 

n = 0, ..., Nws − 1, and n = N − Nws, ..., N−1 it is equal to wa(n) that has desirable PSL, and 

ASA. From Fig.1 we can see that Nws can be chosen to be greater than the guard band width in 

order to achieve better spectral properties. The rationale is that this part of the frequency 

domain sequence is the one that is most affected by the edge effect, and that therefore some 
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attenuation is acceptable if we can achieve lower estimation MSE. In general, we choose 

wa(n) such that for n > Ng, the subcarrier attenuation is not greater than 2dB. After 

interpolation, we will have some values for subcarriers in the guard bands, but these values 

are in general discarded. After multiplying the CTF samples with the selection WF, we add 

a sequence of N zero samples. Zero padding of the sequence of CTF samples has two 

effects. First, we reduce the aliasing in the frequency domain that results from time domain 

processing, and circular expansion in the frequency domain. Second, by zero padding we 

double the sampling rate in the time domain. We could further increase the sampling rate, but 

it does not provide any additional gains, while it increases the computational load. 

 

 

 
 

Fig. 1 Frequency domain signal selection using WF, and zero padding. 

 

 

 

 

 

 

 

 

 
  

Fig. 2 Time domain signal spectral shaping using WF, and zero padding. 

Let us denote a sequence of CTF samples on the pilot subcarriers as: 

 
pg NpNNfpf hh /1,,

ˆ
++= , (6) 

1,,0 −= pNp  , where 

 ˆ ( )f,n f,n bh = h w n , (7) 

are the filtered CTF samples using the second type of WF that is characterized by low 

spectral leakage, and minimum aliasing in time domain. Sample parameters are chosen such 

that the first and the last subcarrier are pilot subcarriers. If we introduce the following 

vectors of CTF samples: 

 
0 1[ ]T

f f, f,N= h h −h , (8) 

The vector of WF that is used for the time domain spectral shaping: 
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0 1[ ]T

b b, b,N= w w −w , (9) 

we can write: 

 
2 1ˆ [ ] N

f f b N= ; C  h h w 0 , (10) 

where  denotes the Haddamard matrix product. Let us denote a vector of CTF samples only 

on the pilot subcarriers of  ˆ
fh  as ˆ

f,ph , then we can write that: 

 pf

H

Npt p ,2,
ˆˆ hFh = , (11) 

where ˆ
t, ph  denotes the vector of CIR samples in the time domain of size 2Np  1. The 2Np-

point DFT matrix is denoted as  2N
p

F . 

Next, we search for the point in the second half of the vector ˆ
t, ph  that has minimum 

envelope, and expand the length of the pilot CIR to 2N: 

 min ,
ˆmin ( : 2 )t p p pN N N= h , (12) 

where a(i : j) denotes the range of elements of a vector that are used for optimization. Spectral 

shaping in the frequency domain is performed by: 

 , , min
ˆ (1 ( ))t p t p c N=  − h h w , (13) 

where WF wc(>>Nmin) denotes WF wc that is shifted to the right by Nmin samples. Choice of 

wc will influence interpolation of the CTF samples between the pilot CTF samples, and the 

spectral leakage in the frequency domain. Finally, at Nmin position of  t, ph we add  2N − 2Np 

zeros: 

 , min 2( ) , min[ (1: ); ; ( 1: 2 )]
pt t p N N t p pN N N−= +h h 0 h , (14) 

where M0  denotes all zero element vector of size M  1. 

Finally, we interpolate CTF by taking DFT: 

 
2f N t=h F h , (15) 

and by taking only the first N samples, and compensate for the time domain spectral shaping 

WF wb, we obtain the interpolated CTF: 

 1(1: )f f bN −= h h w . (16) 

The proposed time-frequency spectral shaping DFT interpolation has a slightly higher 

computational load in comparison to the regular DFT interpolation, because it requires 

two DFT operations at two times more points, 2Np, and 2N, and one additional vector 

multiplication with the selection WF. 

4. NUMERICAL RESULTS 

Performance of the DFT interpolation with time-frequency spectral shaping will 

depend on the choice of the parameters of WFs that are used for specific goals. In order 

to be flexible, and able to fine tune specific parameters of each WF that is used, we will 

use the adjustable WF that provide us with the possibility to choose all the parameters 

that influence resolution, and spectral leakage, [8]. The adjustable WFs that are proposed 
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in [9] are based on ultraspherical polynomials, and also allow us to adjust the WF parameters 

depending on the required spectral properties. However, it has been shown that WFs proposed 

in [8] result in lower main-lobe width, because side-lobes near the main-lobe have in some 

parts constant amplitude. The Dolph-Chebyshev WF does have the lowest main lobe width. 

However, the first and the last sample of its impulse response are much higher, which results 

in undesirable response averaging, and it is therefore rarely used in practice, [8]. 

All of the WFs that are used in this paper are obtained iteratively as [8]: 

 1( ) ( ) (1 ) ( )
α+m+

m
m m m m Hw n = β w n + β w n



− − , (17) 

where n = 0,...,Nw −1 , Nw, is the length of the WF, and the real valued parameters   0, 

0  m   1, m, and 0 = 0 control the spectral properties of the WF. WF wH(n) denotes 

the Hann WF: 

 

2

0 ( ) ( )H

w

w n = w n n
N

 
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 
. (18) 

In our simulations we will use WFs with the following parameters: 

1) wa : m = 1,  = 0.34, 1 = 1, 1 = 1, Nw = 38, 

2) wb : m = 3,  = 0, [0.26 0.221 0.742]=β , [0.818 0.072 0.92]=Δ , Nw = N, 

3) wc : m = 1,  = 0.34, 1 = 1, 1 = 1, Nw = 9, 

Chosen WFs have the following spectral properties. WF that is used to select signal in 

the frequency domain wa, has PSL of -20dB, ASA of -10dB/oct, and variable window 

length of Nw / 2 =19. WF that is used for spectral shaping in the time domain wb, has PSL 

of -20dB, and ASA of -6dB/oct, while its window length will vary depending on the 

specific length of the sequence in the frequency domain. The last WF wc, that is used for 

spectral shaping in the frequency domain has also PSL of -20dB, ASA of -10dB/oct, and 

the window length of Nw = 9. 

The parameters of wa are chosen so that in our simulations it does not span more than 

three pilot subcarriers on each side of the signal bandwidth, and that the maximum 

attenuation in this range does not exceed more than 2dB. These subcarriers are only a 

couple of percents of the total number of subcarriers, and by shaping this part of the 

useful spectrum helps us reduce the edge MSE on one hand, with the acceptable loss that 

can be compensated by using the forward error correction coding over all subcarriers, 

including the majority that will have much lower CTF estimation error. Parameters of the 

second WF, wb, are chosen such to have the spectral leakage as low as possible. We gave 

priority to minimizing the PSL because we needed to minimize the aliasing between the 

neighboring CIR components, especially the first, and the last one. By padding the 

sequence in the frequency domain with N zeros, we are more flexible with the choice of 

the WF wc. Its parameters are chosen as a compromise between the minimum main-lobe 

width, and the ASA. These two parameters are inversely proportional, and as ASA 

decreases, resulting in lower spectral leakage, the main-lobe width increases, which 

results in lower frequency resolution. The main lobe of the chosen WF is only slightly 

greater then the main-lobe width of the rectangular WF, but has lower ASA by -4dB/oct 

that is enough considering the number of padded zeros in the frequency domain. We note 

that in a conventional DFT interpolation, the time domain processing is performed by 

using rectangular WF wc, which results in large spectral leakage at bandwidth edges. 
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In our simulations we have set that the cyclic prefix (CP) of theOFDM symbol is 

Ncp = 16. In order to satisfy the Nyquist sampling criterion, we set Np = 32. First, we will 

compare the performance of the conventional DFT interpolation, and the proposed time-

frequency DFT interpolation for N = 320. In case of conventional DFT we set that 

Nmin = Np / 2, and that no WF are used. Next, for comparison we use the case of the 

conventional DFT when we use the same WF to select the signal in the frequency domain 

as in the case of our proposed algorithm. This algorithm is denoted as conWDFT. 

CIR is modeled with exponential power delay profile. Number of CIR components has the 

Poisson distribution, and the time delay between the CIR components is exponentially 

distributed, [10], [11]. Maximum power attenuation is set to -25dB. CIR is normalized so that 

the average power of the CTF sample is equal to one. SNR is defined as the ratio of the 

average CTF sample power, and additive noise variance. 

In Fig. 3. we compare three algorithms for CTF interpolation when the maximum 

time delay of the CIR is equal to the CP time interval. Simple frequency domain shaping 

of the bandwidth edges provides addition 5dB MSE reduction with respect to the 

conventional DFT. The proposed spectral shaping using WFs in both time, and frequency 

domain provides more than 12 dB gain over the conventional DFT interpolation. 

 
Fig. 3 MSE comparison for Tm = Tcp. 

Case when the channel time delay spread is equal to CP is a worst case scenario. Very 

often it is much shorter than CP. In Fig. 4. we compare the same algorithms when the channel 

time delay spread is 80%, 60%, and 40% of CP, Tm = 0.8 Tcp, Tm = 0.6 Tcp, and Tm = 0.4 Tcp. 

In this case, the DFT interpolation with frequency domain shaping has 7dB gain over 

the conventional DFT interpolation, whose performance has not changed.  

Finally,  in Fig. 5. we compare MSE of the various algorithms as a function of the number 

of samples in the frequency domain for SNR = −80 dB, and Tm = 0.6Tcp. As this number 

decreases, and with all other parameters fixed, the result is that the number of subcarriers 

between the pilot subcarriers also reduces. This has an effect only on the conventional 

DFT with the frequency domain WF selection, MSE significantly reduces. Performance 



 OFDM Low Complexity Channel Estimation Using Time-Frequency Adjustable Window Functions 115 

 

of the conventional DFT interpolation does not change with the time delay spread of CIR, 

or the spacing between the pilot subcarriers.  

 
Fig. 4 MSE comparison for Tm = 0.8Tcp, (2) Tm = 0.6Tcp, and (3) Tm = 0.4Tcp. 

 
Fig. 5 MSE as a function of N, SNR = -80dB. 

The algorithm that is proposed in this paper does not eliminate the edge effect. However, 

as a result of zero padding, and by using the first flat-top WF to select the sequence in the 

frequency domain, we significantly reduce the interpolation error, and the number of the 

subcarriers at the edges that are affected, in comparison to the conventional DFT interpolation 

or cWDFT. Overall, the interpolation error for TFWDFT in the middle of the bandwidth 

is significantly reduced to the point that at the high SNRs it is several orders of magnitude 

lower and almost negligible.  
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Computational complexity of the proposed algorithm TFWDFT, is two times higher 

than the complexity of cWDFT. However, it does achieve the MSE of the Wiener 

interpolation filter, and has a much lower MSE floor. However, its complexity is much 

lower than that of the Wiener interpolation filter which is a square function of the number 

of the subcarriers. 

7. CONCLUSION  

In this paper, we have introduced a novel low complexity channel estimation algorithm 

that is using DFT interpolation and the signal spectral shaping in time, and frequency domains 

in order to reduce the error floor that is characteristic for CTF estimation based on scattered 

pilot grid. We avoid using any worst case assumptions or Wiener filtering that requires the 

matrix inversion, and knowledge of the channel statistics. The spectral shaping is achieved 

using adaptive WFs that enable us to fine tune their parameters in order to meet a specific 

criterion. Depending on the length of CIR, the novel interpolation algorithm can achieve 

significant gains relative to other low complexity proposals. 
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Abstract. In this paper, we investigate the physical layer security (PLS) of the traditional 

Wyner’s wiretap channel model. Secrecy performance analysis is performed assuming a 

presence of an active eavesdropper trying to overhear the confidential data transmission 

from the source node to the predefined destination. In what follows, we derive the lower 

bound of the secrecy outage probability, the strictly positive secrecy capacity as well as the 

average secrecy capacity, over the composite -Fisher-Snedecor (-F) fading environment. 

According to the analytical results, numerical results are also shown. The impact of the path 

loss component, the average signal-to-noise ratios over the main/wiretap channel as well as 

the impact of the fading, the non-linearity of the propagation medium and the shadowing 

shaping parameter on the PLS metrics is examined. The overall analysis and the obtained 

results have a high level of generality and also a high level of applicability since the -F 

distribution was recently proposed, as the best fit distribution for the channel 

characterization of the device-to-device wireless communication in the future Beyond 5G 

networks. 

Key words: Composite fading channel, physical layer security, device-to-device 

communication 

1. INTRODUCTION 

The amount of wirelessly transmitted data constantly increases with rapid development 

of new emerging concepts and technologies such as the Internet-of-Things (IoT) and 6G 

[1]. Due to the open access property in wireless communications, it is of high significance 

to provide a secure data transmission, especially for private and sensitive data. 
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Cryptography, as a built-in technique at system’s upper layers, can be used to achieve 

this goal [2]. Cryptographic protocols promote a shared-key concept between authorized 

entities, which can be inconvenient in networks with massive number of devices. In 

addition, the eavesdroppers, as authorized or unauthorized users, usually own unlimited 

computing power and can easily break down confidential keys by utilizing the brute force 

attack method. This is why the cryptography requires to be strengthened. 

The information-theoretic security has gained increased attention over the recent years by 

imposing the concept of secure data transmission on the physical layer [3]. The physical layer 

security (PLS) approach addresses the security issue by exploiting the dynamic characteristics 

of the propagation channel which is prone to eavesdropping [4]-[6]. In [7], Wyner had 

introduced the notion of the wiretap channel between the source (Alice) and an eavesdropper 

(Eve), who tries to intercept the intended transmission to a legitimate receiver (Bob). 

Numerous PLS works are established to develop high secrecy rates for classic Wyner’s 

wiretap channel model [8]-[17]. In all of the existing researches, the security performance is 

analysed using several metrics in the context of different wireless communication systems and 

over various fading channels. In what follows, a detailed PLS literature overview for basic 

wiretapped system model over fading channels, is given. 

The strictly positive secrecy capacity (SPCS) has been determined in [8] over large open 

area with a line-of-sight between the transmitter and the receiver. The secure transmission 

between two nodes over - fading channels, which include the non-linearity of propagation 

media, is analysed in [9], in terms of the average secrecy capacity (ASC). Novel analytical 

expressions for the SPSC and a lower bound on the secrecy outage probability (SOP) are 

derived over - fading channels, in [10], and further applied to performance studies of 

different emerging wireless applications, such as cellular device-to-device (D2D), vehicle-

to-vehicle, peer-to-peer, and body centric communications. In addition, the expressions for 

the SPSC and a lower bound on SOP over a mixture of -/-, and vice versa, fading 

channels are derived in [11]. 

The secrecy capacity for classic Wyner's wiretap model over a non-small scale fading 

channels, i.e. over the independent/correlated lognormal fading channels is investigated 

in [12]. A detailed analysis of all PLS metrics, that encompasses the interplay of both the 

fading and the shadowing phenomenon, over generalized-K fading channels, is given in 

[13], [14]. In [15], the SOP and the SPSC are analysed over shadowed - fading 

environment, with the aid of the moment matching method. 

The Fisher-Snedecor (F) distribution was proposed in [16] to characterize the 

composite fading conditions over D2D communication channels at 5.8GHz, as less 

simple than the generalized-K. The SOP, the SPSC, the ASC and asymptotic ASC over F 

fading channels are investigated in [17], [18]. 

Recently, the author in [19] has proposed an even more general composite fading 

distribution, the -Fisher-Snedecor (-F) fading distribution that characterize, the 

nonlinearity of the propagation media, in addition to the fading and shadowing phenomena 

in the wireless channel. This model is pronounced as the best fit for the realistic channel 

measurements for D2D communications and underwater acoustic. To the best of authors’ 

knowledge the PLS analysis over -F fading has not yet been reported. 

In this paper, we present the detailed PLS analysis of the basic wiretap model over -

F fading channels. Novel expressions for evaluating the asymptotic ASC, lower bound on 

the SOP and the exact SPSC are derived. These expressions are quite general and can be 
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simplified to Gamma, Weibull, Nakagami-m, exponential, -, one-sided Gaussian and F 

fading scenarios. The interplay of various channels’ parameters as well as the average 

SNRs over main/wiretap channel on the PLS is analysed. 

The main contributions of this work can be summarized as: 

▪ novel analytical forms of PLS metrics for source-destination-eavesdropper 

communication model, over general -F fading channels, are given 

▪ impact of the interplay of the fading depth, shadowing severity and nonlinearity 

parameter of the main/wiretap channel on secure transmission between the source 

and intended node, is examined 

▪ in addition, the path loss component is taken into analysis 

▪ presented results of -F fading model can accommodate other existing fading 

scenarios, based on the estimate of -F distribution parameters 

The list of parameters, symbols and abbreviations throughout the paper is given in 

Table 1, to make easier for the reader to follow. 

 

Table 1 List of notations, symbols, abbreviations 
 

Notations, symbols, abbreviations 

* designates: M for the main channel, E for 

the wiretap (eavesdropper’s) channel 

h* channel fading coefficient 

* instantaneous signal-to-noise ratio (SNR) 

d* distance from the source to the 

destination/eavesdropper 

 path loss parameter 

*s
m  shadowing severity factor 

* nonlinearity propagation factor 

* fading depth parameter 

*  average SNR 

Cs secrecy capacity 

sC  average secrecy capacity (ASC) 

 average main-to-eavesdropper's channel 

power ratio (MER) 
EX

outP  exact secrecy outage probability (SOP) 

L

outP  lower bound of SOP  

Pnz strictly positive secrecy capacity (SPSC) 
 

r 
ratio between the main and wiretap link 

distances 
,

, (.)m n

p qG  univariate Meijer’s G function 

,

, (.)m n

p qH  Fox’s H function 
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2. PROBLEM FORMULATION 

The system model we used in the analysis is shown in Fig.1. The source transmits the 

secret message by emitting signal s(t), with E[|s(t)|2] = 1, and therefore the signal received 

by the destination can be written in the following way 

 ( ) ( ) ( ),M M Mx t Ph s t n t= +  (1) 

where P denotes the emitting power from the source, hM represents a fading coefficient of 

the main channel i.e. the channel between the source and destination, and nM(t) denotes 

the additive white Gaussian noise (AWGN). The destination node is at the distance dM 

from the source. The illegitimate node is also in the area of coverage, at the distance dE 

from the source. The intruder tries to overhear the desired signal, and thus the receiving 

signal at the eavesdropper can be defined as 

 ( ) ( ) ( )E E Ex t Ph s t n t= + , (2) 

where hE denotes a fading coefficient of the wiretap channel i.e. the channel between the 

source and eavesdropper, and nE(t) denotes the AWGN. The channel state information 

(CSI) of both channels is available at the source [3]. 
 

 
 

Fig. 1 System model 

Let us express the instantaneous signal-to-noise-ratios (SNRs) over the main or wiretap 

link as 

 

2

*
* 2

* *

,
h P

d



=  (3) 

where the subscript, *, denotes either main (M), either eavesdropper’s (E) channel index, 

 2  
* defines a variance of zero-mean AWGN and d* denotes the distance between two 

nodes, while parameter  characterizes the path loss.  

Following the assumption that the main and wiretap channel are corrupted by -F 

fading, the probability density function (PDF) of the instantaneous SNR, over both 

channels, has the form [19] 
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
 
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 







 
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
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 

− +



 

 
− 

=  
 
 

 
− 

 + 
 
 

, (4) 

where B(,) denotes the Beta function [20], 
*  is the average SNR; ms

*
 is the shadowing 

severity parameter, ms
*
 > 1, 

*
 is the fading depth parameter, 

*
  0.5, 

*
 is the non-

linearity of the propagation medium, 
*
 > 0, and 

*
 is the parameter defined as 

 
( ) ( )

*

2

* *

*

2 2

1 2
,

s

s

s

s

m
m

m
m




 


 













 

   
 +  −   

−     
=  

  
, (5) 

with () being the Gamma function [20]. By utilizing the specific values of the Meijer's 

G function relying on [21, eq. (07.34.03.0271.01)] and the form of the argument 

simplification [21, eq. (07.34.16.0001.01)], the previous expression of the PDF can be 

rewritten as 

 
*

*

2
1,1

1,1

2
* *

1
( ) ,

2 ( ) ( )
/

s

s

m
p G

m
a d



 



 


  










 


 
− 

=     
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 (6) 

with 

2

( 1)sm
a



 






 

−
=  and 

,

, (.)m n

p qG  denoting the univariate Meijer's G function [20, Eq. 

(9.301)]. The asymptotic PDF for the large average SNR values can be obtained with the 

help of [21, eq. (07.34.06.0001.01)], i.e. * →  , and taking into account only the first 

term in summation, in the following form 

 

*

*

*

2

2
* *

( )
2 ( , )

/

asymp

s

p
B m

a d









 


 












 
 

=  
 
 

. (7) 

The cumulative distribution function (CDF) of the instantaneous SNR can be evaluated, 

relying on [22, Eq. (26)], as 

 
*

*

2
1,2

2,2

2
* *

1 ,11
( ) .

( ) ( ) , 0
/

s

s

m
F G

m
a d


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




 








 


 
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=     
 

 (8) 
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In addition, the asymptotic CDF when * →   can be defined by recalling [21, eq. 

(07.34.06.0001.01)], as 

 

*

*

*

*

* 2

* 2
* *

1
( ) .

( , )
/

asymp

s

F
B m

a d




 






 

 










 
 

=  
 
 

 (9) 

2. PHYSICAL LAYER SECURITY METRICS 

In this Section, ASC, SOP and SPSC are analytically determined.  

To evaluate the instantaneous channel capacity over the main channel as well as over the 

wiretap channel, we can rely on the Shannon capacity formula [3] 

 * 2 *log (1 ).R = +  (10) 

The first step to establish the ASC expression is to start from secrecy capacity as defined 

in [4]. The secrecy capacity is characterize as a difference between the channel capacities 

of the main and wiretap links, i.e. mathematically 

 2

1
log

1

M
s M E

E

C R R




 +
= − =  

+ 
, (11) 

while assuming that the perfect CSIs are available at all nodes.  

2.1. Analytical expression of ASC 

ASC is frequently measured as a benchmark to indicate the average communication 

rate of the main transmission. The metric’s definition can be given in the following form  

 2

01
log ( ) ( ) ;

01

MM
s M E M M E E

E MED

C d d p p D


   
 

    +
= =  

 +  
 . (12) 

The previous formula can be rewritten as 

 
2

0 0

1 2 3

1
( ) log ( )

1

M M
s M M M E E E

E

C d p p d
 

   


  +
=  

+ 

=  +  − 

  , (13) 

where the integrals are defined as 

1 2
0

log (1 ) ( ) ( )M M M E M Mp F d   


 = + , 2 2
0

log (1 ) ( ) ( )E E E M E Ep F d   


 = +  and 

3 2
0

log (1 ) ( )E E E Ep d  


 = + . To avoid solutions of the integrals in a form of complex 

bivariate Meijer’s G functions, as it was done for the wiretap Fisher-Snedecor channel 

scenario in [18], we have determined the simplified form of ASC. Namely, the first and 

the second integral are asymptotically solved in the following forms 



 Performance of Secure Communication over -Fisher-Snedecor Fading Channels 123 

 

1 1 2
asymp

1

2

2

ln(2) ( ) ( )(2 ) ( , )
( 1) /

E
E

M sM E

M E

M

E

m

E E

s M E sE

s E E

m B m
m d




 

 



 

  


+ − −
 
 

 =  
   − 

 

 

2

2
2 2 ,2

2 2 ,2 2

2

1 2
, ; , ; ,

2 2 2 2

1
, ; , ; ,

( 1) 2 2 2 2

M M
M

M M

M M M

M

s s E E E E

M M

M M

M M E E E E
M M M

s

M

m m

G

m
d



 

  



   
 

 

     
  

+ +

+ +

  
− −       −  −           

 +     
 −  −     −      

  

 (14) 

and 
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, (15) 

where 
1 1

( , ) , , ,
t t t s

s t
s s s


+ + −

=  and when ,M E N  + . The expressions (14) and 

(15) are obtained by substituting the asymptotic forms of CDFs in I1 and I2, and then 

recalling [21, eq.(07.34.21.0011.01)]. The third integral is solved by substituting (6) into 

I3, and with the help of [23, eq. (2.24.1.1)] in the following way 
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 (16) 

Thus, by summarizing (14), (15) and (16), the asymptotic ASC is determined. 

2.2. Analytical expression of SOP 

In the scenario with both the active/passive eavesdropping, SOP is very often measured 

to indicate conceptually the security of the authorized communication. From the 

information-theory point of view, SOP is a secrecy outage event when secrecy capacity 

falls below the target secrecy rate, Rt. Thus, SOP can be defined in the exact form, as [18] 



124 J. ANASTASOV, A. PANAJOTOVIĆ, D. MILIĆ, D. MILOVIĆ 

 Pr[ ] Pr[ 1]EX
out s t M s E sP C R R R =  =  + − , (17) 

where 0 1s E sR R = + −  and 2 tR
sR = . In the analysis that follows, we have determined 

the lower bounded version of SOP as [18] 
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By substituting (8) and (6) with appropriate subscripts in (18), and with the help of [21, 

Eq. (07.34.21.0012.01)], by making the change of variables, 
/ 2E

E t = , the 
L

outP  integral 

is solved in the following form 
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where /M E  =  defines the average main-to-eavesdropper's channel power ratio 

(MER), r denotes the ratio between the main and wiretap link distances, r=dM/dE, and 
,

, (.)m n

p qH  is the notation of the Fox’s H function [24, eq. (1.2)]. The Fox's H function is 

not commonly built-in function in Mathematica or Matlab software packages, but can be 

evaluated with the help of the program given in [25, Appendix]. Formula (19) can be 

rewritten in the simplified form of the Meijer’s G function, when ,M E N  + , relying 

on [23, eq. (8.3.2.22)]], in the following form 
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2.3. Analytical expression of SPSC 

The existence of non-zero secrecy capacity i.e. SPSC is assured with the probability 

given by 
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Thus, by substituting (8) and (6) in (21) and once more recalling [21, eq. (07.34.21.0012.01)], 

we have derived SPSC in the following form 
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By simplifying the Fox’s H function with the help of [23, eq. (8.3.2.22)]], SPSC is 

rewritten in the following form as 
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3. NUMERICAL RESULTS 

In this section, numerical results of ASC, SOP and SPSC are presented to illustrate 

the carried out mathematical analysis. Numerical results are obtained using Mathematica 

and figures are drawn in Origin software package. In all figures, the path loss parameter 

is =2.7, which is a commonly used value for the parameter that describes the path loss in 

a fading environment. 

Fig. 2 illustrates ASC versus MER, , for different space constellations of the 

destination and eavesdropper; and identically distributed (i.d.) fading links, M= E= , 

msM= msE= ms, M=E=. For higher values of the ratio r, i.e. when eavesdropper is closer to 

the source, the ASC values are lower, as expected. Also, as the fading depth, the 

nonlinearity as well as the shadowing severity over the propagation medium decreases (ms, 

 and  increase), ASC outperforms. In a more realistic scenario, when the destination is 

closer to the source in comparison to the eavesdropper’s position (r=0.8), the most 

favorable channel conditions (=3.4, ms=4.8, =3.8) indicates lower or at least the same 

ASC values than less favorable channels case (=2.4, ms=3.8, =2.8). This i.d. channel 

feature can be utilized by the PLS approach in order to ensure a secure transmission. In this 

figure, the asymptotes are also obtained according to expressions (14), (15) and (16). The 

asymptotes show a good agreement with the exact results, especially for favorable channel 

conditions and favorable space constellation of nodes. 
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Fig. 2 The ASC vs. MER for different channel conditions and different distances of 

receiving nodes 

SPSC in the function of the average SNR of the main channel for different average SNRs 

of the wiretap channel is shown in Fig. 3. One can notice that SPSC can be improved by 

assuring larger average SNR values of the main channels and/or lower average SNRs of the 

wiretap channel. The improvement is more obvious for higher nonlinearity parameter of the 

main channel, M= 5, i.e. for lower nonlinearity of the main propagation medium. 
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Fig. 3 SPSC vs. the average SNR values of the main channel for different nonlinearity 

propagation scenarios 
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Fig. 4 Lower bound of SOP vs. the average SNR values of the main channel for different 

distances’ ratios 

The lower bound of SOP, versus the average SNRs of the main channel for different 

distance ratios and different fading depth scenarios over the wiretap channel, is demonstrated 

in Fig. 4. An interesting remark here is that up to some point the largest fading deepness over 

the wiretap channel assures the lowest SOP values, and then the interplay of the same fading 

parameter, msE, is vice versa. This is more obvious when the destination is closer to the source. 

For instance, when r=0.5 the value of the average SNR over the main channel is around 15dB 

( 15dBM = ), after which the favorable fading conditions over the wiretap channel impacts 

beneficially the SOP metric. In addition, when r=1.5, the M  is shown to be around 25dB 

( 25dBM = ). This result justifies the PLS principle how to deploy effectively the 

randomness of the wireless channels, i.e. fading to upgrade the system security issue. 

ASC in the function of the average SNR over wiretap channel for different nonlinearity 

propagation cases is presented in Fig. 5. The largest ASC values are obtained for larger 

average SNRs of the main channel in the region of lower average SNR values of the wiretap 

channel. It can be noticed that by increasing the nonlinearity parameter E, the nonlinearity of 

the wiretap propagation medium decreases, and thus the ASC decreases i.e. deteriorates. In 

the case of M= E=2, the results coincide with those for F fading scenario. 

In Fig. 6, SPSC versus the distance ratio r for different shadowing scenarios over the 

main channel and different MER regimes, is illustrated. The increase in MER leads to an 

increase of SPSC and even equals one for =19dB, when the destination node is closer to 

the source. The SPSC dependence on the shadowing severity over the main channel is 

more pronounced in the range of lower MERs. For instance, for =19dB the aforementioned 

dependence is insignificant. Further, for =14dB, when msM increases from msM=1.4 to msM 

=3.4, and r=1.2, the increase of less than a half order of magnitude of the SPSC can be 

noticed; and an increase of even one order of magnitude is noticeable for =9dB. 
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Fig. 5 ASC vs. the average SNR over the wiretap channel for different wiretap nonlinearity 

propagation scenarios 
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Fig. 6 SPSC vs. the distance ratio, r, for different MERs and different shadowing scenarios 

over the main channel 

4. CONCLUSION 

In the paper, the detailed analysis of basic PLS metrics over composite -F fading 

channels was carried out. The obtained results showed that favorable channel conditions 

over main channel could upgrade the secure transmission. In addition, for i.d. fading 

channels, the impact of the fading depth, the propagation nonlinearity and the shadowing 
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severity depends on the space constellation of the system’s nodes. Another concluding 

remark, assuming non i.d. fading channels is that the largest fading deepness over the 

wiretap channel assures the lowest SOP values, up to some specific value of M , and then the 

interplay of the same fading parameter is vice versa. This is obtained when the destination is 

closer to the source. Also, for the same constellation scenario, the SPSC dependence on 

the shadowing severity over the main channel is more pronounced in the range of lower 

MER values. 

In overall, the obtained results can be useful in the design of securer wireless D2D 

communication links. Also, proposed analysis has high level of generality and can be 

utilized in analysis for fading scenarios which are special cases of the -F fading model. 
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