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Abstract. This paper, explores possible solutions for the feedback transfer functions 

applied in active RC filters for oscillation-based testing (OBT). Three types of filter transfer 

functions, namely low-pass (LP), high-pass (HP) and band-pass (BP) are examined. Active 

filters are realized with the realistic operational amplifier model targeting the 180nm CMOS 

technology. To confirm the theoretical insights, three realizations of LP, HP, BP second-

order filterers with proposed feedbacks are designed and simulated. One of the solutions, 

namely the BP filter, is further examined by inserting defects in the circuit. Based on the time 

domain simulations, the key parameters are extracted from the oscillating filter’s output 

signal. The fault dictionary has been created and appropriate classification of the defects is 

performed. 

Key words: Feedback loop, active RC filters, transfer function, oscillation-based testing, 

fault dictionary. 

1. INTRODUCTION 

High reliability of the contemporary electronic systems is in a high demand. Following 

the “more than Moor” law, these systems increase in size and complexity [1]. As a result, 

the testing structures should follow the same trend. However, more complex testing 

structures introduce additional costs in both time and resources. While the digital circuitry 

testing techniques are well established [2], testing of the analog circuitry is particularly 
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challenging due to a nearly infinite range in signal values and verity of functions that the 

circuit may implement.  

In general, two systematic approaches are usually employed in testing and design of 

analog circuits. The first is known as the simulation-before-test (SBT) where the circuit under 

test (CUT) with the defect is simulated and the response of the circuit is recorded [3]. After 

the set of faulty circuits is simulated, the fault dictionary containing responses of the fault-free 

(FF CUT) and faulty circuits is formed. Based on the comparison between these responses the 

presence of the defect can be detected. SBT allows designers to identify and rectify potential 

issues in the design phase before physical prototypes are built, saving time and resources. The 

second approach is simulation-after-test (SAT) which provides insights into how the system 

performs under actual operating conditions, helping to identify discrepancies between 

simulation and reality. However, SAT is typically performed after the design has been 

finalized, limiting the opportunity for early detection and correction of design flaws. SAT 

approach involves expenses related to equipment, materials, and personnel, which can 

significantly increase development costs [4]. Therefore, SBT is usually favored over the SAT 

in early phases of testing since it is more flexible and less expensive to apply. In this work the 

SBT approach is adopted, as well. 

The defects in the circuits are classified as the hard (catastrophic) and the soft (parametric) 

defects [5]. All defects that are radically changing the topology of the circuit are considered as 

hard defects. These defects are the result of the physical destruction of the component and/or 

connection between components (over-loading, systematic design errors, extreme working 

conditions etc.). Accordingly, hard defects are modeled as short circuits between nodes and 

open circuits of connection paths. When a hard defect is present in the circuit, significant 

degradation of the CUT performance is expected leading to permanent malfunction. On the 

other hand, soft defects do not jeopardize the CUT’s functionality. Usually, only some 

properties are outside the specified limits (e.g. speed, bandwidth, power consumption, etc.), 

but the circuit still preserves its function. Soft defects can arise due to the component aging or 

suboptimal operational conditions such as variations in ambient temperature. For the circuit 

analysis the soft defects are modeled as the change in component value which lies outside the 

tolerance range.  

When testing the analog circuitry several topics should be addressed. One would be in 

which domain to analyze the response of the circuit (DC, frequency, time, etc.). There is also a 

selection of the test point i.e. where the acquisition of the desired signal will take place. The 

availability of the test point sometimes cannot be easily ensured. One of the most challenging 

is the synthesis of the input test signal. Unlike with the digital circuitry, where only one format 

of the test vector is available (array of bits), with analog, there is a myriad of waveform shapes 

that can be applied as the test signal. Therefore, it is always interesting and challenging to 

consider the methodologies that guarantee the testing quality while requiring the fewest 

modification of the system. One such methodology is the Oscillation-Based Testing (OBT) 

[6],[7]. Several authors confirmed the value and usability of this technique in analog and 

mixed-signal filtering circuitry. In [8] the OBT technique was successfully applied to 

wideband current conveyer filters, and can be implemented as the Built-in Self-Test structure 

in Very-Large Scale Integrated circuits (VLSI) [9], [10]. The efficiency of OBT is in the fact 

that there is no need for the input test signal i.e. problem of the test signal synthesis is 

circumvented. Also, only one test point, usually the output of the CUT, is enough to observe 

the effect of the defects in the CUT. After the OBT is applied the diagnosis of the defects can 

be performed as shown in [11].  
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The key idea behind OBT is to turn CUT into an oscillator [12]. To achieve this, one must 

provide some form of positive feedback in the system. This can be done in a verity of ways 

depending on the CUT transfer function. For the discrete time systems, like in [13], it is 

usually not possible to find closed form solution for the loop gain, but if the system is linear, 

there is a possibility to find the appropriate feedback transfer function which will enable 

sustained oscillations in the system. Therefore, the prime goal of this paper is to examine these 

possibilities for the three, second-order, filter transfer functions, namely: low-pass (LP), high-

pass (HP) and band-pass (BP). Unlike the [14], where the comprehensive set of self-tuning 

active filters is covered, or the [15] where novel LC ladder passive network is presented, in 

this paper only the Sallen-Key RC realizations are considered [16],[17]. All filter, and 

feedback, circuits are designed with the realistic model of the operational amplifier targeting 

180nm CMOS process node.  

The rest of the paper is organized in six sections. The second section will cover the basic 

theoretical background of the OBT methodology with the emphasis on filters application. 

Here, the appropriate feedbacks for the three examined filter structures will be discussed from 

the theoretical point of view. In the third section, the circuit realization of the OBT structures 

for the examined filters will be presented. The structures for the OBT of the band-pass (BP) 

filter will undergo additional testing using intentionally introduced defects. This process aims 

to illustrate the practical application of the OBT methodology alongside the newly proposed 

feedback transfer functions. The defects modeling for circuit simulation will be discussed in 

the fourth section. The fifth section will cover the simulation results and discussion regarding 

the theoretical and practical considerations. Finally, in the conclusion, key findings will be 

outlined.   

2. THE OBT FEEDBACK TRANSFER FUNCTIONS 

To get the insight into the working principle of the OBT, the basic theoretical background 

will be briefly covered. Fig. 1 shows the general system with single positive feedback. 

 

Fig. 1 General structure of the system with single positive feedback 

Transfer function of the filter is denoted with H(s) while the transfer function of the 

feedback is denoted with F(s). The overall transfer function of the system is given by, 

 
( )

( )
1 ( ) ( )

Y H s
T s

X F s H s
= =

−
 (1) 

By observing (1), it can be concluded that the system becomes instable when loop 

gain F(s)H(s) approaches unity. According to the Barkhausen stability criterion there are 

two simultaneous conditions that push the system toward the instability, 
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 ( ) ( ) 1F j H j  =  (2) 

    ( ) ( ) 2 ,  0,1,2,F j H j k k   = =  (3) 

i.e. the magnitude of the loop gain equals one and the phase is the integer multiple of the 

2π radians [18]. The conditions (2) and (3) are usually used when analyzing the 

oscillators in the electronic circuits. On the other hand, one can also use the null of the 

system’s determinant when F(s) and H(s) cannot be easily determined in the circuit. The 

system given in Fig. 1 can be described in a matrix form as, 

 
( )

( )

1 0

1

H s Y

F s U X

 −     
=     

−     
 (4)   

where the determinant of the system is Δ(s)=1 − F(s)H(s). For F(s)H(s) = 1, 

  ( ) 0Re j =  (5) 

  ( ) 0Im j =  (6) 

i.e. real and imaginary part of the system’s determinant simultaneously equals to zero. 

Therefore, either conditions (2) and (3) or (5) and (6) can be used as the theoretically 

well-established methods to relate the stability conditions and circuit’s parameters. It 

should be noted that, when oscillator circuits are considered, like in OBT, there is no 

input signal i.e. X=0. It means that the system given in (4) may have infinite number of 

solutions or no solution [19]. However, by careful selection of the circuit parameters, one 

of the solutions can be ensured, i.e. sustained oscillations should be possible. 

The choice of F(s) strongly depends on the H(s). The second-order low-pass and 

high-pass filter general transfer function is, 

 
2

2
00

1

1
(

(

  )

)LPH G
s s

s

Q

=
 

+ + 
 

, (7) 

where G is the low-frequency gain of the filter, Q is the quality factor, and ω0 is the 

cutoff angular frequency of the filter. The phase characteristic of the low-pass transfer 

function (7) is given with,  

   0

2

2

0

( )
a n( ) ta

1
LP

Q
H j









 
 

 = −  
− 

 

. (8) 

As the frequency ω approaches ω0, (8) converges to the −π/2. To obtain the frequency 

of oscillations in vicinity of ω0 feedback transfer function should introduce additional π/2 

phase shift to fulfill the condition (3) for k=0. This can be achieved with the first order 

all-pass transfer function of a form, 
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which gives the following phase response, 
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Similarly, for the second order high-pass transfer function,    
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with phase response,  
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, (12) 

the appropriate F(s) would be the sign inverted (9), i.e., 

 0

0
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1
HP

s
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−
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, (13) 

  
0

2atan( )( )HPF j 


 = − . (14) 

In case of a high-pass filter, the feedback provides additional −π/2 of the phase shift, 

to compensate for the π/2 obtained in (12) when ω approaches ω0. In (11), G represents 

the high-frequency gain of the filter. 

The general form of the second order band-pass filter transfer function and associated 

phase response are, 

 0
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2
00
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Q
H j









 
 

 = −  
− 

 

. (16) 

According to (16), in a vicinity of ω0, condition (3) is automatically fulfilled. Therefore, 

the simple unity feedback should be enough to open the possibility for sustained 

oscillations, i.e. FBP(s) = 1. In this case ω0 is the central frequency of the filter, and the 

expected gain for ω = ω0 is G0 = GQ. 
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The influence of the proposed F(s) to the H(s) is illustrated in Fig. 2 where the 

frequency responses of the open loop transfer functions, H(s)F(s), are shown. All 

examples are given for the f0=ω0/(2π) =10kHz.  

 

   
 a) HLP(s)FLP(s), G=2, Q=1 b) HHP(s)FHP(s), G=2, Q=1 

 

  
c) HBP(s)FBP(s), G=2/√2, Q=√2/2, G0=1 

Fig. 2 Frequency responses of the F(s)H(s) for a) LP, b) HP and c) BP cases, f0 = ω0/(2π) 

=10kHz 

As can be seen from Fig. 1a and Fig. 1b the introduced all-pass F(s) ensures the zero 

crossing of phase for the LP and HP filters at the ω = ω0. This is also the case for the BP 

filter with unity feedback shown in Fig. 1c. For all three cases LP, HP, and BP there is a 

continuous, monotonic, phase response. By now only the phase response is considered 

i.e. the proposed feedback transfer functions are derived with respect to the phase 

responses only (condition (3)). To achieve the sustained oscillations, condition (2) must 

also be met, i.e. there must be enough gain/attenuation in the loop. This is the part that 

will be determined experimentally by adjusting the gain of the filter. The gain will be 

held in the allowed boundaries to keep the filter in the stable state when proposed F(s) is 

not applied. As it will be discussed in the next section, for the examined circuit realizations, G 

and Q parameters are mutually dependent thus by choosing one, the other is automatically 

determined.  
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3. CIRCUIT REALIZATION OF THE OBT STRUCTURES 

In this section circuit realization of the proposed OBT structures will be discussed. 

The LP, HP and BP have the Sallen-Key topologies. To obtain highly realistic simulation 

results, the model of the operational amplifier (opamp) designed for the 180nm CMOS 

technology process is utilized. The internal topology of the employed opamp is shown in 

Fig. 3. The topology contains the folded cascode input stage (transistors M1-M12) and 

inverter-based class-AB output stage (transistors M13 and M14) biased with the floating 

voltage reference source (transistors M15-M18). The BP1-3 and BN1-3 are the voltage 

biasing points for the entire opamp [20]. The opamp is internally compensated with the 

C1=C2=1.2pF and R=1.5kΩ. The nominal power supply voltage for the 180nm technology is 

1.8V and the common-mode voltage for the signals is set to VCM=1V.  

 

Fig. 3 The schematic of the opamp model used in realization of the OBT filter structures 

Table 1 summarizes the key opamp parameters, where the DC-gain (ADC), gain-

bandwidth product (GBW), phase margin (PM), settling time (ts) and slow-rate (SLR), are 

given for the unity-gain configuration. The opamp itself will introduce some phase shift 

as well. However, this should not contribute significantly to the overall loop phase shift 

since The Gain-Bandwidth Product (GBW) exceeds the target Oscillation-Based Testing 

(OBT) oscillation frequency, f0, by three orders of magnitude, where f0 is set at 10kHz. 

Therefore, in further derivations of the circuit transfer functions opamp will be considered as 

an ideal.  

Table 1  The key opamp parameters 

ADC [dB] GBW [MHz] PM [∘] ts [ns] SLR [V/μs] 

103.16 38.72 58.80 268.46 23.72 
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The proposed circuit realization of the OBT structures for the LP and HP filters are 

shown in Fig. 4a and Fig. 4b, respectively. The test mode is selected by setting the switch 

at the position 1. The normal mode of operation is for the switch position 0.   

   
a) LP OBT b) HP OBT 

 

Fig. 4 The OBT structures for the LP and HP filters 

As suggested in (9) and (13) the first order all-pass filters are connected between the 

output node (Vout) and the switch node 1. Assuming an ideal opamp the transfer functions 

of first-order all-pass filters are, 
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According to (19) the RC constant should satisfy the relation, ω0=1/(RC). The general 

form of Q and ω0 for the LP and HP filters from Fig. 4 are, 
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where, G = 1 + Ra/Rb. Since the prime goal is the proof-of-concept i.e. to force the CUT 

to oscillate, following simplifications are made, R1=R2=R, C1=C2=C=1/(ω0R) leaving the 

Ra/Rb as the free parameter that sets both, G and Q of the filter. For this choice of component 

values, G should be smaller than three to keep the filter stable since, Q=1/(3 – G). 

The proposed OBT structure for the BP filter is shown in Fig. 5. According to (16) 

only unity feedback should be applied.  
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Fig. 5 The OBT structures for the BP filter 

 

The Q and ω0 for the BP shown in Fig. 5 are, 
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Selecting the R1=R2=R and C1=C2=C, results with the ω0=√2/(RC) and Q =√2/(4 – G). 

The filter's stability is preserved for the G smaller than four. 

4. DEFECTS MODELING FOR CIRCUIT SIMULATION 

To demonstrate the application of the proposed OBT structures one of them will be 

additionally analyzed by introducing defects into the passive components. The BP OBT 

structure is chosen for this purpose. Two types of hard defects are introduced namely, the 

stack-at-short (SAS) and the stack-at-open (SAO). In the circuit simulation, the SAS is 

modeled by setting the small resistance of 1mΩ across the component terminals while the 

SAO is modeled by the large resistance of 1TΩ in series with the component. The extremely 

small resistance value of 1mΩ ensures that the voltage drop for the expected mA currents will 

be in the sub μV range that can be considered as a short circuit. Also, 1TΩ resistances should 

keep the currents in pA range for voltages of the order of 1V modeling the open circuit.  

Considering that the variation of the on-chip resistances and capacitances is very large 

(about 20%), the significant amount of component value change must be introduced to 

provoke the soft defect [21]. Since on-chop components are realized as the polygons of 

the certain width, W, and lengths, L, the soft defects are modeled by relating the ±50% 

change of component dimensions (W and/or L) to the component value. It is important to 

note that the resistance value is proportional to the L/W ratio and that the capacitance 

value is proportional to the WL product. E.g. changing the L and W in the same direction 

by the same amount will not influence the resistance but will influence the capacitance 

value. On the other hand, by changing the L and W in the opposite directions by the same 

amount will not influence the capacitance value (area stays the same) but it will influence 

the resistance value. Therefore, adopted absolute change in the resistance and capacitance 

values from the nominal one are ΔR = [−67%, −50%, −33%, 50%, 100%, 200%] and ΔC 

= [−75%, −50%, 50%, 125%], respectively. In total there are six soft defects for each resistor 

and four for each capacitor. Since, BP filter contains five resistors and two capacitors the total 

number of the soft defects is thirty-eight. Considering two hard defects per component the 

total number of hard defects is fourteen.  
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5. SIMULATION RESULTS 

The SPICE simulation results for the OBT structures of the LP, HP and BP filters are 

shown in Fig. 6. The waveforms of the output voltage, Vout, are given in subfigures a), c) 

and e) while the corresponding spectrum, obtained from 4096-point FFT, is given in 

subfigures b), d) and f). Based on the waveforms, it takes about 0.4ms for the OBT 

structures to start oscillating. It can be concluded that the theoretical assumptions 

regarding the proposed feedback transfer functions are valid.  

   
 a) LP OBT waveform b) LP OBT spectrum 

   
 c) HP OBT waveform d) HP OBT spectrum 

   
 e) BP OBT waveform f) BP OBT spectrum 

Fig. 6 The simulation results for the LP, HP, and BP OBT structures 

The columns two through four in Table 2 summarize the most-commonly observed 

parameters for the FF CUT when OBT is applied. These parameters are, oscillating frequency, 

f0, output voltage amplitude, Vout, the total-harmonic distortion, THD (calculated up to 10th 
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harmonic) and average supply current, IDD. Due to the component non-idealities, obtained 

oscillating frequency slightly differs from the target 10kHz.   

Table 2  The OBT parameters for the FF CUT in test mode 

CUT f0 

 [Hz] 
Vout  

[mV] 
THD*  
[%] 

IDD 

[mA] 
G Q C  

[pF]  
R 

 [kΩ] 
Ra

 

[kΩ] 

LP 9645 900 22.37 1.296 2 1 45 350 50 
HP 9645 900 12.70 1.407 2 1 45 350 50 

BP 9564 900 12.43 1.192 2.25 0.808 60 375 62.5 
* Calculated up to 10th harmonic 

The values of the G and Q are given in the sixth and seventh column, respectively. 

The nominal values of the components are given in the last three columns. Rb is set to 

50kΩ in each realization. Since the integrated circuits implementation is intended, 

relatively large value is chosen for R to keep the values of C in pF range (ω0 ∝ 1/(RC)). 

The complete fault dictionary for fourteen hard defects introduced into the BP OBT 

structure is given in Table 3. The first two columns contain the component name and the 

defect type. The rest of the columns contains the observed parameters. The defects are 

detected by tracking the deviation between parameters of the FF CUT and the faulty CUT.    

Table 3  The fault dictionary for hard defects of the BP OBT structure 

Comp. Defect f0 [Hz] Vout [V] IDD [A] THD [%] 

C1 SAO 187.08E+3 899.77E-3 430.72E-6 7.08 
C2 SAO - 10.88E-15 1.192E-3 - 
R1 SAO - 6.83E-15 1.192E-3 - 
R2 SAO - 115.77E-18 147.64E-6 - 
R3 SAO - 249.80E-15 1.192E-3 - 
Ra SAO - 62.01E-15 1.192E-3 - 
Rb SAO 1.32E+3 900.00E-3 188.11E-6 25.55 

C1 SAS - 5.27E-15 1.192E-3 - 
C2 SAS - 1.89E-15 199.27E-6 - 
R1 SAS 14.96E+3 899.77E-3 516.28E-6 44.68 
R2 SAS - 3.77E-15 1.192E-3 - 
R3 SAS 18.14E+3 899.77E-3 188.78E-6 9.38 
Ra SAS 1.33E+3 899.65E-3 194.89E-6 25.39 
Rb SAS - 62.51E-15 1.192E-3 - 

The hard defects classification for the BP OBT structure is presented in Table 4. The 

total coverage is 100% since the effect of all introduced defects is such that changes one 

or more of the observed parameters of the FF CUT. Two classes of the response are 

identified: Oscillations and No-oscillations. The Oscillations class covers the defects that 

do not change the oscillation frequency of the OBT structure but changes one of the other 

observed parameters (Vout, THD or IDD). The No-oscillation class contains the defects that 

do not allow oscillations (denoted with a dash in the frequency and THD columns of 

Table 3). In the case of the BP OBT structure there are five defects in Oscillation class 

and they can be detected by THD or the IDD deviation from the same parameters of the FF 

CUT given in Table 2 (BP row). 
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There are nine defects in the No-oscillation class, where two of them can be detected 

by the deviation of IDD (R2 SAO and C2 SAS) and five cannot be diagnosed since they 

produce no change in the power supply current, IDD. 

Table 4  Classification of hard defects for the BP OBT structure 

Response class Oscillations No oscillations 

Diagnosed by frequency, THD or current by current Undiagnosed 

Number 5 2 7 

Percentage 35.71% 14.29% 50.00% 

The fault dictionary for the soft defects in resistors and capacitors of the BP is presented in 

Tables 5 and 6, respectively. Again, 100% coverage is achieved. In this case the fifty-fifty 

split between Oscillations and No-oscillations classes is identified as summarized in Table 7. 

Table 5  The fault dictionary for soft defects in resistors of the BP OBT structure 

Comp. ΔR [%] f0 [Hz] Vout [V] IDD [A] THD [%] 

R1 

200 - 156.60E-15 1.192E-3 - 

100 - 74.95E-12 1.192E-3 - 

50 - 18.80E-6 1.192E-3 - 

-33 9.75E+3 899.70E-3 954.000E-6 4.14 

-50 10.35E+3 899.80E-3 818.700E-6 15.67 

-67 11.00E+3 899.80E-3 714.700E-6 32.51 

R2 

200 4.11E+3 899.80E-3 474.500E-6 20.27 

100 5.62E+3 899.80E-3 598.600E-6 16.83 

50 6.96E+3 899.80E-3 754.500E-6 22.93 

-33 - 319.90E-15 1.192E-3 - 

-50 - 142.30E-15 1.192E-3 - 

-67 - 67.34E-15 1.192E-3 - 

R3 

200 - 443.30E-15 1.192E-3 - 

100 - 35.92E-12 1.192E-3 - 

50 - 7.98E-6 1.192E-3 - 

-33 10.00E+3 899.80E-3 805.300E-6 20.21 

-50 10.64E+3 899.80E-3 651.200E-6 8.89 

-67 11.50E+3 899.80E-3 511.000E-6 29.17 

Ra 

200 - 148.40E-15 1.192E-3 - 

100 - 254.70E-15 1.192E-3 - 

50 - 592.60E-15 1.192E-3 - 

-33 8.42E+3 899.70E-3 673.200E-6 19.14 

-50 7.61E+3 899.70E-3 516.700E-6 15.00 

-67 6.43E+3 899.70E-3 365.800E-6 26.31 

Rb 

200 96.42E+3 899.90E-3 352.000E-6 22.38 

100 7.58E+3 899.80E-3 510.000E-6 20.73 

50 8.49E+3 899.80E-3 676.400E-6 25.32 

-33 - 597.40E-15 1.192E-3 - 

-50 - 274.10E-15 1.192E-3 - 

-67 - 156.20E-15 1.192E-3 - 
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One half of soft defects does not produce oscillations but preserve the same IDD as the 

FF CUT (undiagnosed). The other half of soft defects keeps the OBT structure in the 

oscillation state and can be diagnosed by deviation in frequency, THD or IDD. Finally, for 

a better insight the classification results given in Tables 4 and 7 are presented graphically 

in Fig. 7 

Table 6  The fault dictionary for soft defects in capacitors of the BP OBT structure 

Comp. ΔC [%] f0 [Hz] Vout [V] IDD [A] THD [%] 

C1 

125 - 155.00E-15 1.192E-3 - 

50 - 227.50E-9 1.192E-3 - 

-50 11.70E+3 899.80E-3 778.900E-6 6.88 

-75 13.89E+3 899.80E-3 624.800E-6 17.04 

C2 

125 5.61E+3 899.80E-3 760.500E-6 17.35 

50 7.27E+3 899.80E-3 910.700E-6 3.42 

-50 - 189.10E-15 1.192E-3 - 

-75 - 60.73E-15 1.192E-3 - 

Table 7 Classification of soft defects for the BP OBT structure 

Response class Oscillations No oscillations 

Diagnosed by frequency, THD or current Undiagnosed 

Number 19 19 

Percentage 50.00% 50.00% 

Oscillations
by frequency,

THD or 
current

36%

No 
oscillations
by current

14%

No 
oscillations

Undiagnosed
50%

No 
oscillations

Other
64%

 

Oscillations
by 

frequency,
THD or 
current

19
50%

No 
oscillations

undiagnosed
19

50%

 

 a) Hard defects b) Soft defects 

Fig. 7 The share of the diagnosed/undiagnosed defects in the response classes for the BP 

OBT structure 

6. CONCLUSION  

In this paper, possible solutions for the feedback transfer functions applied in OBT test 

structures of active RC filters are examined. The proposed feedback transfer functions are 

successfully applied to three types of second-order Sallen-Key filters LP, HP, and BP. The 

solutions are derived according to the phase responses of the examined filters. 
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For each examined filter the key relations between filters’ cut-off/central frequency, 

Q factor and the gain G, are derived. Based on these relations an appropriate strategy for 

selecting the values of the circuit’s elements is given.  

The proposed OBT structures are custom designed targeting the 180nm CMOS process. 

The internal topology and main characteristics of the opamp are presented. The opamp is 

designed with the goal of minimizing its influence on the overall frequency characteristics 

of the filter. The theoretical assumptions regarding proposed feedback functions are confirmed 

with the SPICE simulations showing that all three of the proposed OBT structures oscillate at 

the filters cut-off/central frequency.  

The OBT is further demonstrated on the OBT BP structure where total of fourteen 

hard and thirty-eight soft defects are introduced into the BP passive components. In both 

cases 100% defect coverage is achieved. For better insight the defects are classified first 

by the response type, and then by the parameter that can be used for the defect diagnosis. 

There are two main contributions of this work. Firstly, it is the introduction of the all-

pole transfer functions in the LP and HP OBT structures which enabled the oscillation 

frequency near the filters' cut-off frequency. These cases are not previously examined in 

[11] and [13]. Secondly, based on the simulation results for the BP OBT structure, it was 

shown that tracking the power-supply current as an additional parameter to the output 

voltage waveform and spectrum, improvements in the defects diagnosis can be achieved 

(e.g. 14% in the No-oscillations class, for hard defects, Fig. 7a). In the future work the 

proposed methodology could be applied to different circuit topologies with the goal of 

exploring the possibilities for the defects' detection and diagnosis.  
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Abstract. In this paper, the construction skewing problem of rail mounted wide span multi-

motor drives is considered. A new skew control algorithm is proposed, and the controller 

design is analyzed in detail. Additionally, a PLC program algorithm for the practical 

implementation of the proposed solution is presented. The practical implementation of the 

skew control is described as a concrete example from an industrial environment. 

Subsequently, in order to determine performance, the characteristic time dependencies were 

recorded. 

Key words: Skew control, rail mounted wide span multi-motor drive, gantry crane. 

1. INTRODUCTION 

The application of controlled multi-motor drives is very common in the industry [1]. 

Motor operation control of multi-motor drives is realized at the control level of the entire 

multi-motor drive, usually utilizing programmable logic controllers (PLCs) and industrial 

communication networks. As a rule, high control performance is achieved by employing 

controlled electric motor drives that utilize various vector control methods for precise 

speed/torque regulation. A comparison of different control structures for controlled multi-
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motor drives is presented in [2,3]. Examples of electric motor drive applications in different 

branches of industry (metallurgy, mining, sugar industry) are shown in [4-6]. 

In the industry, wide span multi-motor drives, used for the transportation of goods and 

materials, are often encountered. Structurally, these drives consist of two movable legs 

connected by a bridge, which as a whole form a gantry [3,6,7]. In the case of drives with a 

wide span, a very common practical problem is the occurrence of construction skewing. 

The most common causes of skewing are the geometrical imperfection of the construction, 

elasticity of construction, skidding of one side in relation to the other, uneven loading of 

individual sides due to the position of the load, as well as the influence of wind on drives 

located outdoors [7]. The impermissibly large skewing can result in the damage to the 

construction, and in the worst case, its destruction [8]. Bearing in mind the above, the 

fundamental technical requirement for a controlled multi-motor drive with a wide span is 

the synchronous movement of both sides. Accordingly, finding a practical solution that 

solves the skew control problem in a simple manner is very significant. 

Skew control analysis, although of great importance for the operation of controlled 

multi-motor drives with a wide span, is not sufficiently represented in the literature. The 

skewing problem of cranes, primarily from the standpoint of mechanical construction, but 

also control, is analyzed in [7]. The specific problem of container skewing in container cranes 

has been analyzed in [9,10]. The author of this paper has considered the construction skewing 

problem of rail mounted wide span multi-motor drives in [6,8,11-13]. 

In this paper, in Section 2, a new skew control algorithm for rail mounted wide span 

multi-motor drive is proposed. Additionally, the design of the skew controller is analyzed 

in detail. In the appropriate hardware environment typical for controlled multi-motor 

drives, which implies the application of frequency converters and PLC systems 

interconnected by one of the industrial communication networks, the implementation of the 

proposed skew control algorithm is simple with a minimal hardware upgrade. The necessary 

additional hardware consists of two absolute encoders and two inductive proximity switches 

with appropriate markers, the number of which is determined by calculation. By designing 

the skew controller as described and verifying it experimentally, desired drive performances 

can be achieved. In Section 3 of this paper, the PLC program algorithm for the practical 

implementation of the proposed skew control algorithm is presented in detail. The practical 

implementation of skew control in the industry, on the gantry crane installed at a sugar beet 

open storage in the TE-TO Senta sugar factory, is presented in Section 4. Upon 

commissioning the gantry crane, time dependencies of characteristic quantities were recorded 

to determine the performance of the described skew control algorithm. These dependencies 

were recorded in a similar manner to that described in [14]. Characteristic results are shown 

in Section 5. 

2. SKEW CONTROL 

The principle block diagram for the skew control between two induction motors (IMi 

and IMk) supplied by frequency converters (FCi and FCk) is shown in Fig. 1. Given that the 

two movable legs are connected by a bridge which represents an elastic connection, the 

motors are not rigidly coupled. 

Elastically coupled induction motors drive the wide span construction and they are speed-

controlled by the appropriate frequency converters. The frequency converters operate in the 
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speed mode, utilizing their own speed controllers. Depending on the required drive 

performance, the motor speed, ni and nk, can be estimated or measured using appropriate 

encoders. The controlled multi-motor drive is speed-controlled and the main speed reference 

is n*. 

 

Fig. 1 The principle block diagram for skew control 

Skew control between two movable legs connected by a bridge is realized by a skew 

controller, which is designed in the PLC system and it is a superior controller to the speed 

controller of the follower (slave) frequency converter, FCk. Since high performance is not 

required from the PLC system, it is possible to use the existing PLC for the drive control. The 

operation principle of the skew controller is based on the fact that the motor driving the leg 

which lags by position needs to accelerate to reduce the lagging, while the motor driving the 

leg which leads by position needs to decelerate to reduce leading. In this way, the skew is 

reduced. 

In the skew control algorithm, whose principle block diagram is shown in Fig. 1, the 

desired speed reference for one frequency converter (FCi) is set to the main speed reference, 

ni
*=n*. For the second frequency converter (FCk), the desired speed reference is obtained after 

correction of the main speed reference by the skew controller, nk
*=n*+n*n*. The reference 

correction, n*, is proportional to the algebraic difference of absolute encoder positions, 

E=Ei-Ek, corrected by the external disturbances compensator, EDC. The reference 

correction is calculated in relative units, and the conversion to absolute units is achieved by 

multiplying by the main speed reference, n*n*. The proportional gain of the skew controller, 

KSC, can be calculated by: 
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where nd
* is the desired reference correction for the given encoder positions difference Eg. 

To ensure the stable drive operation under large external disturbances, it is desirable to 

limit the reference correction, n*, by a limiter within the range of nmin÷nmax. 

The encoder positions difference, E, can deviate from the actual skew value for several 

reasons, such as differences in wheel circumferences where encoders are mounted, slippage 

of those wheels, differences in clearances of gearboxes, etc. The external disturbances 

compensator, EDC, takes into account and compensates all external influences on the position 

difference of two encoders by measuring the actual skew when inductive proximity switches, 

IPSi and IPSk, are above markers, Mi and Mk, symmetrically mounted along the construction 

runway. The slippage of drive wheels, as the biggest external disturbance, can be eliminated 

by mounting encoders on free wheels, as shown in Fig. 1. 

The operation principle of the external disturbances compensator is illustrated in Fig. 2. 

 

Fig. 2 The operation principle illustration of the external disturbances compensator 

Position a) in Fig. 2 illustrates the controlled multi-motor drive with a wide span whose 

construction is skewed by the value s. The skew value represents the distance between the 

construction reference point on the motor side IMi and the normal to the movement 

direction drawn from the construction reference point on the motor side IMk. 

Position b) in Fig. 2 illustrates the operation principle of the external disturbances 

compensator. The actual skew of the construction, s, is measured by encoders, and it is the 

distance travelled by the first activated inductive proximity switch over the associated 

marker until the activation moment of the second inductive proximity switch. The output 

from the external disturbances compensator, i.e. the compensation value, is the difference 
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between the difference of absolute encoder positions and the actual skew, EDC = E − s, 

and it corresponds to the influence of external disturbances on the construction skewing. 

In this way, with each passage over the markers, the influence of all external disturbances, 

accumulated between two pairs of markers, is eliminated. 

For each wide span construction, the value of critical skew, scr, which can compromise its 

stability, is known. The skew controller is designed according to the allowable maximum skew, 

smax, which must be less than the critical skew, smax < scr. Depending on the technical 

requirements, the value of the allowable maximum skew in practice should be chosen from 

the range of (0.4÷0.8) scr. 

The length of all markers along the runway should be the same and equal to the 

allowable maximum skew, lm = smax, to enable the skew control in the manner explained in 

Section 3. 

The distance between each pair of markers along the runway, Lm, must be such that, 

during the movement of the drive between markers, external influences on the position 

difference of two encoders cause the construction skewing less than the allowable 

maximum skew. Let the drive move at a constant linear speed v. The distance between the 

markers will be covered in time: 

 m
m

L
t

v
= . (2) 

Also, let us assume that during the movement of the drive, due to external disturbances 

(such as differences in wheel circumferences where encoders are mounted, slippage of 

those wheels, differences in clearances of gearboxes, etc.), the maximum expected 

difference between linear speeds of leg i and leg k of the drive is v. To ensure that during 

the movement of the drive between markers external influences on the position difference 

of two encoders cause construction skewing less than the allowable maximum skew, the 

following must be met: 

 max
m

s
t

v



 . (3) 

The distance between each pair of markers, based on equations 2 and 3, is: 

 max
m

s
L

v
v




 . (4) 

Finally, the expression for calculating the distance between each pair of markers, Lm, can 

be written as follows: 

 max

%

100%m

s
L

v
 


 , (5) 

where v% is the maximum expected difference between linear speeds of the leg i and leg 

k of the drive, expressed in percentages. 

The number of marker pairs, Nm, for a runway of the length L, can be calculated using 

the following expression: 

 m

m

L
N

L
  . (6) 
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In practice, the maximum expected difference between linear speeds of the leg i and leg 

k of the drive, v%, is a few percent at most. When adopting this value, one should consider 

the fact that a higher value increases safety, but it also increases the number of markers, so 

a compromise solution needs to be found. 

To ensure stable drive operation under large external disturbances, it is desirable to 

limit the reference correction, n*, by a limiter within the range of nmin÷nmax, where 

nmin = −nmax. Limiter saturation values should be adopted assuming irregular operation 

of the skew control (e.g., failure of one encoder), with the condition that the allowable 

maximum skew, smax, is reached within the desired time, td. In the case of irregular 

operation of the skew control, the worst-case scenario is when the limiter operates at its 

saturation value, e.g. nmax. Then there is the maximum difference between linear speeds 

of leg i and leg k of the drive, vmax, which amounts to: 

 max max

1

60
dw

dw

v n D
I


 =      , (7) 

where Idw is the drive wheel gearbox ratio, and Ddw is the drive wheel diameter. 

Under the above conditions, the following applies: 

 max
max

d

s
v

t
 =  . (8) 

The limiter saturation value, based on equations 7 and 8, is: 

 max
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Finally, the expression for calculating the limiter saturation value, nmax, in percentages of 

the drive maximum main speed reference, nmax
*, can be written as follows: 

 max
max,% *

max

1 60
100%dw

dw d

s
n I

D tn
 =    


 . (10) 

The desired time, td, is adopted depending on the required drive performance. It should 

be noted that a smaller value provides a wider limiter range and faster skew controller 

response, but it can cause control instability. The typical limiter saturation value is in the 

range of (5÷15) %. 

If it is adopted that the desired reference correction is equal to the limiter saturation 

value in relative units, nd
* = nmax,% / 100 %, for the given encoder positions difference 

corresponding to the encoder position increment for the distance travelled in the length of 

the allowable maximum skew, Eg = Ep,max, the proportional gain of the skew controller, 

KSC, can be calculated using the expression: 
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The encoder position increment for the distance travelled in the length of the allowable 

maximum skew, Ep,max, is: 
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 ,max ,1m maxp pE E s=   , (12) 

where Ep,1m is the encoder position increment per meter of travel. 

The encoder position increment per meter of travel, Ep,1m, can be calculated as follows: 

 ,1m ,

1
p p rev fw

fw

E E I
D

=  
 

 , (13) 

where Ep,rev is the encoder position increment per revolution, Ifw is the free wheel gearbox 

ratio, and Dfw is the free wheel diameter. 

Finally, for the proportional gain of the skew controller, KSC, by substituting expressions 

10, 12, and 13 into expression 11, is obtained: 
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The designed skew controller should be experimentally verified upon commissioning 

the drive, and that in accordance with the desired performance. 

In the appropriate hardware environment typical for controlled multi-motor drives, 

which implies the application of frequency converters and PLC systems interconnected by 

one of the industrial communication networks, the implementation of the proposed skew 

control algorithm is simple with minimal hardware upgrade. The necessary additional 

hardware consists of two absolute encoders and two inductive proximity switches with 

appropriate markers, the number of which is determined by calculation. By designing the 

skew controller as described and verifying it experimentally, desired drive performances 

can be achieved. 

3. PLC PROGRAM ALGORITHM FOR SKEW CONTROLLER 

Skew control is realized by the skew controller, which is designed in the PLC system by 

writing the appropriate program code. The PLC program algorithm for the proposed skew 

controller from Fig. 1 is shown in Fig. 3. 

In the “skew check (M)” block, shown in Fig. 4, the fact that the length of all markers 

along the runway is the same and equal to the allowable maximum skew, lm = smax, is utilized. 

Based on information from inductive proximity switches obtained when passing over the 

markers, this block checks the skew. If the skew exceeds the length of the markers, it sends 

a signal to stop the drive operation. Skew control by this block is independent of encoder 

functionality and any external disturbances, and it is active when the drive passes over the 

markers. 

The “position difference (M)” block, whose PLC program algorithm is shown in Fig. 5, 

measures the difference in positions of the leg i and leg k of the drive, i.e. the actual skew 

of construction, s, as the difference of absolute encoder positions at the moment of 

inductive proximity switches activation upon passing over the markers. The actual skew of 

the construction, s, is taken into account when the inductive proximity switches become 

inactive, i.e. when the drive passes over the markers. 
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Fig. 3 The PLC program algorithm for 

 the proposed skew controller 

Fig. 4 The PLC program algorithm for 

the “skew check (M)” block 

The “position difference (E)” block, shown in Fig. 6, measures the difference between 

the absolute positions of two encoders, E, mounted on the free wheels of the leg i and leg 

k of the drive, in each processor cycle. 

The “compensation” block, whose PLC program algorithm is shown in Fig. 7, calculates 

the compensation value as the difference between the difference of absolute encoder positions 

and the actual skew, EDC=E−s. Compensation, EDC, is calculated when the inductive 

proximity switches become inactive, i.e. when the drive passes over the markers. 
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Fig. 5 The PLC program algorithm for 

 the “position difference (M)” 

block 

Fig. 6 The PLC program algorithm for  

 the “position difference (E)” block 

The “skew” block, shown in Fig. 8, calculates the skew value as the difference between 

the difference of absolute positions of two encoders and the compensation, 

scalc = E − EDC, in each processor cycle. The calculated skew value is equal to the actual 

skew, scalc = s, when the drive passes over the markers, i.e. when the compensation is 

performed. Between two compensation calculations, the calculated skew value may deviate 

from the actual skew due to the influence of external disturbances. 
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The “skew check (M and E)” block, shown in Fig. 9, checks the skew by comparing 

the calculated skew value with the allowable maximum skew in each processor cycle. If 

the calculated skew exceeds the allowable maximum skew, scalc > smax, the block sends a 

signal to stop the drive operation. 

   

Fig. 7 The PLC program algorithm for 

the “compensation” block 

Fig. 8 The PLC program algorithm for 

the “skew” block 

The PLC program algorithm for the “skew control” block is shown in Fig. 10. This 

block ensures the skew control by calculating the speed reference for one frequency 

converter, nk
*, in each processor cycle. The calculation is based on the speed reference of 

the second frequency converter, ni
*, and the calculated skew value, scalc. The reference 

correction, n* = scalc  KSC, is limited by the limiter within the range of nmin÷nmax to 

ensure stable drive operation under large external disturbances. The calculated speed 

reference in absolute units is nk
* = ni

* + n*  ni
*. 

The proposed PLC program algorithm for the skew control is primarily intended to 

control the skew in rail mounted wide span multi-motor drives. Additionally, the proposed 

algorithm also checks skew in two independent ways. This ensures the safe operation of 

wide span multi-motor drives, alongside designing the skew controller as previously 

described. 

4. PRACTICAL IMPLEMENTATION 

The proposed skew control algorithm has been implemented in the industry on the 

gantry crane installed at a sugar beet open storage in the TE-TO Senta sugar factory. Skew 

control is implemented for the gantry motion drive, whose main structural elements are 

shown in Fig. 11. 
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Fig. 9 The PLC program algorithm for 

the “skew check (M and E)” 

block 

Fig. 10 The PLC program algorithm for 

the “skew control” block 

 

Fig. 11 The gantry motion drive – main structural elements 

The gantry motion drive is a controlled multi-motor drive with four three-phase 

induction motors, 2M1 to 2M4, two per leg, supplied from frequency converters, 2U1 to 

2U4, respectively. The operation of the gantry motion drive is controlled by the PLC 

system, which manages the entire gantry crane operation. 
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The structure of the gantry is lattice, to decrease the influence of wind. The distance 

between the fixed leg and the free leg of the gantry crane is 64.5 m. It is evident that this is 

the wide span construction where two movable legs are connected by a bridge which 

represents an elastic connection. The fundamental technical requirement for such a 

construction is the synchronous movement of both sides. 

The induction motors 2M1 to 2M4 drive the common load, the gantry crane, and are 

speed-controlled by appropriate frequency converters. The frequency converters operate in 

the speed mode, utilizing their own speed controllers. Since high drive performance is not 

required, the motor speed is estimated. 

The skew control between the fixed leg and the free leg of the gantry crane is realized 

by the skew controller between frequency converters 2U1 and 2U2. The speed reference 

for frequency converter 2U1 is set to the main speed reference, n2U1
*=n*. For frequency 

converter 2U2, the speed reference is obtained after the correction of the main speed 

reference by the skew controller, n2U2
*=n*+n*n*. In accordance with the theoretical 

analysis from Section 2, the reference correction, n*, is proportional to the algebraic 

difference of absolute encoder positions, corrected by the external disturbances 

compensator, and limited within the set range. The external disturbances compensator takes 

into account and compensates all external influences on the position difference of two 

encoders by measuring the actual skew when inductive proximity switches are above 

markers, symmetrically mounted along the crane runway. The slippage of drive wheels, as 

the biggest external disturbance, is eliminated by mounting encoders on free wheels. 

The following data about the gantry motion drive are known: 

▪ three phase induction motors: 5.5 kW, 1455 rpm; 

▪ transmission mechanism – drive wheel: Idw=394.7368, Ddw=0.5 m; 

▪ transmission mechanism – free wheel: Ifw=15.6466, Dfw=0.5 m; 

▪ length of the crane runway: L=300 m; 

▪ critical skew: scr=1 m; 

▪ absolute encoders: multiturn, resolution 12 bits per revolution, 212 revolutions. 

For the chosen encoders, the position increment per revolution is Ep,rev=212=4096. The 

encoder position increment per meter of travel, calculated using expression 13, has a value of 

Ep,1m=40800. The maximum encoder position increment is (212212)-1=16777215, meaning the 

encoder can map the travelled distance of 411.2064 m. Considering the length of the crane 

runway to be mapped and an appropriate degree of security, it is clear that two absolute encoders 

have been well chosen. 

In accordance with the theoretical analysis from Section 2, and considering the critical 

skew value, the allowable maximum skew of smax=0.5 m was adopted. Also, in line with 

the theoretical analysis from Sections 2 and 3, the length of all markers along the crane 

runway is the same and equal to the allowable maximum skew, lm=smax=0.5 m. 

For the adopted value of the maximum expected difference between linear speeds of 

the fixed leg and the free leg of the gantry crane v%=1 %, the distance between each pair 

of markers, based on expression 5, should satisfy the condition Lm50 m. Also, the number 

of marker pairs, according to expression 6, should meet the condition Nm6. Considering 

the obtained values, 6 marker pairs along the crane runway have been adopted, mounted at 

a maximum distance of 50 m. 

The adopted value of the desired time to reach the allowable maximum skew, assuming 

irregular skew control operation (e.g. failure of one encoder), is td=60 s. Also, considering 



 Skew Control of Rail Mounted Wide Span Multi-motor Drives 29 

the nominal motor speed, the adopted drive maximum main speed reference has a value of 

nmax
*=1455 rpm. Now, the saturation value of the skew controller limiter in percentages of 

the drive maximum main speed reference, based on equation 10, is nmax,%=8.6356 %. 

The proportional gain of the skew controller, calculated using expression 14, has a value 

of KSC=1/236230. 

Based on the calculated values for the proportional gain of the skew controller and for 

the saturation value of the skew controller limiter, the following values have been adopted: 

KSC=1/236230 and nmax,%=10 %. Now, the limiter setting is  10 %. The designed skew 

controller was experimentally verified upon commissioning the drive. 

5. EXPERIMENTAL RESULTS 

Upon commissioning the gantry crane installed at a sugar beet open storage in the TE-TO 

Senta sugar factory, to determine the performance of the described skew control algorithm 

implemented in the gantry motion drive, time dependencies of characteristic quantities were 

recorded using frequency converters (ASC550 series) and PLC system (90 series, CPU 07 KT 

98), utilizing the “907 AC 1131” software, all manufactured by ABB. 

The time dependencies of motor speeds and the calculated skew value were recorded, with 

a sampling time of 20 ms. The PLC system retrieves motor speeds from the frequency 

converters via the PROFIBUS DP industrial communication network. Motor speeds are 

estimated quantities, expressed as integer values in [rpm]. The calculated skew value is 

computed in the PLC system and expressed as an integer value in [cm]. 

Characteristic time dependencies for the gantry motion drive, for the movement direction 

that is adopted as positive, are shown in Fig. 12 to Fig. 14. 

The desired speed reference for frequency converter 2U1 is set to the main speed reference 

of the drive, n2U1
*=n*, and has a value of 1000 rpm. From Fig. 12, it can be concluded that the 

motor speed n2U1 “well” follows the speed reference, with a certain ripple that is a consequence 

of various external disturbances. 

The time dependence of the calculated skew value, scalc, is shown in Fig. 14. The gantry 

crane moved between two pairs of markers for some time, and the skew controller reduced the 

skew (scalc) to a value of 0 cm. At the moment t  0.1 s the inductive proximity switches become 

inactive, i.e. they passed over the markers. External disturbances compensation was performed. 

The calculated skew value is now equal to the actual skew and has a value of scalc = – 2 cm. The 

“minus” sign indicates that, relative to the direction of the gantry crane movement, the free leg 

lags behind the fixed leg. 

So, while the gantry crane was moving between two pairs of markers, the skew controller 

reduced the skew (scalc) to a value of 0 cm. However, due to various external influences on the 

position difference of two encoders, the calculated skew value differs from the actual skew by 

– 2 cm. This difference is compensated when the inductive proximity switches pass over the 

markers (t  0.1 s). 

After the moment t  0.1 s, to reduce the skew, for frequency converter 2U2, the speed 

reference is obtained after correction of the main speed reference, n*=n2U1
*, by the skew 

controller, n2U2
*=n*+n*n*. Considering that the free leg lags behind the fixed leg, it should 

hold true that n2U2
* > n2U1

*. By analyzing Fig. 13, it is clear that the motor speeds difference 

n2U1-n2U2 varies within the range of about – 22 rpm to 10 rpm, with the mean value certainly 

being less than zero, consistent with the previous conclusion. 
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Fig. 12 The motor speed of 2M1, n2U1 

 
Fig. 13 Motor speeds difference between 2M1 and 2M2, n2U1-n2U2 

 
Fig. 14 The calculated skew value, scalc 

As a consequence of the skew controller operation, at the moment t  3.3 s the skew 

decreases, and the calculated skew value is scalc = – 1 cm. Considering that the free leg lags 

behind the fixed leg, it should hold true that n2U2
* > n2U1

*. By analyzing Fig. 13, it is clear that 

the motor speeds difference n2U1-n2U2 varies within the range of about – 16 rpm to 2 rpm, with 

the mean value certainly being less than zero, consistent with the previous conclusion. 

If the gantry crane continues to move, as a consequence of the skew controller operation, 

the skew will continue to decrease, and the calculated skew value will reach the value of 
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scalc = 0 cm. Due to the limited number of points in recording the time dependencies, that 

moment is not shown in Fig. 12 to Fig. 14. 

Based on the presented analysis, it can be concluded that during the operation of the gantry 

motion drive, the calculated skew value changes within narrow limits, far less than the allowable 

maximum skew. Additionally, it is clear that as a consequence of the skew controller operation, 

the calculated skew value decreases. Since the calculated skew value may differ from the 

actual skew due to various external influences on the position difference of two encoders, 

special attention is paid to analyzing the operation of the external disturbances 

compensator. It is clear that when the inductive proximity switches pass over the markers, 

all external disturbances compensation is realized. Due to various external disturbances, 

and as a consequence of the skew controller operation, a difference in motor speeds occurs, 

which is limited by the limiter to ensure stable drive operation. 

Considering the above, as well as the experimental results shown in Fig. 12 to Fig. 14, the 

conclusion is that the implementation of the skew control algorithm in the gantry motion drive 

is necessary, and that the proposed algorithm, whose principle block diagram is shown in Fig. 1, 

has satisfactory performance. 

6. CONCLUSION 

In this paper, a simple and practical method for skew control of rail mounted wide span 

multi-motor drives is proposed. The design of the skew controller is analyzed in detail, and the 

PLC program algorithm for the practical implementation of the proposed solution is presented. 

This innovative skew control algorithm is suitable for implementation in existing drives. In the 

appropriate hardware environment typical for controlled multi-motor drives, which implies the 

application of frequency converters and PLC systems interconnected by one of the industrial 

communication networks, the implementation of the proposed skew control algorithm is simple 

with minimal hardware upgrade. The necessary additional hardware consists of two absolute 

encoders and two inductive proximity switches with appropriate markers, the number of which 

is determined by calculation. 

An unavoidable requirement in forming the skew control algorithm is maintaining safety 

and functionality in specific situations, such as the failure of key components, occurrences of 

wear, skidding of one side in relation to the other, uneven loading of individual sides due to the 

position of the load, and the influence of wind on drives located outdoors. For this reason, the 

external disturbances compensator is formed as a separate structure in the control algorithm. 

This compensator, based on the additional system of markers, corrects potential skew 

calculation errors and ensures the reliable operation of the skew controller. By designing the 

skew controller as described and verifying it experimentally, desired drive performances can be 

achieved. 

Additionally, the practical implementation of the proposed skew control algorithm in the 

industry, on the gantry crane installed at a sugar beet open storage in the TE-TO Senta sugar 

factory, is presented. Upon commissioning the gantry crane, time dependencies of 

characteristic quantities were recorded in order to determine the performance of the described 

solution. In this paper, part of the detailed performance analysis results is shown, which 

confirmed good control characteristics. 
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Abstract. This paper presents an efficient method for compensation of frequency-

dependent (FD) transmitter In-phase Quadrature (IQ) imbalance. Proposed method 

compensates imbalance by exploiting indirect learning architecture (ILA) and complex 

filters whose coefficients are determined in an iterative process. Compensation 

performance is assessed after the method has been implemented in a Software Defined 

Radio (SDR) platform, capable of transmitting modulations at different central 

frequencies. Measured results demonstrate that the imbalance related images are 

reduced down to the noise floor. After applying the proposed IQ imbalance correction 

method, the transmitter image rejection ratio (IRR) is increased by 15dB in the case of 

an SDR transmitter operating at central frequency of 1.7 GHz. The ADC/DAC sampling 

rate is 61.44MS/s, while the signal bandwidth, for which the compensation is 

performed, is 30.72MHz. The advantage of the proposed method is low complexity in 

terms of a reduced number of coefficients. The method is generic and can be utilized for 

IQ imbalance compensation when wideband signals are transmitted.  

Key words: In-phase, quadrature imbalance, complex filters, indirect learning 

architecture, digital predistortion. 

1. INTRODUCTION 

Identification of nonlinear systems with memory effects is one of the challenging 

topics in wireless communications. The Orthogonal Frequency Division Multiplexing 
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(OFDM) systems have been widely used in many communication standards achieving 

high data rates and spectral efficiency [1]. However, performance of OFDM systems is 

significantly degraded in a presence of power amplifier (PA) nonlinearities and its 

memory effects. The degradation is caused by signal multi-carrier nature which 

introduces high peak-to-average power (PAPR) ratios and inter-modulation product 

terms. The resulting in-band interference severely degrades the signal quality. In addition, 

PA nonlinearity introduces out-of-band interference producing spectral regrowth [2].  

Digital pre-distortion (DPD) is an efficient method that improves performance and energy 

efficiency of wireless infrastructure, compensating various transmitter imperfections [2]. DPD 

is basically used for compensation of PA distortions which arise due to the nonlinear PA 

transfer characteristics. DPD is implemented in the base-band (BB), before the digital-to-

analogue (DA) conversions and BB to radio-frequency (RF) frequency up-conversions are 

performed. Other imperfections which can be compensated by DPD include transmitter in-

phase and quadrature (IQ) imbalance and the crosstalk which exist between different channels 

in multi-input multi-output (MIMO) systems [3].  

The IQ imbalance (IQI) occurs when the phase or amplitude of I and Q signal components 

are not perfectly matched. The impact of IQI on signal quality can be harmful, leading to the 

spectral regrowth, increased error rates and reduced system performance. This paper presents 

an efficient frequency-dependent (FD) IQI compensation method dedicated for usage in 

software-defined radio (SDR) transceivers. The compensation method is implemented in the 

BB using complex finite impulse response (FIR) filters whose coefficients are determined in 

an iterative process. The advantage of proposed method is that the IQI compensation is 

performed during the transmitter operation. Another advantage is low complexity in terms of 

reduced number of complex valued coefficients. Steps for efficient imbalance mitigation are 

thoroughly described, starting from a mathematical model to complete realization in SDR. 

This paper is organized as follows. Related work is given in the following section. In 

the Section 3 the IQI mitigation method is described. In Section 4, the simulation setup is 

presented, followed by simulation results. The measured results are presented in Section 

5. Section 6 is dedicated to discussion. The conclusion is drawn in the last section. 

2. RELATED WORK 

The IQI of RF transceivers is caused by various sources, such as the mismatches in 

the components of the transmitter chain, imperfections in the analog circuits including the 

analogue low-pass filters (LPF), phase and gain mismatches in mixers or limitations in 

the analogue-to-digital (ADC) and digital-to-analogue converters (DAC) [4].  

Various techniques are employed for compensation of the IQ imbalance in wideband 

transmitters which can be generally divided in calibration and adaptive techniques.  

Calibration methods are based on the measurement of actual imbalances in the 

hardware and applying digital correction schemes to compensate for these imbalances 

[5], [6]. Calibration techniques rely on utilization on test signals and their operations are 

performed at transceiver start-up [5]. Adaptive compensation techniques neutralize 

imbalance during transceiver operation [6].  

The Refs [5]-[7] investigate the mismatches between LPFs of transmitter I and Q 

signal paths as a source of the FD IQI. In order to equalize the LPF frequency responses, 

a feedback path, consisting of additional ADC, is used to bring back the transmitter 
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output signal to the BB for imbalance detection [5], [6]. The imbalance is compensated 

using digital filters [5], [7]. In Ref. [5] the single-tone signals are used as the test signals. 

The least squares (LS) optimization method is employed to minimize the error that exists 

between the desired filter response and the measured one. In Refs. [8], [9] the transmitter 

impairments are reduced using complex-valued FIR filters. The coefficients are calculated in 

an iterative process which is based on the LS method.  

DPD is often employed for the FD IQI mitigation [10]. Many publications combine the 

IQI compensation with PA linearization. Such publications extend the parallel Hammerstein 

structure [11], Volterra series model [12] and asymmetrical complexity-reduced Volterra 

series model [13]. Impairments are cancelled using the complex-valued filters. The filter 

coefficients are determined in an adaptive process that utilizes monitoring path in form of 

additional receiver [11]-[13]. Although efficient, methods suffer from an increase in 

computational complexity compared to an independent IQI compensation [14]. 

Most of the techniques which are found in the literature are implemented using 

laboratory equipment, in which modulation waveforms are created by software and 

vector signal generators (VSG).  

In previous work [15] memory polynomial (MP) DPD is created that jointly compensates 

transmitter FD IQI, PA nonlinearity and PA memory effects. The disadvantage of MP DPD is 

limited signal bandwidth, because DAC/ADC sampling frequency should be at least five 

times greater than signal bandwidth. For ADC/DAC sample rate of 61.44MS/s, the maximum 

signal bandwidth of 20MHz is achieved [15]. In the Ref. [16] both transmitter and receiver 

IQI are calibrated in the same process. The method is developed for IQI compensation and 

wideband fifth generation new radio (5G NR) signals transmission. The maximum signal 

bandwidth of 100MHz is achieved at ADC/DAC sampling rate of 245.75MS/s [16]. The FD 

IQI is compensated by complex filters [17]. The IQI calibration method [16] does not use 

monitoring path and coefficient calculation process is not adaptive. The calibration procedure 

is executed only at transceiver power-up. The method [16] utilizes single tone test signals for 

IQI identification and calibration. During calibration process the digital modulator is stopped 

and numerically controlled oscillator (NCO) is employed for test signal generation [16]. 

Unlike the method described in [16], the proposed method is adaptive and utilizes a 

monitoring path for IQI identification. This implies that compensation is performed 

during the transceiver normal operation. The transmitter impairments are reduced using 

adaptive complex-valued FIR filters. The coefficients are calculated in an iterative 

process that is based on the recursive least squares (RLS) method. The method can be 

employed in the applications when wideband signals are transmitted. 

3. IQ IMBALANCE CORRECTION METHOD 

The signal x(n), consisting of quadrature components xI(n) and xQ(n), is modified by 

the IQ imbalance source into the signal y(n), consisting of components yI(n) and yQ(n). 
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Amplitude response functions of I and Q channels are denoted by GI(ω) and GQ(ω), 
while corresponding channel phases are φI(ω) and φQ(ω). The IQ imbalance is defined by 
gain and phase imbalance functions, εerr(ω) and φerr(ω), which are defined by (2) and (3) [10]:  
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Transmitter IQI leads to the incomplete image signal rejection which is quantified by 

image rejection ratio (IRR) [10]: 
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The functions εerr(ω) and φerr(ω) are frequency dependent. The transmitter, which is 

composed of real valued circuits, has positive symmetrical εerr(ω) around the DC and 

negative symmetrical φerr(ω) [18]. In this case, the imbalance can be compensated using 

two real-valued FIR filters positioned in the BB, in separate I and Q signal paths. 

However, in RF, the transmitter symmetry may be degraded. It was proven that 

transmitters produce asymmetric εerr(ω) and φerr(ω) [9]. The utilization of valued digital 

filters is required for IQI compensation [9]. 

The generalized diagram of the circuit dedicated for wideband IQ imbalance 

correction is depicted in Fig. 1a). The correction scheme is based on utilization of a 

complex FIR filters, adopted from [9]. The IQ imbalance correction method utilizes an 

indirect learning architecture (ILA) which is comprised of two complex filters, denoted 

with predistorter and postdistorter, as depicted in Fig. 1a). The predistorter takes at input 

the complex-valued signal xp(n), produced by a digital modulator. The real and 

imaginary parts of xp(n) are denoted with xpI(n) and xpQ(n), respectively. 

 

   

Fig. 1 a) Indirect learning architecture dedicated for IQI rejection b) complex FIR structure  

The predistorter produces at output the signal yp(n) consisting of ypI(n) and ypQ(n) 

components:  
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The parameter N represents the filter order, while ai, bi, ci, di are FIR coefficients. 

Postdistorter is a simple copy of predistorter, both sharing the same set of coefficients.  

 

0 0

( ) ( ) ( )

( ( ) ( )) ( ( ) ( )).

I Q

N N

i I i Q i I i Q

i i

y n y n y n

a x n i b x n i c x n i d x n i
= =

= +  =

 − +  − +  − +  − 

j

j
 (6) 

The block diagram of the complex FIR dedicated for IQ correction is depicted in Fig. 

1b). The circuit is composed of four real valued FIR filters. Two real-valued FIRs are 

positioned in I and Q signal paths. The other two are located in the cross paths. The FIR 

filters have length N. The coefficients are calculated in an adaptive process using RLS 

algorithm. The RLS aims to minimize the sum of the squares of the difference between 

the predistorter and postdistorter outputs. The RLS cost function K(n) is defined as: 
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where uI(n) and uQ(n) are real and imaginary parts of the yp(n), delayed by loop delay 

from predistorter output to the postdistorter output. The λ is the RLS “forgetting factor” 

[10]. In order to minimize K(n), system of linear equations is formed by setting to zeros 

the partial derivatives of K(n) in respect to ai, bi, ci, di. To express system of equations in 

a matrix form, the coefficients ai, bi, ci, di are stored in the vector S(n). 
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The signals uI(n) and uQ(n) are stored in the vector u(n): 

 4( 1) 4( 1)(n) [ ] [ ( ) ( ) 0 0] .i N+ I Q N+u u n u n ...= =u   (9) 

The signals xI(n) and xQ(n) and its previous samples are stored the matrix X(n), which 

has dimension 4(N+1)x4(N+1): 
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Following the RLS algorithm, after every training step, the elements of matrix A(n) 

and vector B(n) are calculated according to (11) and (12). The matrices A(n) and B(n) 

have dimensions 4(N+1) x 4(N+1) and 4(N+1) x 1, respectively.  
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The system of equations in matrix form is expressed by (13). The ai, bi, ci and di are 

found by solving the (13). 

 )()()( nnn BSA = , (13) 

4. SIMULATION OF IQ CORRECTION METHOD 

The IQI corrector model has been implemented in SystemC [19], the set of C++ 

classes which can be used to system-level modeling [19]. The advantage of SystemC 

utilization is possibility to simulate the real-time environments, using datatypes offered 

by standard C++ and additional ones, defined in the SystemC libraries. The simulation 

setup is depicted in the Fig. 2. The figure presents the transmitter and receiver paths 

consisting of the digital modulator, predistorter, postdistorter, the IQ imbalance source, 

inverse SINC filter, ADC and DAC, modeled in SystemC. 

 

 

Fig. 2 Simulation setup for IQ imbalance rejection  

As a test waveform the low intermediate frequency (low-IF) waveform is used. It 

consists of the sixteen single frequency tones. The waveform is generated at the rate of 

61.44MS/s. The frequencies of successive tones are spaced by 0.96MHz, covering the 

frequency range from DC to the 15.36MHz.  

The SystemC model of IQ corrector is designed based on (5). The order of complex 

filter is represented by parameter N. In every training step, new elements of matrices A(n) 

and B(n) are calculated according to (11) and (12). The coefficients are obtained after the 

system of equations (13) is solved. For this task the LU decomposition method is used. 

After the signal is processed by predistorter, the imbalance is inserted into signals (Fig. 2).  

The IQI source is created based on measured data. For this purpose, the RF 

transceiver IC LMS7002M [20] is tuned to central frequency of 3.55GHz. Transmitter IQ 

gain and phase error values are determined for the BB frequencies in the range between -

30.72MHz and 30.72MHz, with a step of 5MHz. The imbalance values are calculated and 

used as inputs of IQI source model. Derived gain and phase imbalance functions manifest 

FD behavior and they are depicted in Fig. 3a). 
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                  a)                                                               b) 

Fig. 3 a) Measured gain and phase errors of transmitter at 3.55GHz, b) Simulation results of 

transmitter output a) when correction is bypassed and b) when correction is applied. 

The DAC roll-off is compensated by an inverse SINC filter. In simulations the 

arithmetical precision of 18 bits is adopted and the number of points for FFT is set to 216. 

The simulation results shows efficiency of the proposed method in image rejection. Fig. 

3b) depicts the power spectral densities of transmitter output signal when corrector is 

bypassed and in the case when IQI correction method is applied. As it can be seen from 

Fig. 3b), imbalance produced tone signals are completely removed. The presented results 

correspond to the 18-bit ADC/DAC resolution and utilized filter order is N=16. 
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                  a)                                                               b) 

Fig. 4 a) IRR results as a function of filter order N and BB frequency. b) The impact of 

ADC/DAC resolution Res on IRR results at different BB frequencies. 

Simulations gave valuable information about required complex filter order N and 

ADC/DAC sampling rate. In simulations, the influence of filter order N on IQI mitigation 

performance is investigated. The N is gradually increased from N=5 to N=15. The IRR 

results, as a function of N, are presented in Fig. 4a). The results correspond to the 18-bit 

ADC/DAC resolution and the sample rate of 61.44MS/s. The results in Fig. 4a) show 

dependence between the selected filter order and obtained IRR values. The imbalance is 

more efficiently compensated with the increase of N. On the other side, lower N occupies 
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less hardware resources. If we take the result as satisfactory when IRR is improved over 

60dB, it can be concluded that filter order should be greater or equal than N=7. 

Finally, the impact of ADC/DAC resolution on IQI mitigation performance is 

analyzed. The resolution, denoted with parameter Res, is changed from Res=12 to Res=18, 

with a step of ΔR=2. In the simulations the filter order is set to 16 and the sample rate is 

61.44MS/s. The amplitudes of tones at negative frequencies are determined and IRR values 

calculated. The IRR results are presented in Fig. 4b). The imbalance related images are 

efficiently suppressed if Res is greater or equal than 14. 

5. IMPLEMENTATION AND MEASURED RESULTS  

Measurement results are obtained after the method has been implemented in the 

LimeSDR board [21]. The SDR incorporates a transceiver IC LMS7002M [20] for the 

frequency conversion between BB and RF. The chip is capable of transmitting modulations at 

different central frequencies from several MHz to 3.8GHz. The transmitter exhibits FD IQI 

whose amount is increased with the increase of central frequency [16]. 

 

Fig. 5 IQI corrector implementation in the SDR board. 

The general block diagram of the SDR board is depicted in Fig. 5. For clarity, only 

hardware blocks, which are required for method description, are shown in Fig. 5. The 

Altera Cyclone IV FPGA chip is utilized for the implementation of IQI compensation 

circuits [20]. The board uses 12-bit DAC/ADCs and it is connected to the CPU core 

through the USB interface [21]. For the development or demo, the test waveform can be 

uploaded and played from FPGA internal RAM blocks. In real applications, the CPU 

core performs digital modem functions transmitting the waveforms over USB interface at 

a rate of 30.72MS/s [21]. 

The SDR board implements both transmit (TX) and receive (RX) channels [21]. The 

IQ corrector is located in the TX path (Fig.5.). For IQ imbalance identification additional 
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RX channel is used, whose output is represented by the signal x(n) in the Fig. 5. The 

monitoring path is utilized by the complex filter training process.  

The interpolation circuit is used to double the data rate from 30.72MS/s to 61.44MS/s. 

It is followed by the IQ corrector (the predistorter), implemented as 8th order complex 

FIR filter. The number of real-valued coefficients is 4(N+1) = 36. The circuit operates at 

61.44MS/s sample rate. Its implementation in FPGA is optimized by multiplexing input 

data and executing the operations at the clock frequency of 122.88MHz, which is 

determined by longest propagation delay of FPGA blocks. The 18-bit arithmetic precision 

is adopted based on the simulation results. 

The predistorter occupies following FPGA resources: 2130 combinatorial adaptive 

look-up tables (ALUT), 3402 dedicated logic registers and 18 DSP blocks. The FPGA have 

the provision of capturing following signals: the corrector input xp(n), output yp(n) and 

monitoring path input x(n). The xp(n), yp(n) and x(n) data streams are made available to the 

CPU core over the USB interface. The coefficients are calculated by software performing 

the role of the postdistorter. In each RLS iteration step, after the coefficients are calculated, 

they are sent back to LimeSDR board via USB interface. Beside LimeSDR board and CPU 

core, the hardware equipment includes the Rigol DSA1030 spectrum analyzer (SA). The 

SA input is connected to TX output and SA is used for IRR measurements.  
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                  a)                                                               b) 

Fig. 6 a) Spectra of signals obtained at transmitter output when 13-tone waveforms is 

applied, obtained at central frequency of 1.7GHz b) Measured IRR results 

obtained at the same central frequency. 

The software consists of Lime Suite GUI application [21] dedicated to configuration 

of SDR board and specially created command-line application. At the beginning of 

measurement process, the configuration file is loaded into LMS7002M using Lime Suite 

GUI. Also, the LMS7002 DAC and ADC sample rate is configured to 61.44MHz. Upon 

loading the configuration files, the LMS7002M transmitter is set in un-calibrated state.  

The command-line application is created specifically for IQ calibration process 

control. It implements the postdistorter, performing the operations defined by (11) – (13). 

In order to automate the measurement process, the application provides control of SA via 

virtual instrument software architecture (VISA) interface. The IRR measurements are 

conducted before the calibration, and after the calibration is done.  
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In order to assess the IQI mitigation performance, asymmetrical positive-band 

thirteen-tone waveform is used as a test signal. The waveform is generated at the rate of 

30.72MS/s. The frequencies of successive tones are spaced by 0.96MHz, covering the 

frequency range from DC to the 12.48MHz. Besides, the LMS7002M local oscillator 

(LO) is tuned to the frequency of 1700MHz.  

Fig. 6a) illustrates the results by showing power spectral densities of the transmitter 

output with and without using IQI corrector. The IRR values, measured at negative BB 

frequencies, are given in Table 1. It can be seen from Fig. 6b) that IRR is increased from 

35dB, measured for un-calibrated transmitter, to approximately 50dB.  

Table 1 IRR at negative frequencies for 13-tone waveform 

f [MHz] -6.72 -5.76 -4.8 -3.84 -2.88 -1.92 -0.96 

IRR[dB] 
Corr. off 32.92 37.3 34.08 38.46 35.4 29.56 36.31 

Corr. on 47.08 50.27 48.57 49.81 47.04 47.38 49.19 

f [MHz]   -12.48 -11.52 -10.56 -9.6 -8.64 -7.68 

IRR[dB] 
Corr. off  30.27 34.92 30.99 35.76 31.71 36.4 

Corr. on  43.15 49.46 46.01 49.32 45.82 49.07 

6. DISCUSSION  

The simulation and measurement results demonstrate an efficient IQI mitigation 

without sacrificing the transmitter output power. The advantage of the proposed method 

is that the transmitter’s static IQ calibration procedure is not required.  

The IQI correction is implemented using a complex FIR filter whose coefficients are 

found iteratively by an RLS algorithm. The postdistorter is implemented in the software. 

In each iteration step, new coefficients are calculated and sent back to the predistorter. 

The FIR registers are programmed periodically, once after every several seconds during 

the transmitter operation. In simulations the impact of complex filter order N on IRR 

results is analyzed. It is shown that N should be greater than 8 in order to have IRR values 

greater than 60dB. Furthermore, in simulations the impact of ADC/DAC resolution on the IQI 

compensation performance is analyzed. The resolution Res=14 gives satisfactory IRR results. 

The IQ compensation performance of the method is evaluated after it is implemented 

in low-cost SDR board. The resolution of ADC/DACs, located in the transceiver IC 

LMS7002M, is limited to 12 bits [21]. The data rate of digital interface between FPGA and 

LMS7002M is limited to 61.44MS/s [21]. The ADC/DAC sampling rate is 61.44MS/s, while 

the signal bandwidth, for which the compensation is performed, is 30.72MHz.  

The method provides low complexity in terms of a reduced number of coefficients. 

The number of coefficients is 4(N+1). For parameter N=8, the number of coefficients is 

36. A reduced number of coefficients enables savings of FPGA resources. It is worth 

mentioning that beside the IQ corrector, the TX chain includes the other digital blocks, such as 

the crest factor reduction (CFR) and post-CFR FIR filters, for which implementation 

significant amount of FPGA resources is required [22]. 

In a simulation and in real measurements asymmetrical multi-tone signal is used as 

test waveform. However, in a simulation and in real measurements the system parameters 

are not identical. In simulations, the waveform sample rate is 61.44MS/s. The highest tone is 

positioned at 15.36MHz, which is half of the Nyquist frequency. In the measurements, the 
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sample rate of the input waveform is 30.72MHz, and therefore, it was impossible to 

generate a tone at 15.36MHz. Instead, in measurements, thirteen-tone waveform is used. 

After the interpolation block is utilized, the sample rate is increased to 61.44 MS/s and the 

Nyquist frequency became 30.72MHz. The highest tone in the waveform is made close to 

the half of the Nyquist frequency. The measurement results, which are presented in Table 1, 

confirm the accuracy of the simulation results. Before compensation is performed, the 

average IRR is 34.16 dB. After the compensation is performed, the average IRR becomes 

47.85dB. Although the IQI effects are observed and analyzed for negative image 

frequencies, the method gives similar results if IQI is present at positive frequencies.   

The advantage of the proposed IQ corrector, compared to MP DPD [15], is reduced 

ADC/DAC sampling rate. For example, in order to transmit 100MHz wideband signals, 

the MP DPD ADC/DAC sampling frequency must be at least 500MHz [15]. If the 

proposed method is used for transmission of 100MHz signals, very high-speed ADC and 

DAC are not required. Sufficient ADC/DAC sample rate is 245.76MS/s. Transmitted signal 

bandwidth maximum is equal to the half of a sampling frequency. Moreover, being 

adaptive, the proposed method has significant advantage over the method presented in [16]. 

The proposed IQ calibration method is generic and can be applied in wideband transmitters. 

Table 2 Comparison of proposed method with the methods found in literature  

reference BB bandwidth 

[MHz] 

Sample rate 

[MS/s] 

Central 

frequency 

[GHz] 

Before comp. 

IRR[dB] 

After comp. 

IRR[dB] 

[23] 400 800 11 20 45 

[13] 150 10000 1 40-45 50-55 

[16] 100 245.76 1.5-3.5 20-30 45-55 

proposed 30.72 61.44 1.7 35 50 

Another advantage of the proposed IQ corrector is reduced complexity. The MP DPD 

parameters are chosen to accommodate a specific PA architecture and transmitter IQI 

characteristics. The number of MP DPD coefficients is significantly larger than in the 

proposed method. In order to achieve similar IQI compensation performance, the MP 

DPD memory length should be equal to complex filter order. For the selected nonlinearity 

order M=2 and memory length N=8, the total number of MP DPD real-valued coefficients 

is 72 [15]. For N=8, the number of coefficients in proposed IQ corrector is 36. The number 

of utilized DSP blocks is directly related to the number of coefficients and it is limited by 

FPGA resources. Moreover, measured results showed that the IQ gain and phase errors get 

increased with the increase of SDR central frequency, demanding greater N value [16]. 

When comparing measured results with the results from literature test-bed conditions 

cannot be neglected, such as the number of bits of the waveforms, the data rate and 

DAC/ADC resolution. The measured results found in literature are produced using laboratory 

equipment that relies on high-performance signal generators. Moreover, calibration 

procedures are realized in MATLAB. The Ref. [23] uses a wideband transmitter with a 

400MHz bandwidth, operating at 11GHz. 

The circuit parameter estimation is carried out by high-performance BB/DAC boards 

and the CPU board, where a DAC with 16-bit resolution and 800MS/s sampling rates 

were used. The CPU board performs signal processing. Automatic parameter estimation 
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software is achieved using MATLAB. By compensating for IQI, the image components 

were reduced less than the IRR threshold of 45dB, the method yields increase in IRR by 

10-15dB. In Ref. [13] 10dB IRR enhancement is achieved. The method produces more 

that 50dB IRR on both sidebands, which indicates that the FD IQI is mitigated well. In 

the Ref. [16] 20-25dB increase in IRR is achieved for the signal bandwidth of 100MHz.   

7. CONCLUSION  

In this paper we consider the effects of the IQ imbalance in wireless transmitters and 

propose low complexity IQ correction method, based on the indirect learning 

architecture. The method yields linearization results comparable with conventional DPD 

solutions while minimizing the number of coefficients. The method performance has 

been evaluated after it is implemented on the SDR board. The measurement results show 

excellent performance in terms of IRR. The IQI images are suppressed down to the noise 

floor. In case of multi tone waveform the IRR improvement of 15dB is achieved. 

Measured results are derived with ADC/DAC sample rate of 61.44MS/s. Transmitted 

signal bandwidth is 30.72MHz. The proposed method is generic and can be utilized in 

other SDR platforms transmitting wideband signals. 
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Abstract. The paper presents the control system of a continuous vulcanization line for the 

production of cables and conductors with rubber insulation, where the vulcanization 

process takes place in water and steam (vapour) atmosphere. The control, monitoring and 

recording of relevant parameters of the whole technological process was carried out with 

help of PLC (Programmable Logic Controller) and HMI (Human Machine Interface) and 

KepwareEx server. The control system is used to generate control signals for the 

regulation of speed, tension force, extruder temperature, water level and steam pressure 

in the vulcanization tube according to the technological parameters of the line. The 

monitoring system enables visualization of all technological units of the line via the HMI 

screens. The parts and entirety of the line are represented by conveniently drawn symbols 

that change colour depending on the current state and display the variables relevant to 

the operation of this object. Through the use of the KepwareEx server and database, the 

values of the variables important for the operation of the plant are recorded in real time. 

The developed supervisory and control system allows easy operation and monitoring of 

all important parameters of the plant.  
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1. INTRODUCTION 

Rubber cables are cables with a rubber sheath and a copper conductor. The number of 

copper conductors ranges from one to several conductors. They are characterized by good 

electrical conductivity, robustness and flexibility, which make them ideal for supplying 

portable electrical equipment, devices on ships and in mines. The main characteristics are 

weather resistance, abrasion resistance, oil resistance, resistance to high mechanical forces and 

loads, flexibility and softness, resistance to UV radiation, etc. The high quality and 

performance is mainly due to the use of standard elastomers. According to the complexity of 

the assemblies and production units, the lines for the production of rubber cables, medium-

voltage and high-voltage cables are very sophisticated and complex. The paper presents the 

control system of the line for continuous vulcanization of rubber conductors and cables with 

cross-section from 4 mm2 to 95 mm2. The line produces cables with insulation and rubber 

sheath type H05RR-F 300/500V (SRPS EN 50525-2-21 (EN 50525-2-21 / VDE 0285-525-2-

21), H07RN-F 450/750V (SRPS EN 50525-2-21 (EN 50525-2-21 / VDE 0285-525-2-21), 

EpN50 0.6/1KV (SRPS N.C5.350), H01N2-D 100V (SRPS EN 50525- 2-81 (EN 50525-2-81 

/ VDE 0285-525-2-81) [1]. 

2. DESCRIPTION OF PRODUCTION PROCESS 

The production process of cables with insulation and/or rubber sheathing consists of 

several production units and stages. They can be basically divided as follows: drawing out the 

wires of the desired dimensions, stranding them into multi-wire construction which depending 

on the construction can have one or more copper wires, insulating them on vulcanization lines 

to obtain a rubber-insulated conductor, stranding conductors into the rope which consists of 

two or maximum five rubber-insulated conductors and finally insulating the rope by applying 

a rubber sheath in the vulcanization process (Fig. 1). Vulcanization is a process in which 

rubber or elastomer materials are passed through a vulcanization tube in a high-pressure water 

and steam atmosphere. The vulcanization process can be serial or continuous. The rubber used 

is mostly based on synthetic rubber; ethylene-propylene-diene acid (EPDM), ethylene 

propylene copolymer (EPR) etc. [2, 3, 4]. In rubber processing, an extruder and a 

vulcanization tube are used because of undesirable agglomerates and impurities. The process 

of insulation and sheathing is carried out by melting the rubber obtained by extrusion and 

applying it to the copper wire or conductor.  

Basically, the technological process of continuous vulcanization (CV line) of rubber 

conductors (cross-linking of rubber) begins in the extruder. Rubber granules or rubber in the 

form of tapes are inserted into a heated extruder; rubber insulation is prepared in the zones of 

the extruder, which are heated to a temperature of 80°C to 95°C, depending on the type of 

rubber. During extrusion, the insulation material is pushed through the extruder barrel at a 

certain temperature and under certain pressure and under the action of the extruder screw, and 

after exiting the from extruder barrel, it is applied to the copper conductor passing through the 

head in which the extruder die is mounted. After that the conductor with the applied insulation 

enters the vulcanization tube, in which a constant steam pressure (12 bar to 20 bar, 

corresponding to a temperature of 188°C to 213°C) is maintained [4]. Water vapour in the 

tube, through which the insulated conductor passes, causes the insulating material to absorb 

moisture as well as possible, which supports and accelerates the vulcanization process. By 

regulating the temperature of the extruder, the number of revolutions of the extruder screw, 
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the pressure of steam and water, the speed of the line (passage of the conductor through the 

pipe) at the exit of the vulcanization pipe, the insulation of the cable hardens. At the part of the 

pipe called the meeting point (place of contact between water and steam), the steam pressure 

is balanced by the water pressure with the constant presence of disturbance caused by water 

leakage at the exit of the cable from the pipe. Changing the parameters of the vulcanization 

process - pressure and speed (vulcanization time) - affects the mechanical properties of the 

elastomer and its tensile strength. 

 

Fig. 1 Simplified block diagram of the technological process of vulcanization 

Conventional continuous vulcanization lines are divided according to different spatial 

settings of the extruder, unwinding system, the vulcanization section (steam section) and 

winding system. 

The line for the production of conductors and cables with rubber insulation consists of the 

following technical and technological units:  

▪ loading and dosing of rubber granulates or rubber bands, 

▪ unwinding of conductor or wires from the drum,  

▪ tractions (capstans) systems, 

▪ extruders and temperature control systems, 

▪ systems for opening and closing tube, cooling the final product, 

▪ systems for inlet water, inlet steam and meeting point regulation, 

▪ measurement and control of diameter, tension and final cable marking, 

▪ winding of the final product on drums.  

A simplified diagram of the process flow is shown in Fig. 2. The production process starts 

with switching on the main control cabinet and the cabinets distributed along the line, 

switching on the unwinding drive and loading the drums with non-insulated cable on 

unwinder, switching on the winding drive and loading the empty drums on the winding 

device, switching on the system for loading rubber granulate, the extruder and the extruder 

temperature control system [5, 6, 7]. Unwinding of non-insulated cables or cores is done with 

an unwinding device. A system of two unwinders and accumulator for the unwound semi-

product is used. When changing from one unwinder or rewinder to another, the accumulator 

receives a certain amount of product so that the production process can continue without 

interruption. Based on the position of the moving wheel of the wire accumulator, the rotation 

speed of the unwinder is controlled by the position control method with the PI-controller [8, 9, 

10]. After leaving the accumulator system, the uninsulated wire enters the traction system of 

the line. The traction system consists of three traction devices (capstans). The first traction 

device is the main traction device, which is located directly behind the accumulator. It 

operates in the speed mode and its speed is equal to the actual line speed. The second traction 

device is located directly at the exit of the vulcanization tube. The tube has the shape of a gear 

wheel; the cable follows the shape of the gear wheel due to its weight. The measurement of 
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the position of the conductor in the pipe is made by a sensor for the position of the cable in the 

pipe. The output signals of the sensor for the position of the cable in the tube is used for 

regulate the speed of the second traction device by using part of the signal in the control 

system of the PID controller with two degrees of freedom. A third traction device is located 

behind the cooling trough and monitors the speed in relation to the position of the dancer [5, 6, 

11] who placed behind the second traction device. 

The extruder is tempered with a heated medium, using distilled water [7]. The water 

system consists of a central tank with a volume of 1000 l, with controlled level and automatic 

refilling. Water in that system heated to 40°C and fed through a system of pipes to the heat 

exchanger of each zone of the extruder. The zones are heated according to the technological 

parameters. The heat exchanger of each zone consists of a heater and a circulation pump. The 

extruder barrel (cylinder) is made of a metal layer in which there are placed pipes that 

surround it and is divided into several temperature zones through which heated water is inlet. 

The extruder operates in the speed mode and is synchronized with the speed of the main 

traction device of the line. The application of insulation and the process of vulcanization of the 

conductor begin with the start of the extruder drive, unwinding drive, tractions device s drive 

and winding drive. 

The centre of insulated conductor is determined so that the insulation is applied evenly 

around the circumference, the vulcanization tube toward the extruder is closed with a 

telescopic cylinder and the outlet of tube is closed with a water sealing system, the high-

pressure pumps are started, which inject water from the tube outlet side through a proportional 

control valve, and the introduction of steam is started through a proportional control valve on 

the inlet side of the vulcanization tube. The control and monitoring is done by the main 

worker of the plant in cooperation with the auxiliary workers, who perform the loading and 

unloading of the drums and supervise the unwinding and winding. After leaving the 

vulcanization tube, the rubber-insulated conductor is cooled in cooling tubs. At the exit of the 

tub, the water is wiped off with compressed air, the cable is marked, the diameter of the 

conductor and insulation is measured, and it is packed into process or final drums. The whole 

process is monitored by the HMI panels, and the relevant process parameters are entered into 

the database [12, 13, 14, 15, 16, 17]. In the event of a high priority fault, the entire line is 

stopped with an audible alarm. When the line is stopped either by a completed job or by the 

occurrence of an error, steam automatically is let out from the pipe; the pipe is flooded with 

water and cooled. 

Figure 3 shows parts of the production process. Figure 3a shows the unwinders and part of 

the vulcanization tube, Figure 3b shows the main traction device, Fig. 3c shows the heat 

exchanger for temperature control of the extruder zones, Fig. 3d shows a system of pipes and 

valves for introducing and discharging water vapour into the pipe, Fig. 3e shows a part of the 

vulcanization tube directly behind the extruder with a telescopic cylinder to close the tube, 

Fig. 3f shows the system of pipes and the valve to let water into the pipe on the side of the 

outlet of the vulcanization pipe, and in the background we see the second traction device 

directly behind the vulcanization tube, water seal system and the water wiping system. 
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Fig. 2 A simplified block diagram of the rubber cable manufacturing process 
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Fig. 3 a) Rope unwinding, part of the tube for vulcanization and winding, b) main traction 

(capstan) device, c) extruder with tempering system, d) steam injection, e) tube closing 

system, f) water inlet and traction (capstan) device at the exit from the tube 
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3. CONTROL SYSTEM AND CONTROLLERS 

All parts and units of the production process are fully automated; the operation of all 

drives and units is synchronized with the speed of the main traction device. The designing of 

the monitoring and control system is a very complex task. The central system for monitoring 

and control of the plant requires the connection of all parts of the production process into a 

single functional unit, i.e., the connection of all control and measurement devices into a single 

unit, taking into account all technical and technological requirements. The control system 

consists of several PLCs and data acquisition systems, systems for controlling DC and AC 

motors, on-off valves, proportional valves, heaters, where control is done by position, speed, 

temperature, pressure, level, etc. One or more different controllers are used for each 

technological unit. The aim of the implementation is to provide the management of the 

continuous vulcanization line (CV line) using a PLC and an HMI panel to control the speed of 

the line, the temperature of the extruder zones, the temperature of the vulcanization tube, the 

water level in the tube, the steam pressure in the tube, and to allow easy monitoring of all 

process parameters and their recording in the corresponding database tables in real time [18, 

19]. When designing such a control system, it is first necessary to know the production 

process well and have an accurate overview of all discrete and analogue inputs and outputs, as 

well as to choose the method and type of control. Then select suitable PLCs and controllers 

for direct current (DC) and three-phase (AC) drives, as shown in the block diagram in Fig. 4. 

 

Fig. 4 Control system of the line for continuous vulcanization in the atmosphere of water 

vapour 
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One or more different controllers are used for each technological unit. The main controller 

is Allen Bradley Compact Logix L35E [12, 13]. It monitors and controls the entire process 

and is located in the main control cabinet. In the technological units for unwinding, winding 

and temperature control of extruder smaller Allen Bradley PLCs of the MicroLogix 1400 type 

[20] are used, located in control cabinets along the line. Rubber granulate loading is controlled 

by a Siemens LOGO 7 PLC. Monitoring and setting of process parameters is performed by a 

central 15" HMI (touch screen) Magelis XBTGT 7430, a panel located on the main control 

panel of the line. Unwinding and winding parameters are monitored and set via local 5.7" 

Magelis HMI panels HMI GTO. All PLCs except the rubber loading and dosing controller, 

which are connected to the central PLC via an analogue connection, are connected via 

Modbus or Ethernet IP protocol. In the cabinets along the line there are also controllers for AC 

drives ABB type ACS 880 [16, 17] and controllers for DC drives Siemens type Sinamics 

DCM 6RA80 series [14, 15]. Software on the main PLC is written in the ladder diagram and 

FBD diagram. The control software on PLC consists of the main routine, the indication 

routine, OP panel routine, routine for inserting, discharging water and steam and control the 

meeting point of steam and water, temperature control routine, line speed control routine, 

analogue signal and signal scaling routine and communication routine. The program for PLCs 

was written in the software packages RSLogix 5000 V20, RSLogix 500 V8.2 and Siemens 

LOGO! Soft, and the software for HMI panels was developed in the Vijeo Designer V6.0 and 

V6.2 software packages. Setting of AC and DC controllers was done with the HMI panel for 

ABB controllers and the Starter tool for Siemens Sinamics controllers. 

Maintenance managers can monitor the process using the Kepwarex server and process 

monitoring application [21, 22]. Different access levels have been defined and permissions 

have been created at the level of: operator I: worker, operator II: worker, technologist and 

engineer. The HMI panel consists of several screens corresponding to individual process units. 

They display the values of process parameters with flows based on the actual appearance of 

the process. The main screen of the HMI panel also represents the scheme of the entire plant 

and can be seen in Fig. 6; all technological units from unwinding to winding are clearly 

visible. Clicking on individual elements opens the screens of the individual parts of the 

process with the corresponding values and fields for setting the process parameters. The states 

of the parts of the process are colour-coded and signalled, yellow - ready, red - malfunction 

and green - operation. Process and status visualization, display and measurement of 

parameters relevant to process operation, monitoring of alarm signals, selection of manual and 

automatic operation of the line, monitoring of trend graphs, etc. are easily enabled. The speed 

of the line is set by the HMI panel or the line speed potentiometer, the speed of the extruder 

and the main puller is set only by the potentiometers on the main control panel. All default 

values are set according to the type of the product being manufactured. All devices in the line 

are synchronized with the main drive unit (main capstan) and accelerate and decelerate the 

line according to the set ramp times, increasing or decreasing the speed of the line, the number 

of revolutions of the extruder screw, ensuring a constant thickness of the applied insulation. 

In the old control system of line, the meeting point regulation was done by on-off 

control of the water and steam inlet valves depending on the temperature value at the 

selected meeting point, so the temperature of the meeting point varied up to ±15°C. In the 

new solution, the control of the meeting point of water and steam is done by a PID 

control implemented with the PIDE instruction of the CompactLogix PLC [13] with two 

degrees of freedom, where the control signal is routed to the proportional valve for the 

water inlet, while the steam pressure is kept at a constant value. Both valves, for the inlet of 
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Fig. 5 a) Main control cabinet with CopmactLogix L35E PLC, b) main control desk with 

HMI panel, c) unwinder cabinet with ABB controllers and MicroLogix 1400 PLC, 

d) main traction device cabinet with Sinamics DCM converter, e) winder cabinet, 

f) cable position device cabinet Solz 
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Fig. 6 Technological scheme of the whole line (The main screen) 

water and steam, are proportional controlled with current signal. The working pressures 

in the pipe range from 12 bar to 20 bar. The temperatures at all points of the tube and at 

the joints are measured by J-type thermocouples, housed in special casings and placed 

along the vulcanization tube. The signals from the thermocouples are fed into the PLC via 

temperature cards. Based on the temperature of the meeting point and the temperatures at 

other points along the pipe, as well as the routine written to control the meeting point, the 

control signals for the water and steam inlet valves are generated in the range of 4-20 mA. 

Figure 7 shows the trends of the meeting point temperature corresponding to the set water 

level and steam pressure (Fig. 7a)) and the trend of the steam pressure when steam is 

introduced into the vulcanization tube (Fig. 7b)), where the abscissa is the time and the 

ordinate is temperature of water (Fig. 7a) and the steam pressure in the range from 0 to 20 

bar (Fig. 7b). The resulting oscillation of the meeting point steam and water temperature is 

in a range of less than ± 5 °C. 

A block diagram of the vulcanization pipe showing the choice of meeting point is shown 

in Fig. 8. A total of nine thermocouples, labelled Tc1 to Tc9, are installed to the vulcanization 

tube. Thermocouples Tc1, Tc2 and Tc9 serve as indicators of the presence of steam at the end 

of the tube and the presence of water at the entrance to the tube, respectively. In the event that 

the steam at the end of the pipe drops to the position of thermocouple Tc2, the software 

automatically turns on both high pressure pumps and tries to push the steam towards the 

meeting. If this action is unsuccessful, as indicated by the presence of steam at the position 
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of thermocouple Tc1 (steam safety), the valve for discharging steam is turned on to 

automatically release the steam from the pipe. When the water reaches the inlet of the 

pipe Tc9, the pump, which is working at that moment, is switched off. Such situations are 

accompanied by sound and light alarms. Before starting the vulcanization process, you can 

select one to three fixed meeting points by simply pressing one of the three buttons on the 

HMI panel. When the vulcanization process starts, the software automatically prohibits the 

selection of any other type of meeting point. 

 

Fig. 7a Dependence of meeting point water and steam temperature, high and low water 

levels on meeting point, obtained from data from the database 

 

Fig. 7b Steam pressure trend when steam is admitted into the pipe obtained directly on 

the OP panel (HMI screen) 
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Fig. 8 Control of the meeting point of water and steam 

The management system for vulcanization control consists essentially of a system for 

regulating the speed of the line (passage time of the cable through the vulcanization section) 

and regulating the pressure of steam and water in the pipe. In addition to the selection of the 

meeting point, it is possible to select the water injection operations, i.e. the flooding (cooling) 

of the pipes and the emptying of the pipes. These operations are allowed only when the line is 

not started. The filling action with water is also used for tube cooling. 

The meeting point regulation routine realizes the control of the meeting point, the inlet of 

water and steam, the flooding and draining of water and steam. The length of the steam 

section is chosen by selecting the meeting point. The regulation of the water level is 

based on the set temperature of the meeting point, the temperature of the meeting point 

and the temperature of the high and low level of the meeting, while the regulation of the 

steam pressure is based on the measurement of the current steam pressure in the tube and 

the set desired value of the steam pressure. The temperature values on the thermocouples 

for the high and low water level at the junction also enter in the regulation process. The 

worker selects one of three encounters. The condition for letting steam in means that the 

vulcanization pipe is closed, i.e., connected to the extruder head at the inlet and closed with a 

seal at the outlet. By selecting the meeting point when the pipe is closed, the high pressure 

pumps are started in automatic mode and the water and steam injection starts. Before the pipe 

is closed, the worker adjusts the thickness of the insulation. Two PIDE instructions from the 

PLC [13] control the water steam meeting point depending on the temperature at the selected 

meeting point. 

A screen monitoring part of the process of tempering the extruder with a heated liquid 

(distilled water) is shown in Fig. 9. The values of the desired temperatures of the extruder 

zones are entered in the blue boxes, and the red boxes indicate the current (reached) 

temperature. The blue and red bar graphs show the current and the (desired) set temperature 

trends, respectively. 
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Fig. 9 Technological diagram of all parts of the system for driving and tempering the 

extruder (HMI screen) 

 

Fig. 10 Technological diagram of all parts of the system for driving and tempering the 

extruder (HMI screen) 
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All operating states of the extruder drive and the zone circulation pumps are signalled by 

colour, yellow - ready for operation, red -failure and green -in operation. The current drive 

motor current and the speed (screw revolutions) of the extruder are displayed with bar graphs 

and pointer gadgets. Pressing any circulation pump opens the screen for the exchanger, which 

is part of the extruder temperature control system (see Fig. 9). 

5. CONCLUSION  

A monitoring and control system based on HMI, PLC and KepwareEx server with all 

decentralized peripherals was developed to control the technological units that are an integral 

part of the production of rubber cables through the process of vulcanization in a water vapour 

atmosphere. The control of rubber granulate into extruder hoper loading, regulation of 

extruder temperature, speed, pressure and water level in the vulcanization tube, etc. was 

carried out taking into account all possible situations during the operation of the machine and 

all devices, with warning alarms and alarms that stop the operation of the line. All units from 

loading to the final product are controlled relatively easily through the graphic evaluation of 

all parts and units of the process.  

The control system ensures proper operation of the line. In addition to regulating the 

operation, it also takes into account the quality of the insulation in terms of cable parameters 

and its thickness. With the help of the Kepware server and database, it is possible to create and 

print reports. Special attention is paid to the control and regulation of steam and water supply 

with a view to safe operation. Protections have been made to close the tube and automatically 

release the steam if the pressure is exceeded occurs or steam escapes from the tube of the end 

of tube. Alarm signals are displayed on the panels with text and flashing signals, accompanied 

by audible signals. Alarms are also stored in the panel's log and in the database. Lower priority 

alarms are displayed on the panel and are active as long as a fault is present, indicating the 

times of occurrence and fault. In addition, the current values of temperature, pressure, size of 

insulation thickness, etc. are recorded. The process has been completely automated which 

reduces waste and increases the reliability of the plant. Designing was carried out, new 

electrical cabinets were made, equipment was selected for operation and management of all 

parts and units of line, software for PLC and panels was developed, a cable position sensor 

was installed in the vulcanization tube. The proof of this is that the line in the cable factory has 

been in operation for five years; cables for the European and USA markets are produced on 

the line. A new technical solution was introduced to regulate the meeting point of water and 

steam in relation to the length of the vulcanization section, with regulation of the water level 

in the pipe based on the meeting temperature. A similar system was introduced in the 

insulation application line with a one traction device. 
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Abstract. In this paper, an effort would be made to provide a review of current state of the 

development of artificial glands within endocrine neural networks. The main goal is to 

systematize the approaches of building the glands, to offer mathematical apparatus behind 

them, and to describe control logics enabling smooth work and efficient synergy between the 

glands and traditional neural networks. In the final phase, this work will offer 

recommendations for selecting optimal gland profile in accordance with a specific use case.  

Key words: Endocrine neural network, artificial gland, control systems, environmental 

stimulus, disturbance processing. 

1. INTRODUCTION 

Artificial Neural Networks (ANNs) find extensive applications in control systems 

[1,2,3,4]. They emulate the functionality of the human nervous system, comprising 

interconnected neurons, hence their name. ANNs serve as nonlinear models for data 

generalization pertinent to specific processes, effectively tackling the complexity and 

nonlinearity inherent in systems. Consequently, they are employed to delineate intricate 

relationships between inputs and outputs, as well as for pattern recognition. ANNs exhibit 
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rapid and high-quality data processing capabilities, and once trained, these networks can 

predict potential states or answer queries regarding 'What if?' scenarios. While various types 

of ANNs and their iterations are utilized in control systems, the following are frequently 

considered the most prevalent. 

A Feedforward Neural Network (FNN) [5] is a commonly employed type of ANN, 

frequently utilized for regression problems. It operates with information flowing through the 

network in a unidirectional manner, lacking feedback connections within the network. There 

exist two primary types of feedforward networks: single-layer networks comprising only one 

hidden layer, and multilayer networks capable of having multiple hidden layers. In [6], an 

overview of the utilization of these neural networks for control purposes is presented. This 

overview highlights the distinctions, as well as the advantages and disadvantages, between 

variations of feedforward neural networks. A Cascade Forward Neural Network (CFNN) [7], 

unlike the basic FFNN, has feedback connections that link the input and output layers. It is 

often used for analyzing time series data and provides feedback about the current state of the 

system. Recurrent Neural Networks (RNNs) [8] use information from the previous time step, 

allowing them to remember a sequence of data. RNNs have an additional recurrent layer, 

enabling the use of the output from the previous time step when processing the current input. 

This type can be viewed as adding a memory cell to the neural network. RNNs are suitable for 

speech recognition, applications predicting the next word a user might type, translation, etc 

[9,10]. 

Convolutional neural networks (CNNs) are analogous to traditional neural networks in 

that they self-optimize during operation through learning [11, 12]. A CNN typically consists 

of three layers: a convolutional layer, a pooling layer, and a fully-connected layer. This type of 

neural network is primarily used for image classification and pattern recognition, finding 

applications in facial recognition systems, autonomous vehicles, and various intelligent 

systems [13,14]. The most significant advantage of convolutional neural networks is the 

reduction in the number of parameters required for model training. Unlike traditional neural 

networks, which often require a large number of parameters for image classification tasks, 

CNNs excel in extracting features from data with a convolutional structure, thereby mitigating 

two common problems: limited computing power and duration of model training, as well as 

overfitting. The distinguishing characteristics of CNNs include: (i) neurons in a CNN are not 

necessarily connected to all neurons from the previous layer, but only to certain neurons, and 

(ii) multiple connections can share the same weight [15]. 

Forecasting using neural networks essentially involves processing a specific dataset, 

training a model, and expecting the network to perform well in predicting the output. 

However, during the learning process, the network is typically trained on a limited dataset 

comprising both training and test data, which may not encompass the full diversity of inputs 

and scenarios encountered by the neural network in a real-world environment [16]. This lack 

of diversity in the dataset means that the input database may not encompass all disturbances 

that could arise during the operation of the neural network. Disturbances to the network can 

arise from external environmental influences, such as external stimuli, or from changes in the 

internal state of the system itself, such as parameter variations due to system aging. A 

common challenge faced by ANNs is their inability to always respond adequately and 

adaptively to sudden disturbances and external influences. ANNs can be characterized by the 

following limitations: (i) they may not perform effectively at the border of chaos, operating 

more reliably in an ordered domain; (ii) they have limited memory storage for potentially 
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useful data; and (iii) they may be inefficient when confronted with dominant external 

influences. 

Mathematically speaking, the general influence of other neurons (h) on a specific neuron i, 

due to external influences, can be represented as follows: 

 _ih signal noise external stimulus= + +  (1) 

where signal represents a useful signal transmitted between neurons, noise represents internal 

disturbances originating from other neurons in the network, and the external_stimulus is an 

external influence. A neural network that adequately responds to external stimuli is 

characterized by the ability to recognize an occurring pattern and react accordingly when the 

external stimulus outweighs the noise, allowing the useful signal to prevail. 

Focusing on networks that are efficient in dealing with environmental disturbances and 

noises, in [17,18], the authors proposed a stimulus-dependent neural network (SDNN) that 

recognizes patterns, with its operation being dominantly influenced by external factors. Their 

idea was to adapt a neural network and form a model inspired by the way animals in nature 

react to environmental stimuli. They introduced SDNN with an external pattern serving as a 

fundamental element in the pattern recognition process. The research was conducted using a 

standard Hopfield model as a foundation. It was demonstrated that this modified model 

adequately responds to changes in the external environment, effectively recognizing new 

external patterns.  

The remainder of the paper is organized as follows: Section 2 provides a brief review of 

endocrine neural networks predominantly used for controlling dynamical systems. Section 3 

offers a detailed overview of various types of artificial glands, while Section 4 summarizes the 

findings and presents recommendations for selecting an optimal gland type and appropriate 

network structure.  

2. A BRIEF OVERVIEW OF ENDOCRINE NEURAL NETWORKS 

Given that artificial neural networks are inspired by human beings, it is logical to once 

again look at how humans react to external stimuli. When external influences act upon living 

beings, the nervous, endocrine, and immune systems come into play. Living beings receive 

various stimuli from the external environment, and the nervous system, as the central unit, 

detects and reacts to them. Considering the wide spectrum of stimuli from the external 

environment, the nervous system must be capable of detecting, processing, and reacting to 

them appropriately. After detecting the stimuli, the endocrine system plays a role in secreting 

hormones depending on the type of stimulus. Hormone secretion actually alters the current 

state within the system, and based on these hormones, specific cells in the body are activated 

to recognize that change. It is clear that not all cells in the body respond to all secreted 

hormones; rather, there is a cause-and-effect relationship between certain cells and hormones. 

Lastly, the immune system's reaction aims to restore the organism to its normal or original 

state before the external stimuli were induced. 

This approach, concerning the system's response to changes in external conditions, 

served as the starting idea for the development of Endocrine Neural Networks (ENNs). In 

this type of neural network, gland cells that simulate cells of the endocrine system are 

implemented and responsible for secreting hormones depending on the influences from 

the external environment. In recent years, ENNs have attracted the attention of many 
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researchers, demonstrating their ability to adequately and effectively react in systems 

operating under variable conditions and their capacity to provide the system's response to 

external environmental influences. 

The primary objective of this review paper is to offer readers a comprehensive 

understanding of the evolutionary trajectory of ENNs, elucidating their underlying 

structures and mathematical foundations. Through this exploration, we aim to underscore 

their profound relevance and efficacy within the domain of intelligent control for dynamic 

systems. Additionally, our focus extends to providing actionable recommendations for the 

selection of ENNs, tailored to environmental stimuli, disturbances, and specific application 

contexts. These insights will intend to empower researchers in strategically navigating the 

selection process, thereby optimizing the alignment between endocrine structures and the 

intricacies of their research problems within the domain of control systems. 

3. AN OVERVIEW OF ARTIFICIAL GLANDS 

The application of artificial gland cells is directly linked to adjusting neural network 

signals in response to environmental stimuli. In most cases, these stimuli are utilized to 

activate the appropriate artificial glands. The simplest and most common function of these 

glands is to produce specific hormone concentrations and influence the weight coefficients of 

the neural network. This approach has been observed in various works [6,19-21]. All other 

implementations of gland cells are partially based on these established principles, with certain 

modifications and upgrades. 

Specifically, the utilization of artificial gland cells in [6,19] involves altering the default 

structure of neural networks to create endocrine neural networks. The gland cells are assigned 

the task of producing specific hormone concentrations that affect network weights by 

multiplying their values with unique endocrine factors generated for each gland. The 

concentration of hormones depends on environmental stimuli 1 2, ,..., i    representing 

external inputs corresponding to environmental conditions, disturbances, or noise. The 

hormone concentration of a single gland (Cg) is expressed in [6,19] as: 

 ( 1) ( 1)g g g gC t C R t+ = + +  (2) 

where Rg and g are the stimulation parameter and decay constant, respectively. In 

continuation, index g represents the number of gland in question. Stimulation parameter Rg 

can be calculated as follows:  
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where g is the stimulation rate, ij is ij-th  weight coefficient and Xij represents a proper input 

value. Index i presents the current network input, while index j presents the current 

hormone. 
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In (4), Sj signifies a hormone sensitivity parameter within the range of 0 to 1, and n 

represents the number of inputs for the specified neuron. Neurons with lower sensitivity Sj 

might produce a negligible impact to the network, whereas those with a sensitivity parameter 

close to 1 will greatly influence network performance. 

The difference between the approaches of implementing artificial glands in [6] and 

[20] lies in the application of gland structures within different neural networks. In [6] is 

realized Orthogonal Endocrine Neural Network (OENN) merged with Orthogonal 

Endocrine Adaptive Neuro-Fuzzy Interface System (OEANFIS), both enhanced with 

endocrine factors. Such an intelligent hybrid solution was used for control purposes and 

showed improved performances after processing environmental stimuli. On the other 

hand, in [20] the same mathematical apparatus for realization of endocrine component 

was used in order to design a new type of endocrine neural network which is based on the 

gland implementation inside the traditional Nonlinear-autoregressive model with the 

exogenous inputs neural network (NARX). Graphical representation of implementing 

gland cells within the NARX network is presented in Fig. 1. The figure [20] represents a 

role model and most common way of implementing artificial glands within ANNs.  

 

Fig. 1 Implementation of Gland cells within the NARX network [20] 

 

In article [22], once again, the parameter δ, analogous to stimuli, embodies variations in 

system components and dynamics caused by changes in the environment or working 

conditions. In the paper, Generalized Quasi-Orthogonal Endocrine Adaptive Neuro-Fuzzy 

Inference System (GQOEANFIS) is designed with the OEANFIS once again as the core 

component. By injecting stimuli-like variations directly into the neurons of the fourth layer, 

the network becomes more adaptable to environmental changes even after the training 

process, enhancing its ability to respond to dynamic conditions while modeling complex 

mechatronic systems. In [22], a significant distinction in the implementation of the artificial 

gland cell is evident compared to the described scenarios in [6][20], where external stimuli 

influence hormone production. In this study, the stimuli directly affect the fourth layer of the 

neural network. 
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In article [19], the authors suggest a design approach for an orthogonal endocrine 

intelligent controller (OEI controller) applicable for the control of nonlinear dynamical 

systems. Artificial glands are incorporated into two conventional soft computing substructures 

(OENN and OEANFIS). These artificial glands serve to stimulate neural network weights in 

response to external disturbances, changes in the environment, or data from various sensors. 

In this research attempt, the OENN network's output forms an online stimulus signal (OLS), 

subsequently introduced to the fourth OEANFIS layer, as an artificially made stimulus. Here, 

the main contribution was made by proposing rhe OENN's output signal ˆ( )y t  which will be 

computed using the following equation: 

 
1

( ) ( ( ) ( ) ( )) ( , , ( ), ( ))ˆ ( )
n

i g j i g j

i

y t t C t XXS t R m C t S t 
=

= + , (5) 

where i is an orthogonal function and ( , , , )( ) ( )g jtm C S tR X  represents an expansion 

error, which is decreasing when the number of expansion terms m increases. OLS is 

directly introduced to the forth OEANFIS layer, which generates control signal x(t). 

Finally, the limiter is introduced to restrict the control signal in a specified range. 

In the article [23], the authors proposed a new approach to tuning and optimizing the 

sensitivity parameter jS . The adaptation of the parameter relies on mimicking the 

biological mechanisms of excitation and inhibition. Inhibitory signals act as synaptic 

potentials that prevent a neuron from initiating a pulse (action potential), thereby halting 

its transmission through the network. Conversely, excitation serves to trigger a neuron to 

produce a pulse, facilitating the transmission of information across the network by 

engaging other neurons. Using these principles, the input value of each neuron in the 

output layer is calculated in [23] according to the following equation: 
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where 
,( ; , )p a

EX EXS G N  generates the sensitivity of the ath excitatory gland, ,( ; , )p b

IN INS G N  

calculates  the sensitivity of the bth inhibitory gland for the pth output neuron. 
,p a

EXG  

represents the number of excitatory glands influencing pth neuron weights. Similarly, the 

number of inhibitory glands influencing pth neuron weights is labeled as b in 
,p b

ING . 

Finally, Wpi is the output weight, d - the adaptive factor, 
,p a

GEXC  represents the hormone 

concentration of the ath excitatory gland of the pth output layer neuron, and 
,p b

GINC  is the 

hormone concentration of the bth inhibitory gland of the pth output layer neuron. 

As an additional contribution in [23], given that the default output of a single neuron 

is (4), and in order to avoid a possibility of that u could become 0 (for sensitivity Sj equal 

to zero), the equation 4 is transformed in [23] to:  

 
1

( )1
n

i i g j

i

u X C S
=

= + . (7) 

Now, when hormone sensitivity Sj is equal to zero in (7), an endocrine neural network 

will function as a traditional network without any gland influence, producing neuron 

output as: 

1

n

i i

i

u X
=

=  . 
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Differing from previous papers where each gland was treated as an independent unit, 

in [17], the authors proposed an approach for improving the performance of the endocrine 

neural network by establishing mutual connections between glands, thereby enabling 

comprehensive interactions among them. The role of each gland remains the same as 

described in papers [6] and [19]; however, in this approach, the concentration of hormones 

from one gland will depend on the others. For example, if a gland secretes a large 

concentration of a hormone that is important for other glands, that hormone will have a 

significant impact on them. This relationship is represented by the following equations: 

 
1

ii MO

K
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e−
=

+
. (8) 
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where AFi is the interaction coefficient of i-th gland with the value between 0 and 1, and 

ch
 
is the concentration of hormone of h-th gland which is determined by accounting the 

concentrations of other hormones. Based on (8, 9) the cell output can be represented as 

follows: 
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where nx is the number of inputs, ng is the number of glands in the system, while b is the 

threshold of the cell. 

The paper [18] introduces an Artificial Endocrine Neural Network (AES) as a part of the 

Artificial Homeostatic System (EAHS), which is inspired by the self-regulation principles in 

the human organism. AES consists of a module for Hormonal Level (HL), Hormone 

production controller (HPC) and endocrine gland (EG). HL is responsible for remembering 

the level of hormones in the system, the controller has the task of controlling the release of 

hormones based on the environmental conditions and the internal state of the system. The 

controller sends information to the endocrine gland, which is responsible for secreting and 

producing hormones when needed. The hormone production (HPi) of the i-th hormone is 

updated as follows: 
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In (11), ISi represents the internal state, ESi represents the external stimulus and HLi 

represents the hormone level. Further, i  represents the target threshold for the IS, while 

i is the scaling factor. In Eq (12), i is a  threshold associated with ES and i is a 

threshold associated with HL while  represents the gain value for the rate of change on 

the internal state. It is also considered that the variable T represents the half-life variable.  
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In the paper [24], an Artificial Hormone Network (AHN) was introduced to enable the 

robot to respond to changes in the external environment and the internal state of the system. 

This hormone network comprises hormone channels, sensory channels, hormone receptors 

(HR), and hormone glands (HG). A Hormonal Gland (Fig. 2) is tasked with secreting 

hormones whose concentration is influenced by information from the external environment 

and the system's state. 

 
Fig. 2 The hormonal gland mechanism from [24] 

 

There are two types of input signals on each gland: Signal input (Si) and Control input 

(Ci). These signals enter the Signal Pre-processor and Control Feature blocks, respectively. 

The pre-processing block receives the signal input and determines how the gland responds to 

other hormones and external influences, while the Control Feature unit processes the control 

input to define the effect of each signal input on hormone secretion. 

There are two ways to manage hormone secretion: Inhibitory/Stimulatory control and 

Negative/Positive feedback control. The first method allows for preventing or stimulating 

hormone secretion based on the switch principle, depending on the presence of external 

signals or hormones (the presence of a signal is defined by a given threshold). The feedback 

control enables reduced or increased hormone secretion as a fine adjustment. 

The final block is a hormone release mechanism, which identifies the required hormone 

concentration and instructs the gland to secrete the given hormone. The concentration of the 

hormone secreted by the gland at each time step depends on the processed input signal, 

subject to the influence of the stimulation rate (g), and the concentration of the hormone in 

the previous time step, subject to the decay rate (g). Below is the definition of the hormone 

concentration value at time step t: 

 ( ( )) ( 1 )( ) ( )g g i g gC tt F S C = + − , (14) 

where Cg(t) represents the hormone concentration in the time step t, and F(Si) represents the 

output from the Signal Pre-processor block. It is important to note that the values for Cg, g 

and g should be between 0 and 1. 

In [25], a hormone feedback mechanism was proposed to protect the system from 

overflow. The negative feedback cell (Fig. 3) is very similar to an ordinary endocrine 

gland introduced in previous papers. It is affected only by the concentration of the main 

hormone and undergoes determined deterioration according to the established dynamics 

of the gland. Utilizing this mechanism limits the rapid growth of hormone concentration 

and prevents overflow.  
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Fig. 3 An artificial neuroendocrine architecture with negative feedback proposed in [25] 

 

The following equation presents the formula for the concentration of the feedback 

hormone as proposed in [25]: 

 1( ) ( ) ( )f f f f gc t c t c t = − +  (15) 

Authors in [26] based their work on developing Artificial Orthogonal Gland (AOG) 

mechanism. Earlier presented studies focused mostly on acquiring environmental stimuli, 

converting them into suitable input signals, and delivering them to the glands. Subsequently, 

hormone concentrations within each gland were computed based on the stimuli level and 

these calculated values were fed into a neural network to update the values of proper 

network weight coefficients. Each gland in these papers primarily operated independently 

of the other involved glands, responding to distinct environmental stimuli. The authors in 

[26] made a progress in a different direction, proposing a mechanism (Fig. 4) that would 

enable dependent mutual operations of glands and mutual interactions between different 

hormones. The structure is designed to accommodate two types of input signals. The 

Control Input (CI) regulates hormone production, enabling interaction between glands 

and linking hormones within the hormone network. The Signal Input (SI) determines the 

hormone stimulation level within a gland and defines its influence on the neural network. 

As a final remark, it is important to highlight that this mechanism comprises three distinct 

types or substructures – hormonal, signal, and control mechanisms. 

 

Fig. 4 AOG mechanism from [26] 
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Finally, in [27], the authors introduced a simplified hormone decay function derived from 

the Neal/Timmis system. In the original version of the system, the hormone is released and 

decays according to a geometric function as described by the following equations: 
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g g i

i

r x
=

=   (16) 
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where rg represents the rate of hormone release, g represents the stimulation rate for 

gland g, xi represents the input to the gland and n is the number of inputs. Cg(t) and 

Cg(t+1) represent the hormone concentration in time step t and the following time step 

t+1, while β is the decay constant. However, the authors decided to simplify this process 

to reduce the number of variables in the system. To achieve this, the hormone decay 

function was redesigned to use a single variable for both release and decay. This means 

that the same variable is used to determine the rate of hormone release as well as the rate 

of hormone decay. In this way, instead of using two separate variables for hormone 

release and decay, only one variable is used, which simplifies the model and reduces the 

number of variables to keep track of. The modified equation for determining hormone 

concentration at time step t+1 is below: 

 )( ) ( )1 ( )(g g gC t C r Ct qt+ = − −  (18) 

where r represents the amount of hormone secreted, and q represents the decay/release 

rate. 

4. RECOMMENDATIONS 

In this section, the findings acquired during the review of endocrine networks in the 

previous part of the paper will be summarized through two perspectives for selecting the 

optimal type of endocrine network. The first perspective focuses on selecting the right 

network in accordance with the principles of addressing environmental stimuli and 

disturbances within the gland mechanisms. The second perspective is based on potential 

use cases and recommendations on how to select a proper network in accordance with the 

experimental setup and specific task. 

4.1. Gland type selection approach 

For control applications requiring adaptive responses to environmental stimuli, the 

OENN and OEANFIS prove effective. These networks demonstrate suitability in handling 

variable conditions and disturbances, showing improved performance after processing 

environmental stimuli. In scenarios where endocrine components need to be integrated into 

traditional neural network structures, the NARX is a good solution. This type of network 

is suitable for modeling dynamic systems with input-output relationships, making it a 

valuable tool in various applications. 

For systems requiring a high-level adaptability to dynamic conditions and changes in 

the environment, the GQOEANFIS is recommended. This mechanism enhances the 

network's response to environmental variations, thereby improving adaptability while 

modeling complex systems. In applications where mutual interactions between glands are 
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desired, the AOG mechanism offers good application potential. This mechanism enables 

dependent mutual operations of glands and interactions between different hormones, 

facilitating comprehensive interactions among mathematical units. These networks are 

effective in scenarios where the concentration of hormones from one gland depends on others, 

enhancing network performance through comprehensive interactions. Finally, for systems 

requiring protection against overflow due to a rapid growth of hormone concentration, the 

Hormone Feedback Mechanism is recommended. This mechanism ensures the stability and 

reliability of the system in volatile conditions. 

4.2. Network selection depending on the use case 

Based on the diverse approaches and implementations of endocrine neural networks 

(ENNs) presented in the previous section, the choice of which type of ENN to use 

depends on the specific technical requirements of the application and the desired behavior 

of the control system. From simpler applications such as ENARX for data analysis 

purposes, to complex hybrid intelligent structures such as OENN-OEANFIS capable of 

performing complex system control, ENNs have proved as competent models for 

resolving a variety of control problems. For example, time-series forecasting has a wide 

range of applications in control systems, especially in the model predictive control since 

it provides useful information about the potential behavior of a variable in the future. 

ENNs specially tailored for time-series forecasting are ENARX, Improved Neuro-

Endocrine Model (INEM) with gland interaction and OENNPP. All of these networks 

have proven to perform time-series forecasting and prediction tasks successfully.  

Beside the ENN application in data analysis and prediction, these structures have 

found their purpose as control components of high applicability in control systems. For 

instance, the structure combining OENN and OEANFIS (OENN-OEANFIS) proved as 

an effective tool to be utilized for online PID controller tuning, providing the means to 

design an adaptive system control, sensitive to the varying environmental stimuli. The 

implementation of this structure is particularly recommended when there is a need to 

reduce the influence of disturbances and improve the control of highly nonlinear systems. 

Concretely, the effectiveness of the OENN-OEANFIS model is proved by successfully 

applying it for 3D crane tracking control. Moreover, the OENN-OEANFIS structure also 

finds its purpose as an intelligent controller itself, not solely as a PID tuner. As the 

control structure, it is especially suitable for nonlinear MIMO systems, such as two rotor 

aerodynamic systems. Another structure suitable to be employed as an intelligent controller in 

dynamical systems is OENN structure combined with Artificial Orthogonal Glands, or OENN 

+ AOG structure. This structure can be successfully applied in the control of complex 

nonlinear systems such as magnetic levitation systems. 

Further, ENN networks can be utilized in system modeling as well. GQOEANFIS, a 

structure carefully developed based on the regular ANFIS model with the aim to solve the 

issues of large computation time and to implement an adaptive mechanism, was designed 

with the main purpose of modeling complex and highly nonlinear mechatronic systems 

such as ABS systems. The strengths of this approach are even more emphasized when 

utilized alongside with a GQOENN model, a structure specialized in predicting the 

modeling error. This structure is highly recommended for nonlinear system modeling and 

as a part of complex control algorithms such as quasi-sliding mode control. 
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Finally, there is a wide range of ENN applications in robotics. For example an 

artificial endocrine controller has demonstrated promise as a means of solving the issue 

of the power management in robotic systems. Also, EAHS proved to be an effective 

structure for behavior coordination in autonomous mobile robots, while AHN network 

can be used to ensure the robot’s high resilience to the changes in the dynamic 

surroundings. AAES-ANN structure can also be applied to incorporate online adaptation 

to faults and disturbance in robotic systems, while ANN-AES is successfully applied to 

enable collaboration in robotic swarm systems. 

5. CONCLUSION  

This survey paper represents an attempt to summarize the main insights, operational 

approaches, and applicability values of ENNs. To the best of the authors' knowledge, this is 

the first attempt to systematize the base of knowledge of ENNs, aiming to provide other 

researchers in this field with a helpful foundation for further work. 

The paper begins by emphasizing the importance of properly addressing environmental 

stimuli and disturbances when working with dynamic control systems, offering various 

insights on overcoming these challenges. Subsequently, attention is directed towards a modern 

approach for efficiently addressing such issues, namely the application of ENNs to adapt 

systems to volatile conditions. Here, the paper provides basic operational principles of ENNs 

and introduces foundational components. 

The third section constitutes the main part of this survey paper, presenting the primary 

variants of ENNs proposed thus far. Special attention has been paid to provide prospects for 

ENN application in robotics. The focus lies on showcasing the operational mechanisms of 

each endocrine structure, the development of artificial glands, and the integration of each 

proposed mechanism into a default ANN environment. Additionally,  an emphasis is placed 

on comparing the analyzed solutions and identifying the differences that characterize them. 

Finally, the fourth section aims to provide recommendations regarding the selection 

process of ENNs based on environmental stimuli and disturbances and/or specific use cases 

for which such networks should be utilized. These recommendations are intended to assist 

researchers in selecting an optimal endocrine structure for their specific research problem in 

the domain of control systems. 
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Abstract. Anticipating water levels in vast riverbeds is crucial for preventing and 

mitigating floods or droughts, assessing power plant capacity, and facilitating navigation 

management. This study introduces an innovative water level prediction model utilizing 

an Extreme Learning Machine developed to solve the issues of low performance of 

existing forecasting methods. Development of such a system is of extreme importance 

when talking about the largest European river – the Danube River. Experimental findings 

reveal the model's satisfactory performance across various accuracy metrics, complexity 

considerations, and calculation speed. The prediction with the highest error rate based 

on MAPE criteria was for Prahovo water level prediction over a 365-day period at 

2.02%, whilst the most accurate predictions were for Novi Sad and Banatska Palanka 

over 30 days and 180 days horizons, respectively, at 0.0550%. The highest coefficient of 

determination (R2) was achieved with the Novi Sad data at 0.9968, whilst the lowest was 

observed with the Prahovo data at 0.7353. The ELM model achieved high precision by 

adjusting the activation functions of the hidden layer neurons, which involved using 

different combinations of sigmoid and radial-basis activation functions. 
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1. INTRODUCTION 

Water is one of the most precious natural resources we possess [1]. Without it, life on Earth 

would not exist. The laws of nature limit our access to water. Although there is an abundance 

of water on Earth, it is not always easily accessible when needed, at the correct place, or of the 

right quality. Chemical pollutants that were improperly disposed earlier are now showing up in 

our water systems. The study of hydrology has evolved over time in order to better understand 

the complex water systems of the Earth and help with water-related problems. Hydrological 

challenges require innovative solutions. 

On the other hand, it is widely acknowledged that the Danube River provides the foundation 

for the interstate collaboration and economic growth of the Danube countries. However, the 

Danube has a significant role in other areas as well, like the promotion of general cooperation 

among the Danube countries and socioeconomic, cultural, and political development. The 

Danube River plays a major role in planning and development of appropriate ecological 

concepts in the sphere of environmental protection, as well as in other areas of interstate 

cooperation involving the entire Danube region. 

Reliable forecasts for various forecast horizons are necessary for solving critical decision-

making problems. The hydrological characteristics of the Danube River impact a number of 

concerns, including navigation, droughts and floods, power plant capacity, and other issues. In 

time series research, forecasts have traditionally been made using a wide variety of statistical 

methods, including autoregressive models (ARIMA, SARIMA, etc.), exponential smoothing, 

dynamic regression models and many others [2-7]. Along with these methods, deep learning 

models have become popular in research for solving time-series prediction challenges due to 

their ease of implementation, availability of tools to create prediction models and notable 

achievements in many different areas of application [8-10]. Deep learning techniques 

encompass various artificial neural network structures, where recurrent networks such as 

Long Short-Term Memory (LSTM) [11], [12], Gated Recurrent Units (GRU), etc. stand out in 

the time series prediction domain due to their ability to capture time series patterns from 

historical data [13], [14]. The issue that arises with deep learning models is the lengthy process 

of network training when dealing with a considerable amount of data, together with the complex 

iterative computation of network parameters. This is particularly an issue with recurrent models 

as their training process causes high memory consumption due to the models' memory effect 

and due to the use of backpropagation through the time algorithm for updating the network 

weights. Another approach, the Extreme Learning Model (ELM), has arisen as a response to 

the expensive nature of neural network training. Unlike typical neural networks, it does not 

utilize an iterative error function minimization strategy. In this algorithm, a subset of network 

weights is initialized to a random value and during training, the rest of the weights are adjusted 

according to the training input-output pairs using a much simpler process. Due to its speed, 

simplicity and increasingly widespread usage, ELM is chosen to be the algorithm implemented 

in this paper for predicting the water level of Danube on multiple measurement stations. 

A number of researchers address the hydrological forecasting challenges of the Danube 

River by employing different statistical or neural network modeling methodologies [15-19]. 

Because hydrological time series are influenced by numerous independent variables, traditional 

forecast models struggle to provide effective forecasts. Some advanced hybrid forecasting 

models have recently been created in order to improve reliability and precision of forecasting 

results [19-24]. 
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In the study presented in this article, a development of a specific Extreme Learning Machine 

(ELM) model is performed to make one-step-ahead predictions for daily-time horizons in the 

Danube River flow through the Republic of Serbia, at seven measuring stations. They are: 

Bezdan, Zemun, Novi Sad, Banatska Palanka, Veliko Gradište, Donji Milanovac, and Prahovo. 

The initial study in this field was conducted in [25]. Further research, performed in this study 

aims to assess and improve the accuracy of the forecasts. Brief descriptions of water level data 

and ELM modeling follow. After that the Python computer language implementation of the 

forecasting model is shown. At the conclusion, appropriate forecast performance measures are 

evaluated and discussed together with suggestions for future research. 

2. STUDY AREA 

The Danube River's natural attributes set it apart and differentiate it from other European 

rivers. This river is Europe's watershed due to its length of 2,888 km, navigability, rich natural 

content, fish, and plant life. Geographically, the Danube springs in the Schwartzwald Mountains 

of Baden-Württemberg, which are located in the southwest of the Federal Republic of Germany. 

It is formed by the merger of the smaller rivers Briga and Breg near Donaueschingen [26]. The 

Danube flows from west to east, passing through several major towns in Central and Eastern 

Europe (Vienna, Bratislava, Budapest, and Belgrade) before forming a delta in Romania and 

Ukraine after 2850 kilometers on the Black Sea coast. Throughout history, the Danube has 

always been an important international waterway. 

The Danube is the second European river in length and with a long-term daily mean 

discharge of about 6500 m3/s [27]. Fig. 1 shows the portion of the flow of the Danube that 

goes through Serbia. A section of its course forms a natural border between Serbia and 

Croatia, as well as Serbia and Romania (138 km toward Croatia and 227 km toward 

Romania). The Danube has an average width of 600 meters and a maximum width of 2000 

meters at the entrance to the Đerdap Gorge. The Đerdap Gorge, which is 97 kilometers 

long, is Serbia's largest gorge. 

 

Fig. 1 The Danube River through the Republic of Serbia 
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The Danube basin, which covers an area of around 801,463 km2 and represents 10% of 

the area of the European continent, is home to approximately 80.5 million people in 19 

countries through which this river flows [27-29]. The Danube basin is separated into four 

areas based on its geological structure and geographical layout: upper, middle, and lower 

Danube, as well as the Danube's delta [30]: 

1. Upper Danube Region, between its springs and the Devin Gate, (1,880 r km (river 

kilometer), basin area: 131,338km2, long-term annual average discharge 2,051m3/s).  

2. The Central Danube Region lays between the Devin Gate and the Iron Gate (930 r 

km, basin area 444,894km2, long-term annual average discharge 5,585m3/s). 

3. The Lower Danube Region is placed between the Iron Gate and the Danube’s Delta 

(132 r km, basin area: 230,768 km2, long-term annual average discharge 6,563m3/s).  

4. The Danube Delta is located at the Black Sea coast. As a crucial wetland in the 

Danube River Basin, the Danube Delta covers 6,750 km2 in area [31], [32].  

Since the Danube River supplies water for industry, agriculture, and several eco-

systems, it is generally of tremendous ecological, social, and economic worth. In addition, 

the Danube is crucial for transportation, electricity production, recreation, tourism, fishing, 

and biodiversity. Aside from its natural features, the Danube region can be recognized by 

a variety of other characteristics, such as historical legacy, future-oriented planning, 

increased economic activity, collaboration in various areas of social life, etc. 

In 2014 the Republic of Serbia’s territory experienced one of the worst natural disasters i.e., 

an extreme flood [33]. The floods preventions systems either failed to prevent damage, or were 

never implemented. The riverbeds were rarely cleaned and maintained for decades, and the 

embankments were not renovated. The pumping stations were also neglected and their 

functionality was rarely checked. The authorities of the Republic of Serbia have conducted 

a post-disaster damage assessment after the floods [34], [35]. In general, the serious 

unpreparedness disturbed lives of many people and animals and did severe damages in 

urban systems, agriculture, and local economy [36].  

Considering the noted deficiencies and the profound impact on the community, there is a 

compelling need and a motive to proactively address and enhance flood prediction and 

prevention measures especially in the context of such a large river basin like the Danube’s 

basin. Current state of readiness, as evidenced by the 2014 flood, is insufficient to mitigate 

the potential future threats posed by the Danube River. The study, conducted in this research 

aims to contribute to the scientific understanding and practical management of water-related 

disasters. By employing advanced predictive modeling techniques, such as the ELM 

approach, this research attempts to provide accurate and timely predictions of the Danube 

River's water levels. The ultimate goal is to develop a robust framework that can assist 

authorities in the Republic of Serbia and other regions prone to flooding in implementing 

more effective flood prevention strategies. 

3. THE METHODOLOGY OF ELM MODELLING 

Extreme Learning Machine (ELM) is a feed-forward neural network (FFNN) training 

algorithm based on randomization of network weights, which is primarily applied to networks 

with a single hidden layer. ELM aims to achieve very high learning speed by initializing a 

portion of network parameters to a random value using a distribution function, rather than 

implementing an iterative process and backpropagation to update the weights' values [37]. In 
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particular, weights between the input layer and the hidden layer, as well as the bias of the hidden 

layer are randomized, while the weights between the hidden layer and the output are determined 

in a single step by solving a system of linear equations. This method is shown to be reliable 

through rigorous mathematical proofs and strong definitions [37]. 
Since no iterative steps are required, ELM's weight randomization has shown to be a much 

faster method compared to other algorithms used extensively (such as Gradient Descent) while 
keeping accuracy at a high level. Short training times achieved by the algorithm combined with 
easy implementation of feed-forward NNs have contributed to ELM being widely used in many 
different fields of application.  

To generalize, Extreme Learning Machine time series modelling offers several advantages 
over other forecasting methodologies: 

▪ Fast Training: ELMs usually consist of a single layer of hidden neurons that are 
randomly initialized, resulting in much quicker training when compared to conventional 
neural networks such as feedforward or recurrent neural networks. This enables faster 
testing and refinement of models [38]. 

▪ Simple implementation: ELMs are easy to implement and need minimal hyperparameter 
adjustment. Due to the single layer structure, they have a fewer number of parameters 
to optimize in comparison to other neural network topologies, which makes them 
simpler to train and implement. 

▪ Efficient nonlinear modelling: ELMs have demonstrated the ability to perform as well 
as more advanced time series forecasting techniques, using fewer computer resources. 
Time series data with nonlinear relationships can be captured by ELMs without the need 
for explicit feature engineering. They automatically extract pertinent aspects from the 
incoming data, enabling them to efficiently represent intricate patterns and dynamics. 
This efficiency makes them appropriate for real-time forecasting applications or 
situations with restricted processing resources [39], [40]. 

▪ Generalization capability: ELMs have shown strong generalization capacity, especially 
when working with noisy or high-dimensional time series data. When applied to 
properly pre-processed data, overfitting is less likely to occur [41]. 

▪ Scalability: ELMs are capable of efficiently processing large-scale time series datasets 
because of their straightforward and parallelizable training procedure. Their scalability 
makes them well-suited for applications requiring handling large volumes of data, 
including financial forecasting or energy demand prediction [42]. 

A. Mathematical formulation of the ELM model 

Mathematical model of the ELM algorithm will be explained on an example regression 

network (Fig. 2) with L hidden nodes, where: 

▪ xi is the i-th input node for input data of length N, 

▪ W is the weight matrix of connections between the input and the hidden layer, 

▪ bi is the i-th hidden layer bias coefficient, 

▪ ai is the activation of i-th hidden node, 

▪ y is the output node, 

▪ βi is the weight of a connection between the i-th hidden neuron and the output. 

The goal of the ELM training algorithm is to find the optimal values of the output weights 

β1, β2, … βL in order to find the best fit model based on the training data. The training algorithm 

consists of the following steps: 
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1) Training data preparation  

2) Weight and bias initialization  

3) Hidden layer output matrix calculation - H 

4) Calculation of H† (the Moore-Penrose inverse of H)  

5) Output weights vector calculation 

 

Fig. 2 Neural network representation of ELM 

 

Before the training, the pre-processed data set is split into training and test sets. The 

sets consist of pairs of input vectors and corresponding outputs. The portion of the data set 

used for training is usually picked to be 60% - 80% of the entire dataset. 

Firstly, the input weights in matrix W and the biases of the hidden layer are assigned 

random values with a selected probability distribution. Then, the training samples are 

passed to the network one by one. For each input-output training pair, the activations of the 

hidden neurons are calculated by applying an arbitrary activation function g(x). For the 

training sample t, the activations are computed as specified in equation (1): 

 𝑎𝑖
(𝑡)

= 𝑔(𝒘𝑖𝒙
(𝑡) + 𝑏𝑖) (1) 

Here, wi is the vector of weights connecting i-th hidden node and the inputs, and x(t) is the 

t-th input vector of the training set. All the activations are then stored in the hidden layer 

output matrix H, as shown in equation (2). The matrix consists of L columns (one for each 

hidden neuron) and n rows where i-th row of the matrix contains activations calculated for 

the i-th training pair. 

 𝑯 =

[
 
 
 
 𝑎1
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(1)
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According to the model, the network output can be determined as a weighted sum of 

hidden node activations with β being the output weights vector. If all the output data in the 

training set are stored in a vector y, then it follows that Hβ = y which represents a system 

of linear equations in output weight coefficients consisting of n equations and L unknowns. 

The solutions to Hβ = y can only be approximate since the high number of training samples 

results in a system with many more equations than variables which is impossible to solve 

directly. An approximate solution can be selected so that the norm of the system is 

minimized, i.e.: 

 ‖𝑯�̑� − 𝒚‖ = 𝑚𝑖𝑛
𝜷

‖𝑯𝜷 − 𝒚‖ (3) 

In other words, the resulting vector of Hβ is as close as possible to y, which results in a 

least-squares solution. It can be shown that the solution which satisfies the minimum norm 

condition is in the form of [43]: 

 �̑� = 𝑯†𝒚 (4) 

Where H† represents the Moore-Penrose pseudoinverse matrix of H, which can be 

calculated as follows: 

 𝐇† = (𝐇T𝐇)−1𝐇T (5) 

In this way, the network output weights are determined directly using a single matrix expression 

and calculating the Moore-Penrose pseudoinverse could be performed with the help of simpler 

algorithms such as singular value decomposition. After determining the output weights, the 

model is completely trained and can be tested or used for making predictions. 

B. ELM model fitting and prediction accuracy measures 

Some of the metrics commonly used for evaluating the accuracy of neural network 

prediction are Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean 

Squared Error (MSE), Root Mean Squared Error (RMSE), R2 or the coefficient of determination 

and many others. In this paper, MAPE, RMSE and R2 were used for evaluating the models. 

MAPE quantifies the accuracy of predicted values by calculating the average of the 

absolute percentage errors over all the predictions. The use of MAPE is often suitable for 

evaluating predictions made for huge datasets. MAPE can be calculated as follows: 

 𝑀𝐴𝑃𝐸 = (
1

𝑛
∑ |

𝑝𝑖−𝑦𝑖

𝑦𝑖
|𝑛

𝑖=1 ) ⋅ 100%, (6) 

where pi is the value predicted by the model, yi is the actual value from the dataset and n is 

the number of values in the dataset. 

RMSE is another metric commonly employed in regression or time series model 

training. It quantifies the deviation of the predicted data from the line of best fit. It can 

serve as a decisive factor for choosing the most effective forecasting model from a set of 

models trained on the same dataset. RMSE can be calculated as follows: 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
(∑ (𝑝𝑖 − 𝑦𝑖)

2𝑛
𝑖=1 ). (7) 
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R2, also known as the coefficient of determination, is a statistical metric used in 

regression analysis to quantify the percentage of variance in the dependent variable that 

can be predicted by the independent variable. R2 quantifies the degree to which the 

regression model fits the dataset. R2 can be calculated as follows: 

 𝑅2 = 1 −
∑ (𝑦𝑖−𝑝𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖−�̑�)2𝑛
𝑖=1

 (8) 

where ŷ is the mean value of the dataset. A model can be considered as a good fit if its R2 

value is close to 1. 

4. DANUBE WATER LEVEL DATA 

The source of the data used for creating ELM water level prediction models comes from the 

hydrology section of the online-accessible weather records of Republic Hydrometeorological 

Service of Serbia (RHSOS) which contains measurements of a variety of hydrological 

characteristics of rivers in Serbia [44]. These characteristics include daily water level, water 

temperature, water flow measurements, ice phenomena, quality of water, and more. 
The water level data provided by RHSOS is collected from the network of measurement 

stations installed on various locations including many rivers and lakes in Serbia. As of 
2023, a total of 211 such stations are located throughout the territory of Serbia, with 15 of 
those stations being located on the Danube River [45]. There are a number of instruments 
that are utilized at the stations in order to measure the water level such as limnigraph water 
gauges and/or digital devices. At each station, measuring of the water level takes place 
once a day at a particular hour, on a regular basis. Water level is measured in centimeters 
and relative to a zero-elevation point defined for each station. Zero-elevation points are 
given in meters above the Adriatic Sea. 

Every year, in the middle of the year, RHSOS publishes an annual report that includes 
information on the surface water parameters that were measured during the previous year. The 
section of the annual report regarding water level includes daily measurements for all stations, 
as well as minimum, average, and maximum readings for each month and for the entire year. 

The ELM model for predicting the Danube water level was developed based on data from 
several RHSOS annual reports. Out of the total of 15 stations, 7 were selected: Bezdan, Novi 
Sad, Zemun, Banatska Palanka, Veliko Gradište, Donji Milanovac, and Prahovo. The RHSOS 
online source offers reports starting from 1991 up to 2021 (at the time of developing the 
models). However, for some stations, data before a particular year is missing and only a subset 
of the annual reports was used per station, starting from the year when the data was recorded 
for the first time for the given station and up to 2021 Fig. 3 provides a graphical representation 
of each of the stations’ datasets, where water level values are shown relative to the Adriatic Sea 
level i.e. including the zero-elevation points of each station. Fig. 4 shows the distribution of 
water levels appearing in the data set relative to zero-elevation points. Table 1 presents a 
summary of station statistical details as well as the starting year of the subset of annual reports 
used for a particular dataset. Table 2 shows a sample of one of the datasets. 
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Fig. 3 Water level data measurements from each station 
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Fig. 4 Water level distribution violin plots across stations 

Table 1 Statistical details of different datasets 

 Bezdan Novi 
Sad 

Zemun Donji 
Milanovac 

Veliko 
Gradište 

Banatska 
Palanka 

Prahovo 

Zero-elevation [m]  80.64 71.73 67.87 62.24 62.17 62.85 29.02 
Starting year 2004 2004 2009 2007 2006 2008 2018 
No. of samples 6575 6575 4748 5479 5844 5114 1461 
Mean relative water level [cm] 171.64 230.49 331.28 651.34 757.64 701.14 214.18 
Std. deviation 139.4 121.35 95.51 97.44 23.01 29.75 168.41 
Min. [cm] -101 -13 184 140 588 551 -72 
25% (Q1) [cm] 166 141 256 642 745 680 80 
50% (Q2) [cm] 148 215 312 687 755 695 190 
75% (Q3) [cm] 248 302 388 705 770 721 324 
Max. [cm] 755 744 691 742 960 840 718 

For each dataset, the data from the reports has been organized into a single time series 

with samples ranging from a starting date to 31.12.2021. and then stored in individual .csv 

files. Missing data was imputed using linear interpolation. In order to eliminate unwanted 

noise in the data, a convolution filter (Centered Moving Average) was employed on each 

individual dataset. 

5. DEVELOPMENT AND TRAINING OF ELM MODELS 

Prediction of the next sample in a time series is in most cases based on the samples 

collected in a number of previous consecutive timesteps. For this purpose, the data is firstly 

reorganized into input-output pairs that are appropriate for time series prediction before the 

ELM models are trained. The sliding window technique is used to generate vector pairs for 

each model. This involves creating input-output pairs from consecutive dataset points of 

each dataset. For a model with an input length of N, the i-th pair is formed by taking in 
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total N+1 consecutive points, with points xi, xi+1, xi+2, … xi+N-1, forming the input vector of 

the pair and taking xi+N as the target or the desired output. The total number of input-output 

pairs generated in this way is n-N-1, where n is the length of the dataset used for training. 

In this paper, 70% of all reorganized data in each dataset was used for training. The 

accuracy of the forecast can be influenced by the length of the input vector, also known as 

the prediction horizon, depending on the time series [46]. This study involved developing 

models for each station with input lengths taking 30, 60, 120, 180, and 365 samples and 

then selecting the model that yields the most accurate predictions after training. This 

accounts for a total of 35 models, one per horizon length and per dataset.  

 The structure of each ELM model is selected using the method of optimal pruning 

described in detail in [47]. This method involves selecting an initial number of hidden 

neurons, grading the neurons according to their “usefulness” (using RMSR [48]), then 

performing a Leave-One-Out (LOO) cross-validation to evaluate the model performance 

and, in the end, discarding some of the neurons based on their grade and the results of LOO. 

For models in this study, hidden layers were initially assigned 600 neurons in total, 100 of 

them implementing the sigmoid activation function and the other 500 the radial basis 

function with L2 norm, which is commonly used in ELMs [49]. 

6. RESULTS AND DISCUSSION 

After training all the models, prediction testing was conducted using the corresponding 

test sets, which consisted of the remaining 30% of the data set that was not used for training. 

Table 3 shows the accuracy metrics for each station across different horizons, together with 

the count of hidden neurons in each network following optimal pruning. Fig. 5 shows the 

graphical representation of predictions with the highest R2 value among different horizons 

over the entire test set for each station. Additionally, the subset of 60 consecutive 

predictions for which each stated model had the lowest RMSE is shown. Predicted values 

take the zero-elevation level into account. Plot lines colored in blue represent the actual 

recorded values, while red lines represent predictions. 

Given the results in the tables, it can be concluded that the methodology used for 

generating and training has yielded models that perform very well across nearly all datasets. 

Most of the models obtained an R2 value larger than 0.95, except for the model for the 

Veliko Gradište station which resulted in R2 around 0.86 across all horizons due to larger 

levels of noise in the data than in the other datasets, but had considerably low RMSE values 

on the other hand. Among all the datasets, the Prahovo station had the smallest number of 

samples and thus the small training and test sets, which explains the drop in R2 as the 

horizon increases. It can also be noticed that the longer the horizon, the less neurons would 

be dropped out of the network after pruning. Overall, the models were able to closely match 

the trend and predict sudden rises/drops of the water level, regardless of the water level 

values distribution and the value of the zero-elevation point. 
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Table 2 Summary of prediction accuracy and network complexity according to different 

criteria – a) Bezdan model, b) Zemun model, c) Novi Sad, d) Veliko Gradište 

model, e) Donji Milanovac model, f) Banatska Palanka model, g) Prahovo model 

Bezdan MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.0759 9.5251 0.9932 30 160 
60 0.0784 9.7075 0.9930 48 268 

120 0.0858 10.2512 0.9922 81 433 
180 0.0888 10.4440 0.9920 92 479 
365 0.1154 12.8260 0.9881 100 500 

 

Zemun MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.0556 5.2561 0.9961 21 114 
60 0.0579 5.4199 0.9959 47 206 

120 0.0604 5.6002 0.9956 60 334 
180 0.0705 6.3614 0.9939 99 485 
365 0.0817 7.3589 0.9907 100 500 

 

Novi Sad MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.0550 5.6510 0.9968 28 138 
60 0.0563 5.7810 0.9967 39 218 

120 0.0604 6.1031 0.9963 78 388 
180 0.0619 6.1402 0.9963 100 495 
365 0.0832 7.9453 0.9939 100 500 

 

Veliko Gradište MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.0562 5.1765 0.8642 8 48 
60 0.0558 5.1451 0.8653 39 171 

120 0.0558 5.1348 0.8667 39 217 
180 0.0553 5.0975 0.8679 62 265 
365 0.0561 5.1336 0.8678 99 499 

 

D. Milanovac MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.1202 11.9476 0.9747 25 99 
60 0.1213 11.9684 0.9747 51 238 

120 0.1226 12.0287 0.9747 89 445 
180 0.1245 12.1552 0.9744 100 500 
365 0.1301 12.5917 0.9732 100 499 

 

Ban. Palanka MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.0559 5.0858 0.9562 35 152 
60 0.0557 5.0737 0.9565 49 209 

120 0.0551 5.0256 0.9576 48 267 
180 0.0550 5.0179 0.9580 93 469 
365 0.0555 5.0105 0.9564 100 497 

 

Prahovo MAPE [%] RMSE [cm] R2 Sigmoid neurons RBF L2 neurons 

30 0.4234 18.9374 0.9833 14 79 
60 0.4210 18.9479 0.9836 29 163 

120 0.8653 34.2724 0.9483 84 408 
180 1.0182 40.1830 0.9301 87 363 
365 2.0199 78.2243 0.7353 77 406 
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 a) 

 

 b) 

 

c) 
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 d) 

 

 e) 

 

 f) 
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 g) 

Fig. 5 Predictions for different models and best RMSE days – a) Bezdan model, b) Zemun 

model, c) Novi Sad, d) Veliko Gradište model, e) Donji Milanovac model, f) Banatska 

Palanka model, g) Prahovo model  

7. CONCLUSION  

This research examines the use of Extreme Learning Machine for predicting the daily water 

level of the Danube River. Numerous experiments with different ELM hidden neuron structures 

have been conducted across various datasets of different water level distributions. Models’ 

accuracies were assessed in order to determine the optimal models for each dataset.  

The ELM models demonstrated promising results in terms of prediction, considering 

their complexity, accuracy, and training time across most datasets. Most models showed 

desirable R2 values (above 0.95), except for the Veliko Gradište station model, which had 

lower R2 values due to higher data noise but low RMSE values. Regardless of the water 

level distribution or zero-elevation point, the models were able to accurately predict the 

water level. 

For future studies, modifications of the models could be applied to further investigate 

the effect of different model parameters and properties on the models’ predictive power. 

For instance, the number of output neurons could be increased in order to perform 

predictions for longer periods, such as one week or one month ahead. Since the models in 

this paper contained neurons of mixed activation functions, the effect of each activation 

function could be investigated by creating models with hidden layers with a single 

activation function and their performance can be compared with the models with mixed-

activation function in hidden layers’ neurons. 
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