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Abstract. MLP_DoA module, being an integral part of the smart TWAA DoA subsystem, 

intended for fast DoA estimation is proposed. Multilayer perceptron network is used to 

create the MLP_DoA module that provides a radio gateway location in azimuthal plane at 

its output when a spatial correlation matrix, found by receiving the radio gateway signal 

using two-element textile wearable antenna array, is on its input. MLP_DoA network 

training with monitoring the generalization capabilities on the validation set of samples is 

applied. The accuracy of the proposed modeling approach is compared to the classical 

approach in MLP_DoA module training previously developed by the authors. Comparison 

of the presented ANN model with the root MUSIC algorithm in terms of accuracy and 

program execution time is also done. 
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1. INTRODUCTION 

Wearable wireless systems play an integral role in the fifth generation (5G) networks, 

which operate with higher bit rates, lower latency, and lower outage probabilities in smaller 

microcells and picocells covering broader areas than 4G or older technologies. In addition, 

beam reconfigurability and beamforming are expected to facilitate spectral and energy 

efficiency at both the mobile devices and base station levels. Besides mobile communications, 

wearable wireless systems find numerous applications in areas such as health-care, security, 

ambient assisted leaving, sports etc., [2]-[7]. 

Wearable antennas are among the most important elements of wearable wireless 

systems, [8]-[15]. They are usually integrated within the clothing by any of current state-

of-the-art fabrication methods (fabric-based embroidered antennas, polymer-embedded 

antennas, microfluidic antennas with injection alloys, inkjet printing, screen printing and 

photolithography, 3D-printed antennas, etc.) [9]. Depending on the type of application, it 
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is vital to choose a suitable antenna form, as one-design-fits-all approach often does not 

meet all requirements.  

In health care monitoring (HCM), wireless technology enables a significant reduction in 

the cost of health services, while at the same time providing the necessary quality of 

service. Combination of biosensors placed on patient’s body and antennas integrated into 

garments to transmit/receive signals to the remote wireless monitor point can allow the 

patients to receive the needed assistance, while continuing to live in their own homes [15].  

A single textile wearable antenna with an omnidirectional radiation pattern is commonly 

used in health care monitoring systems. It allows to avoid signal level fluctuations between the 

antenna and a radio gateway (RG) of the HCM system due to wearer movements. However, 

the range of the single antenna is significantly reduced both outdoors and indoors due to its 

small gain. The classic antenna arrays provide significantly higher gain but have narrow and 

spatially invariant radiation patterns and therefore cannot overcome the problem of signal 

fluctuations due to the movement of antenna wearer. Textile wearable antenna arrays 

(TWAA) with adaptive beamforming (smart TWAA), on the other hand, provide that the 

main lobe of the antenna array radiation pattern is always directed towards the RG [15]. 

Direction-of-arrival (DoA) estimation of RG signal represents a crucial factor in adaptive 

beamforming [16]. Usually, DoA estimation requires intensive matrix calculations аs it is 

based on super resolution algorithms such as MUSIC, ESPRIT, and their modifications. 

Therefore, their real-time implementation requires powerful hardware platforms, [17-20], 

which makes them unsuitable for implementation on small mobile platforms used to realise 

smart TWAA. 

On the other hand, artificial neural networks (ANNs) for DoA estimation do not 

require complex matrix calculations and can be easily implemented on modest mobile 

hardware platforms, [21]-[26]. Further, from our previous research, it was shown that 

they have approximately the same modelling accuracy as super resolution algorithms, but 

significantly higher calculation speed [1], [24]-[26]. 

This paper is a continuation of the research presented in [1] where the basic version of 

the DoA module based on the MultiLayer Perceptron (MLP) network (MLP_DoA module) 

was proposed. That module is an integral part of the smart TWAA DoA subsystem with two 

textile antennas that performs fast DoA estimation of the RG signals and determination of the 

RG location in the azimuthal plane. The research conducted within this paper relates to further 

development and improvement of the MLP_DoA module as well as to the examination of its 

performances in a working environment having a wide range of signal-to-noise ratio changes. 

Unlike the classical approach in MLP_DoA module training, applied in [1], that did not 

include mechanisms of control of the achieved generalization capabilities of MLP network, in 

this paper, network training with monitoring the generalization capabilities on the validation 

set of samples and thus preventing the effect of its overlearning is applied. The proposed ANN 

approach in DoA estimation of the RG signal is compared with the classical approach in DoA 

estimation based on the root MUSIC algorithm in terms of accuracy and program execution 

time. 

The paper is organized as follows. After Introduction, a brief description of the 

proposed smart TWAA DoA subsystem is given in Section 2. The architecture, training, 

and testing of MLP_DoA network are presented in Section 3. The most illustrative 

numerical results are presented in Section 4, and finally conclusion remarks are given in 

Section 5.  
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In order to facilitate interpretation of the material presented in these sections, the list 

of used acronyms is given in  Table 1. 

Table 1 List of used acronyms 

A term replaced by its acronym (acronym) 

health care monitoring (HCM) mean square error (MSE) 

radio gateway (RG) maximum validation failures (MVF) 

textile wearable antenna arrays (TWAA) worst case error (WCE) 

direction-of-arrival (DoA) average test error (ATE) 

artificial neural networks (ANNs) Pearson Product Moment correlation coefficient (rPPM) 

multilayer perceptron (MLP) signal-to-noise ratio (SNR) 

2. SMART TWAA DOA SUBSYSTEM 

Architecture of the smart TWAA DoA subsystem is shown in Fig. 1. It consists of 

two-element TWAA, narrowband filters, A/D convertors, FPGA module and DoA 

module. The distance between the antenna elements is d = c/2f, where c is the speed of 

light. TWAA, filters and A/D convertors perform the RG signal sampling at frequency f. 

Based on the samples provided by TWAA, FPGA module calculates the spatial correlation 

matrix (C). This matrix is then sent to the input of DoA module that determines the azimuth 

positions of the radio gateway (). ANNs are proposed for the realization of the DoA 

module (ANN based DoA module). 

 

Fig. 1 Architecture of the smart TWAA DoA subsystem [1] 

In the absence of the antenna noise, the vector of signals induced on TWAA with 

elements having omnidirectional radiation pattern in the azimuth plane is xs(t) = [xs1(t) 

xs2(t)], where xs1(t) and xs2(t) are the signals induced on the first and second antenna 

element, respectively. Accordingly, the correlation matrix of signals induced on elements 

can be expressed as [16] 
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where E [] denotes expectation operator, s = [1 ejdsin]T is the steering vector,  is the 

phase constant ( =2π/λ), and p is the power of the signal induced on one omnidirectional 

antenna element. 

In the initial state, when the TWAA wearer does not move and the textile is not deformed, 

the gains of antenna elements are mutually equal, G()=G1()=G2(). In the general case, the 

TWAA wearer moves, the textile deformations occur and consequently there are changes in 

the orientation of the antenna elements and in their effective apertures. Therefore, the gains of 

antenna elements in the direction of the RG change over time and in general case, they can 

have different values at the same moment 
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Here, we assume that creasing of textile does not lead to a significant change in the 

distance between the antenna elements, i.e., this change can be neglected. Therefore, the 

equation (1), defining the correlation matrix of the signals received by the mobile TWAA, 

must be modified as follows 
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When the antenna noise is present and there is not any external RG signal, the noise vector 

induced on the antenna elements can be represented as n(t) = [n1(t) n2(t)], where n1(t) and n2(t) 

are random noise components on the first and second antenna element, respectively. For 

uncorrelated noise, e.g., white Gaussian noise, the noise correlation matrix is obtained as 
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The spatial correlation matrix at the TWAA output, C, can be obtained as a superposition 

of the correlation matrix of signals and the noise correlation matrix, 
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where x(t) = xs(t)+n(t) is the vector at the TWAA output. 

The signal-to-noise ratio (SNR) is defined with respect to the power of the signal 

received by the first element of the antenna array, 
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Therefore, equation (5) can be expressed as follows 
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Normalization of the matrix C does not lead to a change in the results obtained by 

MUSIC algorithm for DoA estimation, [25]. By normalizing the matrix C with respect to 

element C11, it is obtained that normalized matrix,  C, is invariant to the signal strength p 

and for its determination is not necessary to know the gains of both antennas but only 

their relative ratio G2/G1, 
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With the introduction of the variables: g (root gain ratio), 
12 GGg = , and the 

distance between antenna elements expressed in wavelengths, d, Eq. (8) becomes 
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In the real scenario, the TWAA wearer moves, and the textile is crumpled, so it is 

exceedingly difficult to determine the parameters g and SNR at each time point. Also, the 

angle  is unknown, so the spatial correlation matrix cannot be determined directly by 

applying the above formula. The spatial correlation matrix is estimated from a large 

number of TWAA output samples in a short time interval (TWAA snapshots) using fast 

A/D converters and calculating the matrix elements on the FPGA module using the 

approximate formula 
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where xs is the sample of s-th snapshot at TWAA output and Ns is the number of snapshots. 

An example of a measuring point and the necessary laboratory equipment for obtaining the 

elements of a correlation matrix by measurement are presented in [26]. 

3. ANN BASED DOA MODULE 

The ANN based DoA module consists of a single MLP neural network (MLP_DoA) 

that estimates the angle of arrival of the RG signal on the TWAA based on the signal 

information contained in the spatial correlation matrix. This can be represented as follows 
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 _ ( )MLP DoAf = C . (11) 

The first row of a normalized spatial correlation matrix without autocorrelation element is 

sufficient for estimating the angular positions of EM radiation sources, [1], [25]. The real and 

the imaginary part of the elements in the first row without the autocorrelation element, are 

brought separately to the neurons in the input layer of the MLP network. In this way, a model 

is obtained that is more suitable for implementation and training in relation to the case when 

the complex values of these elements are taken at the input of the MLP network, [23]. 

Accordingly, for the two-element TWAA, Eq. (11) can be written in the form 

 _ _ 12 12( ) (Re{ }, Im{C })MLP DoA MLP DoAf f C  = =c , (12) 

where c is the vector of the input variables of the MLP neural network (c = [Re{C12՛} 

Im{C12՛}].) 

3.1. Architecture of MLP_DoA network 

The architecture of MLP_DoA network is shown in Fig. 2. It consists of a total of L 

layers of neurons: one input and one output layer of neurons and a total of L-2 hidden 

layers of neurons between them. 

 

Fig. 2 Architecture of MLP_DoA network. 

The signal propagation from the input to the output of the MLP network and the 

corresponding transfer functions of the MLP_DoA network (Eq. 12) can be described by the 

output vectors of each network layer. The input layer is a buffer layer and, according to Eq. 

(12), has two neurons. Thus, the output vector of the input layer is y1 = c = [Re{C12՛} 

Im{C12՛}]. The output vector of l-th layer (except the input layer) can be expressed as 
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where yl-1 represents the output of (l-1)-th layer. In Eq. (13), wl is the connection weight 

matrix between the (l-1)-th and the l-th layer where matrix element wl
i,j represents the 

connection weight between the j-th neuron of the (l-1)-th layer and the i-th neuron of the 

l-th layer, bl is the vector containing biases of the l-th layer where vector element bi
l 

represents bias of the i-th neuron of the l-th layer, while Fl() is an activation function of 

l-th layer neurons. The hyperbolic tangent sigmoid transfer function was used as an 

activation function of hidden layers 
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The output layer has one neuron with the linear activation function FL(u) = u and its 

output is given as 
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L

L F bywbywy +=+== −− 11 )( . (15) 

The weight matrices w1, w2,…, wL,  and bias vectors b1, b2,…, bL form the set W of 

the trainable parameters of the MLP network. The values of the elements of this set are 

adjusted during the network training with the aim that the mapping expressed by Eq.(12) 

is realized with the desired accuracy. 

The general architecture of this MLP_DoA neural network is represented by the 

notation MLPH-N1-…-Ni-…-NH. H and Ni in this notation are the total number of hidden 

layers in MLP architecture (H = L-2) and the total number of neurons in the i-th hidden 

layer, respectively. 

3.2. Training and testing of MLP_DoA network 

MLP_DoA network training is performed on a set of training samples P = {(c1,1
D), 

(c2,2
D),..., (cs,s

D),...,(cNp,Np
D)}, where s

D is the desired value of the network output 

when the sample cs is brought to its input and NP is the total number of training samples. 

To monitor the achieved degree of the network generalization, the validation set V, 

containing the total number of NV samples of the same format as the samples of the 

training set P, is applied. During the network training, the samples from the training set 

are brought to the network input and an iterative change of weights and biases from the 

set W is performed in accordance with the chosen training algorithm. The goal is to 

minimize the mean square error (MSE) of the network output relative to the desired 

output values. Regarding the observation of network performance at the training set, the 

network training is stopped either when the target MSE at the training set (EPtarget) is 

reached or if the maximum number of iterations, NImax, is reached. During the network 

training, the MSE of the network output at the validation set, EV(W), is also monitored 

and when its minimum value (EVmin) is reached, the training is stopped,  even if the above 

conditions for termination of the network training are not met. In fact, when EVmin is 

achieved, any further training of the MLP_DoA network leads to the network overfitting 

and deterioration of its generalization abilities. In other words, this means that the 

problem of finding the optimal breakpoint of the neural network training comes down to 
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finding the values of network weights and biases from the set W for which the network 

will have a minimum mean square error at the validation set (Eq. 16). 
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If during the iterative training of the MLP_DoA network is noticed that the error at the 

validation set after a period of continuous decline begins to grow in the next MVF (maximum 

validation failures) successive iterations, then it is considered that the minimum error has been 

reached and the training should be stopped. The MVF value is set before the start of the 

network training. In the example of MLP_DoA network training that is presented in this 

paper, a test set intended for checking the generalization performance of the trained network 

was used as a validation set in the network training process (V=T).  

Each sample used for neural network training or testing was obtained by establishing an 

inverse DoA mapping according to Eq. (9) and averaging a large number of consecutive 

TWAA snapshots according to Eq. (10). The training and test set of the samples contain 

ordered triplets of the format (Re{C12( D [], g [dB], SNR [dB])}, Im{C12(D [], g [dB], SNR 

[dB])},  D []), where the samples are generated for different values of the angle  D and the 

parameter g. 

The MLP_DoA network training set is generated by a uniform distribution of the variables 

 D and g as 
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where  D
min,  D

step and  D
max are the minimum value, step, and the maximum value of the 

angle  D, respectively, and gmin, gstep and gmax are the minimum value, step, and the 

maximum value of the parameter g in the training set, respectively. 

In order to assess the quality of network training, the quality of generalization of the 

trained network and the final choice of MLP_DoA network architecture to be used for the 

implementation of DoA module, each trained network was tested on a test set that does 

not contain samples used in the training process. Similar to the training set, the test set 

was generated by a uniform distribution of the variables  D and g as 
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where  Dt
min,  Dt

step and  Dt
max are the minimum value, step, and the maximum value of 

the angle  D in the test set, respectively, and g t
min, g t

step and g t
max are the minimum 

value, step, and the maximum value of the parameter g in the test set, respectively. 

The following metrics were used in the neural network testing process: worst case 

error (WCE), average test error (ATE) and Pearson product moment (PPM) correlation 

coefficient (rPPM), [22]. Worst case error is calculated as 
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where NT is the total number of test set samples,  (cs,W) is the output of  MLP_DoA 

network when the sample cs is brought to its input, and  D
max and  D

min are the maximum 

and minimum desired values of angle  in test set, respectively. 

Average test error is calculated as 
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PPM correlation coefficient is calculated as 
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4. MODELING RESULTS 

Simulation of TWAA DoA subsystem operation, generation of training and testing 

samples, as well as development and testing of MLP_DoA modules were performed in 

MATLAB environment. The reference computer configuration used to implement DoA 

module and for all simulations was: Intel Core i7-9700F CPU @ 3 GHz, with 16 GB 

RAM. The following modeling scenario was considered: RG has radiation power of 1 W 

(0 dBW) and its distance from TWAA is 100m. TWAA wearer moves in the azimuth 

plane and its positions in relation to the RG change from -60° to +60°. As the wearer 

moves, textile creases, and the root gain ratio changes from -10 to 10 dB. The antenna 

elements are at a constant distance d=0.5 and the number of snapshots is Ns=300.  

For the development and testing of MLP_DoA module, training and test sets are 

formed using the Eqs. (17) and (18). The training set, P(20), is formed for SNR = 20 dB 

and test sets are formed for the following signal to noise ratio values: SNR{20 dB, 

15 dB, 10 dB, 5 dB, 0 dB, -5 dB} (denoted  as T(20), T(15 ), T(10), T(5), T(0), T(-5)). The 

following parameter values in the Eq. (17) were used to generate the training set: 

 min = -60, step = 0.5,max = 60, gmin = -10 dB, gstep = 1dB and gmax = 10 dB. In this 

way, a training set containing 5061 samples was generated. The following parameter 

values in the Eq. (18) were used to generate the test set:  t
min = -60,  t

 step = 0.7, 

 t
max = 60, gt

min = -10 dB, gt
step = 1.3 dB, and gt

max = 10 dB. In this way, 2752 samples 

were generated for each test set. 
The development phase of the DoA module includes training and testing of a number 

of different MLP_DoA networks as well as selection of MLP network with the best test 
characteristics for the implementation of the DoA module. During this phase, it is 
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assumed that the antenna environment is almost ideal in terms of noise, the signal to 
noise ratio is SNR=20 dB. Therefore, the sets P(20) and T(20) were used to train and test 
different MLP_DoA networks. For the implementation of the MLP_DoA module, MLP 
architectures with two hidden layers (H = 2) and a variable number of neurons in them 
were considered. A number of different MLP networks having N1 ≤ 8 neurons and N2 ≤ 
22 neurons were trained and tested.  

Levenberg – Marquardt algorithm [22] was chosen to train MLP_DoA networks by 
tracking the achieved degree of network generalization at the validation set. During the 
training of the MLP_DoA networks, T(20) test set was used as a validation set. The following 
values of training parameters were selected: EPtarget = 10-6, NImax = 1000 and MVF = 20. 

Testing of all trained MLP_DoA networks was performed with the T(20) test set. Worst 
case error (WCE), average test error (ATE) and correlation coefficient (rPPM) were 
monitored during the test procedure in order to find the MLP_DoA network capable of 
providing the angle of arrival of RG signal on the TWAA with the best accuracy. 

Eight MLP_DoA networks that have the best test statistics are shown in Table 2. It can be 
seen that MLP2-18-16 neural network has the lowest values of WCE and ATE and the highest 
value of rPPM. Therefore, this neural network was chosen for the implementation of the 
MLP_DoA module.  

The test statistics obtained by the presented modelling approach are significantly 
better than the corresponding ones presented in [1] where the selected MLP_DoA module 
(MLP2-10-5) had the following statistics: WCE=2.7949, ATE=0.3699 and rPPM=0.9998546. 
Namely, it is shown that approach in training and selection of the appropriate MLP 
network architecture for the realisation of MLP_DoA module presented here, significantly 
improves the accuracy of DoA estimation compared to the classical approach in MLP_DoA 
module training presented in [1]. 

The scattering diagram of the selected MLP2-18-16 neural network is shown in Fig. 
3. In this case, a very high accuracy of DoA estimation can be observed. 

Since the MLP network of MLP_DoA module was trained and tested in almost ideal noise 
conditions (SNR=20 dB), it was necessary to test the MLP_DoA module in case of an 
environment with increased noise in order to investigate the impact of noise on its accuracy. 
Therefore, the MLP_DoA module was tested in a noisy environment with a SNR of 15 dB, 10 
dB, 5 dB, 0 dB, and -5 dB using T(15 ), T(10), T(5), T(0), and T(-5) test sets, respectively. 

In order to compare the accuracy of the proposed ANN approach in DoA estimation 
of the RG signals with the classical approach based on super-resolution algorithms, the 
implementation of DoA module with the root MUSIC algorithm was performed (root 
MUSIC DoA module). Testing of the root MUSIC DoA module was performed under the 
same conditions and with the same test sets as in the case of the MLP_DoA module. 

Table 2 Testing results for MLP_ANNs with the best test statistics  

MLP_DoA network WCE (%) ATE (%) r PPM 

MLP2-18-16 0.3466 0.0344 0.9999993 

MLP2-14-11 0.3479 0.0432 0.9999980 

MLP2-12-12 0.3735 0.0495 0.9999975 

MLP2-15-11 0.3971 0.0596 0.9999964 

MLP2-17-11 0.4368 0.0627 0.9999958 

MLP2-22-10 0.4685 0.0488 0.9999974 

MLP2-14-12 0.4837 0.0439 0.9999978 

MLP2-14-11 0.5366 0.0571 0.9999965 
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Fig. 3 Scattering diagram of MLP2-18-16 neural network (SNR = 20 dB) 

Based on the test results, the accuracy of both modules was examined and compared 

for different SNR values. The values of the worst case errors, average test errors and 

correlation coefficients obtained by the MLP_DoA module and by the root MUSIC DoA 

module versus signal-to-noise ratio are shown in Fig. 4 - 6. It is evident that both modules 

have very high accuracy in the case of low noise environment (SNR=20 dB, 15 dB, 10 

dB). With increasing noise, i.e., decreasing SNR, there is a decrease in the accuracy of 

both modules, which becomes significant for SNR values less than 5 dB. However, in the 

case of increased noise, the proposed MLP_DoA module achieves better results. 

 

Fig. 4 Worst case error versus SNR obtained by MLP_DoA module and by the root 

MUSIC DoA module 
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Fig. 5 Average test errors versus SNR obtained by MLP_DoA module and by the root 

MUSIC DoA module 

 
Fig. 6 PPM correlation coefficient obtained by MLP_DoA module and by the root 

MUSIC DoA module 

The scattering diagram of both modules in case of extremely high noise, SNR = -5dB, are 
shown in Figs. 7 and 8. Fig. 7 shows the scattering diagram of the MLP_DoA module. In this 
case, the following test statistics were obtained: WCE=79.9515, ATE=5.5533 and 
rPPM=0.9175. Fig. 8 shows the scattering diagram of root MUSIC DoA module. In this case, 
the following test statistics were obtained: WCE=116.0627, ACE=6.5200 and rPPM=0.8376. 
Comparing the scattering diagrams of both modules, similar conclusions can be drawn as in 
the previous case. Both modules show significant deviation of the output values from the 
referent (desired) ones for a large number of samples, however, the scattering in the case of 
the MLP_DoA module is less than the scattering of the root MUSIC module, therefore, the 
MLP_DoA module shows less accuracy reduction in conditions of intense noise than the root 
MUSIC module. 
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Fig. 7 Scattering diagram obtained by the MLP_DoA module in conditions with high 

noise level (SNR = -5 dB, solid line - line of ideal value matching, dashed lines - 

boundaries of the scattering area) 

In addition, the average program execution time, measured on the test set with 2752 

samples, for the MLP_DoA module is 0.008054 seconds and for the root MUSIC DoA 

module is 0.366337 seconds (Table 3). Obviously, the MLP based DoA module performs 

DoA estimation significantly faster compared to the root MUSIC DoA module 

(approximately 45 times faster). 

 

Fig. 8 Scattering diagram obtained by the root MUSIC DoA module in conditions with 

high noise level (SNR = -5 dB, solid line - line of ideal value matching, dashed 

lines - boundaries of the scattering area) 
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Table 3 Comparison of DoA estimation speed of the MLP_DOA module and the root 

MUSIC module measured on test set (Intel Core  i7-9700F CPU @ 3 GHz, 16 GB 

RAM) 

DoA module Run time @ 2752 samples (s) 

MLP_DoA module 0.008054 

Root MUSIC DoA module 0.366337 

5. CONCLUSION 

An improved MLP_DoA module for fast DoA estimation of the RG signal arrival 

angle on two-element textile wearable antenna array has been proposed. The multilayer 

perceptron network, which was used to create this module, learned to accurately 

determine the position of the radio gateway in the azimuth plane from the spatial 

correlation matrix obtained by sampling the RG signal at TWAA. Since the classical 

approach in MLP_DoA module training, did not include mechanisms to control the 

achieved generalization capabilities of the MLP network, in this paper the training of 

MLP network was performed by monitoring the generalization capabilities on the 

validation set of samples. The obtained MLP_DoA module has an extremely high 

accuracy of DoA estimation in low noise conditions, i.e., better modelling accuracy was 

achieved compared to the results obtained by the classical approach in the training of the 

MLP_DoA module. In addition, the proposed module was compared with the root 

MUSIC algorithm in terms of accuracy and execution time of the program. The selected 

MLP_DoA module was shown to have approximately the same accuracy as the root 

MUSIC DoA module in the case of low noise conditions and less degradation of the 

model accuracy in a very noisy environment. Besides, MLP_DoA module performs DoA 

estimation approximately 45 times faster compared to the root MUSIC DoA module. 

Creasing of textiles can cause the center frequencies of the antenna elements of 

TWAA to shift, as well as change the distance between the antenna elements. This leads 

to the effect of changing the phase difference of the signals received by the antennas 

regardless of the change in the angular position of the RG. This effect limits the accuracy 

of the MLP_DoA module. Therefore, further research will be aimed at increasing the 

accuracy of the MLP_DoA module by developing the methods to reduce this effect. One 

of the methods that will be applied is the training of MLP_DoA network with the samples 

of RG signals emitted at two different frequencies. Also, during further research, 

MLP_DoA module for TWAA with more than two antenna elements will be developed. 
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