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Abstract. Radiation-hardened memories are extensively used in critical commercial 

applications such as nuclear power plants, industrial systems, and space missions for 

reliable data storage and retention. While numerous algorithms have been proposed for 

diagnosing faults in these memories, most focus less on fault optimization. To address this 

gap, this paper presents a performance analysis of a fault diagnosis model based on the 

Support Vector Data Description–Particle Swarm Optimization (SVDD-PSO) algorithm 

for fault optimization. The proposed fault diagnosis model is designed using specific 

parameters tailored for radiation-hardened memories. The results demonstrate that the 

methodology achieves higher accuracy, optimal fitness value, and reduced time penalty 

when diagnosing fault samples. The model's performance is further evaluated using 

logistic regression, with a Receiver Operating Characteristic (ROC) curve accuracy of 

96%, reflecting a balanced trade-off between the true positive rate (TPR) and false 

positive rate (FPR). The higher TPR and lower FPR confirm that the proposed model is 

well-suited for fault diagnosis in radiation-hardened memory systems. 

Key words: Fault Diagnosis Model, Particle Swarm optimization, Radiation Hardened 

Memories, Support Vector Data Description.  

1. INTRODUCTION 

Nowadays, memories play an integral role to process data over time in embedded 

systems. Static & Dynamic memories are generally used in embedded systems that are 

assembled with advanced technology. These memories are club with the IoT network. 

IoT (Internet of Things) is linked with the number of devices. Hence, complexity of 

networks increases with certain issues including security, authenticity, dependability, and 
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scalability [1-2]. In commercial applications like in industries, military, nuclear power 

and space applications these memories are suitable due to its high density. 

These memories may suffer from sensitivities to total ionize single event & prompt 

dose effect. Components in memories are not designed for harsh space environments as 

they contain several large customized memory-based arrays in the individual RAM cells 

and latches [3-4]. Radiation-hardened memories [5] are the magneto resistance RAM or 

MRAM and non-volatile conductor memories [6]. These memories can resist damage due 

to high levels of ionizing radiation which is caused due to particle radiation and high 

level of EM radiation energy [7]. There are certain issues regarding radiation memories 

as the high levels of ionizing radiation will create some special design challenges [8]. A 

certain type of fault will be generated like a single charge particle in which it will lose 

lots of electrons which will cause electronic noise and signal spikes [9].  
So, for diagnosis this issue a fault model is designed which will detect the fault in 

memory on the basis of memories parameters [10]. These faults can be optimized with the 
help of different optimization technique like Genetic Algorithms, Artificial Bee Colony, 
Particle Swam optimization, Ant Colony Optimization, Squirrel search Algorithm, and 
Cuckoo Search Algorithm. But in  this paper we have use SVDD-PSO optimization because 
is provide better accuracy and optimal value for fault model as compare to other fault 
optimization techniques [11]. 

The SVDD-PSO model's performance is limited by its dependency on parameter 
selection and convergence speed in complex fault scenarios. Additionally, its scalability 
for large-scale memory systems and multi-fault detection requires further investigation. 

The model can be improved by incorporating adaptive parameter tuning, hybrid meta-
heuristic techniques, and dynamic threshold mechanisms. Additionally, integrating IoT-
based real-time monitoring and enhancing scalability for multi-fault detection in large 
memory systems can further optimize performance. 

This paper is categorized into following sections. Section 1 provides an introduction to the 
basic features and use of Radiation Hardened Memories. Section 2 describes the Conventional 
SVDD and PSO algorithms. Section 3 explains the hybrid SVDD-PSO Algorithm with the 
help of a flow chart. Section 4 describes the proposed model for analysis of SVDD-PSO. 
Section 5 provides the Optimized fault diagnosis in Memories using SVDD-PSO. Section 6 
shows the results and discussion with the help of a comparative study. Section 7 describes the 
conclusions and future scope of the analysis. 

2. CONVENTIONAL SVDD AND PSO ALGORITHM 

Support vector data description is a machine-learning method for single-class 
classification and outer detection [12-13]. It deals with a huge amount of data and finds a 
hyper sphere in the feature space that encloses the normal instances, while minimizing the 
volume of the hyper sphere [14]. This characteristic makes SVDD be used in optimal fault 
detection. The basic structure of this algorithm is consisting of Kernel parameter Kf and 
error correcting penalty coefficient Ec [15]. The radial base function kernel measures the 
similarity based on the Euclidean distance between data points. It is commonly used and is 
suitable for capturing non-linear relationships; the lower the value Kf more accurate the 
system will be. Error-correcting penalty coefficient Ec is determined by the upper boundary 
condition of the Lagrange multiplier [15].This algorithm is defined as data with dimension 
(d) for X   Rd. 
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  Rd  XjIxj  (1) 

where j = 1,2,3.....n (known trained data set sample) 

The data set requires finding the minimum hyper sphere with a centre C and radius R 

in high-dimension system F with nonlinear sampling and this system includes all the data 

set. The main objective of the SVDD method is to reduce the radius R of the system at 

the same time also reduce the singular value by adding relaxation variable εj to manage 

the trade-off between the volume of the sphere and the error rate, with the help of the Ec 

error penalty coefficient. Now for the Quadratic system, 

 2min ( , , )

n
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Equations (1) and (2) are solved through the Lagrange function for optimization of the 

problem.  
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Here, αj, and λj are the Lagrange multiplier. After solving the above equation (4), 

assuming the partial derivative result is 0, then Using equation (5) and (6), in dual from 

we can be obtained equation 2. 
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With the help of Mercer’s theorem equation (3) is modified into equation (7), which 

satisfies the KKT (Karush Kuhn tucker) optimization condition, solving the above 

equation (8) 
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We get these three conditions for αj, now to calculate the distance function centre to 

the test point is D2(x). F(x) defines whether the sample is in range or not, if F(x)≥0 then 

the sample is in range otherwise not. 
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2.2. PSO (Particle Swarm Optimization) 

Particle Swarm Optimization is a population-based optimizing technique that was 

designed by Kennedy & Eberhart in 1995[15]. This algorithm is inspired by Swarm 

intelligence like fish schooling, and bird flocking behavior. In PSO inertia weight is the most 

important parameter as it controls the momentum of the particle by weighing the contribution 

of the previous velocity.PSO is a computation method to find the optimal solution for the 

specific parameter given by the system by fulfilling all the design requirements and 

considering the best solution in terms of optimization. Radiation-hardened memories are 

prone to various types of faults, including Stuck-At Faults (SAF), Coupling Faults (CF), and 

Transition Faults (TF), each of which can compromise data integrity and system reliability. 

SAFs occur when a memory cell is stuck at a constant logical value (0 or 1), preventing it 

from changing states, which leads to incorrect data storage. Coupling Faults arise when the 

state of one memory cell influences the state of another, often due to interference in densely 

packed memory arrays. Transition Faults, on the other hand, involve the failure of a memory 

cell to transition between logic states within the required time frame, resulting in delayed or 

incorrect data processing [16-17]. The Particle Swarm Optimization (PSO) algorithm plays a 

crucial role in optimizing fault detection for these fault types by searching for optimal 

diagnostic parameters in multi-dimensional solution spaces [18]. For SAFs, PSO identifies 

patterns in voltage and current responses to detect stuck cells accurately. In the case of CFs, 

the algorithm optimizes detection thresholds to account for cell-to-cell interactions, 

minimizing false positives. For TFs, PSO adjusts timing parameters to distinguish between 

normal and faulty transitions, ensuring high detection accuracy with minimal time penalty 

[19-20]. By leveraging PSO, the fault diagnosis model achieves improved accuracy, faster 

convergence, and better scalability for radiation-hardened memory systems. To make SVDD 

method optimal a PSO algorithm is inculpated into the SVDD to optimize its parameters. A 

generalized algorithm for PSO: 

Step 1: Initialize the particle position with a uniformly distributed random vector xj for 

upper bounded and lower bounded conditions, where j is the number of particles         

j=1,2, 3, ……… n. 

Step 2: Initialize the particle's best-known position to its initial best position. Pj←xj, if  

f(Pj) ≤f (Pg), then update the particle best position  Pg ←Pjhere, Pj Particle best position 

and Pg is in the Global best position.  

Step 3: Initialize the particle velocity vj for boundary condition     (-|ub-lb|, |ub-lb)| 

Step 4: Update the dimension of each particle, random numbers r1 and r2 between (0,1) 

and correction factor C1,C2 . 

Step 5: Calculate the velocity  

 2 21 1 1( ) ( )j j j j j g jC r Pb C r p    + = + − + −  (11) 
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Step 6 Update the particle's best-known position. 

 11j ++=+ jj  (12) 

Step7: If f(Pj) < f(Pg) then g ← Pj is the best particle position. 

Now, the fitness function of the system is calculated using leave one out method 

which is a cross-validation technique used to achieve the display of SVDD [20], by training 

the model on all data points except one and then testing it on the left-out data point. This 

process is repeated for each data point in the dataset, and the overall performance is evaluated 

shown in equation (13) 

  =
=

n

j kkkf
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n

1
(f)  (13) 

Where, 

fk: Classifier of data sample for training n − 1, 

fk (k): Result of sample data, 

fk (k): Actual Classification. 

3. HYBRID SVDD-PSO ALGORITHM 

Fig. 1 shows the Flow of the SVDD-PSO algorithm process [21-22], this algorithm 

uses a particle swarm's optimization algorithm which is summed up with the SVDD 

model to provide the sample data set parameter optimization with the Kernel function. 

 

Fig.1 Flow of SVDD-PSO algorithm process  
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Step 1: Initialize the input parameter for SVDD-PSO like correction factor C1=C2=1.5, 

maximum number of iteration Tmax=64, inertia weight w=1. 

Step 2: Optimize the parameter kernel function Kf and Ec Error correcting penalty 

coefficient are taken as the combination of iterative PSO optimization variable in the 

SVDD model and update fault diagnostic model if the fault arises. If nofault arises then 

system memories are fault free. 

Step 3: Update PSO-SVDD Parameters: initial Velocity, initial Position distance using 

equation (10). 

Step 4: Iterative calculation for fitness value P(f) using equation (14) for each particle. 

Step 5: Update global optimal location, update Velocity (vj + 1) using equation (12), 

Update Position (xj + 1) using equation 13. 

Step 6: check whether the output reaches the optimal parameter combination of the 

SVDD model if not then repeat step 4. 

Step 7: Using the optimal values of parameter in the SVDD model.  

4. PROPOSED MODEL FOR THE ANALYSIS OF SVDD-PSO 

Fig. 2 shows the proposed work state of the art; an analysis of radiation hardens 

memories for fault detection is conducted with the help of the optimization technique, 

SVDD-PSO (Support vector data description- Particle swarm optimization). Results show 

that the SVDD-PSO provides better optimal fitness function 12 as compare to other 

optimization techniques. 

 

Fig. 2 Proposed Work Architecture 

We have considered a memory of size 512 (8*8*8) for fault detection and to find the 

optimal solution for the faults that arises. Once the fault arises then finding which fault 

will be repair first. With the help of fault diagnosis model, several faults will be generated like 

stuck at fault, transition fault, address decoder fault, and other types of coupling faults based 

on radiation harden memory effect like ionization effect, Transient dose effect, System 

generated EMP Effects, Digital damage (SET). There are some other effects also which is 

part of the transient dose effect in radiation-hardened memories: 
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Single event Upset (SEU): In this high energy particle striking a memory cell which 

causes a flip in the state of the memory cell from 1 to 0. This type of fault in memory is 

called transition fault.  

Single Event Functional Interrupt (SEFI): This effect occurs when a single event 

interrupts the memory cell's normal operation. This type of fault in memory is called 

Stuck at fault.  

Single Event Transient (SET): These faults arise when there is temporary fluctuation in 

the memory cell caused by high energy particles, which leads to invalid data. These faults can 

be stuck at fault or transition fault.  

We have considered 8*8*8 memory size with 64 faults as shown in Table 1. These 

faults are obtained by the fault diagnosis model parameters as shown in table 2. In this 

model, we have considered certain fault parameters based on which these fault are 

obtained. We have analyzed only stuck at fault in this paper using the SVDD-PSO 

method. Once the faults are identified and optimized then these faults are repaired using 

Error correcting code techniques [21-23].  

Table 1 Stuck at faults in Memory 

S.No. Fault type Memory size  Faults arise  Banks 

1 Stuck at faults 

 

8*8*8(512 cell) 64 32 

32 

Table 2 Fault Parameters 

S.No Fault Parameters Types of faults occurs 

1 Single event Upset SAF, TF 

2 Single Event Functional Interrupt SAF 

3 Digital damage TF,SAF 

4 Ionization effect Address decoder and Coupling faults 

5. OPTIMIZED FAULT DIAGNOSIS IN MEMORIES USING SVDD-PSO 

An 8*8*8=512 cell memory size is considered within the fault diagnosis model. Table 

1 shows 64 faults are extracted from the fault's characteristic parameters. These faults are 

divided into two banks of 32-bit size. We have assumed three cases of fault arise as 

shown in table 3. Case 1 for the total faults arises, Case 2 for upper half bank faults arises 

and Case 3 for lower half bank faults arises. The fitness function for three cases are 

measured using equation (14) and (15), Gaussian noise function is used for the absolute 

value of a random variable replace by a uniform random variable for the fault fitness 

function.  

 22 )100*(100)(Fitness +=  (14) 

 2)*)exp(-norm(*(1))@(Fun =  (15) 
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Table 3 Cases of Fault Position 

Cases Lower Bound 

Condition 

Upper Bound 

Condition 

Faults position 

Case 1(Total faults, 64) 1,2,3,4,5,6 59,60,61,62,63, 64 2,5,10,16,28,32,38 

42,48,52,59,62 

Case 2(Upper half faults, 32) 1,2,3,4,5,6 27,28,29,30, 31,32 2,5,10,11,12,15,20,2

4 26,27,28,32 

Case 3(lower half faults, 32) 33,34,37,38,39,40 45,48,52,58,60 62 33,34,37,38,39,40,45 

,48,52,58,60,62 

6. RESULTS AND DISCUSSION 

A three case of the fault data set shown in Table 1 as input to the SVDD-PSO model; 

all data faults point is below the threshold level range in each case as shown in Fig. 3 to 

Fig. 5. The distance between these fault data points is calculated using equation (9). In 

these figures, 5 sets of faults are inputs into the SVDD-PSO model, and 4 sets of faults 

are below the threshold level which indicates that they met the fault diagnosis Model 

parameters. 
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Fig. 3 Case 1(Total Faults, 64) 
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Fig. 4 Case 2(Upper Half Faults,32) 
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Fig. 5 Case 3(Lower Half Faults, 32) 
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Fig. 6 shows the comparison between three optimization techniques used for finding 

the value of fitness function. Particle swarm optimization, Squirrel search Algorithm- 

support vector data Description and support vector data Description – Particle swarm 

optimization. As from table 4 shows that the SVDD-PSO better fitness function than the 

other two algorithms. 

 

Fig. 6 Value of Fitness Function w.r.t no. Of Iteration 

A SVDD-PSO Model performance is also evaluated with help logistic regression. 

Fig. 7 show the ROC Receiver operating characterize curve which provides the tradeoff 

between TPR and FPR for the model using the threshold Probability [24-26]. 

Table 4 Algorithms Used 

S.No. Algorithm Used Value of fitness  

1 PSO 26.5 

2 SSA-SVDD 22 

3 SVDD-PSO 20 

TPR is the True positive rate which is ratio of true positive data to the sum of true 

positive and false negative where FPR is the false positive rate which is the ratio of false 

positive data to the sum of false positive data and true negative data as shown in equation 

(16) and (17). 

 
iveFalseNegatveTruePositi

veTruePositi

+
=TPR  (17) 

 
veTrueNegatiiveFalsePosit

iveFalsePosit

+
=TPR  (18) 
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Fig. 7 ROC between TPR and FPR 

From Fig. 7 ROC (Receiver operating characterize curve) of the system model is 96% 

which is a tradeoff between true positive rate and false positive rate for the SVDD-PSO 

model using the threshold Probability. A proposed Model shows higher TPR and lower 

FPR rate, which show that the model is fit for the fault diagnosis for radiations harden 

memories.  

7. CONCLUSIONS 

In this work, present a novel fault diagnosis and repair methodology for radiation-
hardened memories using the SVDD-PSO (Support Vector Data Description - Particle 
Swarm Optimization) algorithm is proposed to optimize fault diagnosis and repair 
processes in radiation-hardened memories. A fault diagnosis model is designed using key 
parameters based on the characteristics of these memories. Five sets of faults are input 
into the SVDD-PSO model, out of which four sets fall below the threshold level, 
indicating that they meet the fault diagnosis model's parameters. The results demonstrate 
that the proposed model achieves better accuracy and an optimal fitness value with a 
reduced time penalty. Additionally, the model's performance is evaluated using logistic 
regression, and the Receiver Operating Characteristic (ROC) curve of the system shows a 
96% accuracy rate, reflecting a balanced trade-off between the true positive rate (TPR) 
and the false positive rate (FPR). The proposed model exhibits a higher TPR and lower 
FPR, indicating its suitability for fault diagnosis in radiation-hardened memories. 
Overall, the results confirm that the proposed methodology provides improved accuracy 
and optimal fault detection with minimal time overhead, making it an effective solution 
for fault diagnosis and repair in radiation-hardened memory systems. 

Future work can explore integrating hybrid meta-heuristic algorithms and adaptive 
threshold mechanisms to enhance fault detection accuracy and convergence speed. 
Additionally, expanding the model for IoT-based real-time fault monitoring and energy-
efficient optimization in embedded systems is recommended. 
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