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Abstract. Ring oscillators (RO) are widely used for clock generation in RF applications. 

Design of RO is a very tedious process for RF IC designers using traditional methods 

like hand calculation or by simulator assistance. Traditional evolutionary optimization 

techniques, such as Particle swarm optimization (PSO) can be utilized for the design of 

the ROs. However, it shows limitations in convergence and stagnation. In this work to 

overcome these problems, PSO with Constriction Factor and Inertia Weight Approach 

(PSO-CFIWA) is applied to design a Current-starved Ring oscillator (CSRO). The optimum 

size of the CSRO transistors is obtained from PSO-CFIWA and designed in Cadence spectre 

using GPDK 90nm technology. The objective of the CSRO design is to have a 2 GHz 

oscillation frequency with optimized phase noise, power consumption, and figure of merit 

(FOM). The designed CSRO shows a 1.99963 GHz oscillation frequency, 348.48 µW power 

dissipation, –86.67 dBc/Hz phase noise, and FOM of – 157.25. The simulation results 

establish the effectiveness of PSO-CFIWA with its counterparts in RO design. 
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1. INTRODUCTION 

Ring oscillators (RO) are primarily used for clock generation, delay generation, and 

frequency synthesis for various radio frequency (RF) applications. The RO performance 

depends upon the frequency of oscillation, power dissipation, phase noise, area, and FOM. 

The designing of RO circuits at RF is a very challenging task for the designers due to 

trade-offs between various performance parameters. For designing the RO, designers need 
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to consider these performance metrics as a benchmark to obtain the size of transistors and 

bias the circuit. Designers go through a time-consuming iterative manual process to obtain 

the proper size of the transistor to achieve target performance parameters. It was not always 

possible for designers to obtain the optimum results even after many design iterations.  

To overcome this problem, an evolutionary algorithm is used in [1] to design an 

operational transconductance amplifier and Leap Frog filter. The multi-objective DIRECT 

(MODirect) optimization technique is used for optimizing various design parameters. In 

[2], the multi-objective evolutionary algorithm NSGAII is used to design RF low noise 

amplifier and leapfrog filter. In [3], the design of a nine-stage CMOS RO is reported with 

the help of CMODE. The RO circuit is implemented for a 2 GHz oscillation frequency with 

minimum FOM. In [4], NSGA-II is reported to optimize power dissipation and phase noise 

of five-stage CMOS RO. Four different heuristic algorithms are used in [5] to obtain the 

optimal channel width for the 3-stage CMOS RO that consumes the lowest average power. 

The fuzzy-modified Shuffled Frog Leaping Algorithm gives a superior solution as 

compared to the Genetic Algorithm, Fuzzy-GA, and Modified Shuffled Frog Leaping 

Algorithm. In [6], NSGA-II is applied to minimize the phase noise and power dissipation 

of the five, seven, and eleven-stage CMOS RO circuit. An intelligent sizing method is 

reported in [7] for the design of CMOS RO.  In [8], graphical optimization is proposed for 

the optimization of RO. A novel design method is proposed for the optimal design of 

current-starved VCO [9]. In [10], the gravitational search algorithm is employed to design 

three VCOs with the objective of minimizing power and phase noise. Different VLSI 

circuits are optimally designed using different evolutionary techniques [11-21]. In [22], the 

design of RO is presented using the multi-objective binary cat swarm optimization 

(MOBCSO). In [23], five stage VCO is designed in 45 nm technology using PSO to 

optimize power consumption, phase noise and Figure of Merit (FOM). In [24], 8-stage 

VCO is designed with the help of Differential evolution (DE) and PSO to optimize three 

performance parameters. But it shows convergence and stagnation problem.  The 

contribution of the paper is the application of the modified version of PSO, called 

PSO-CFIWA [25] for the optimal design of CSRO circuits. NSGA-II has high computational 

cost due to Pareto sorting and struggles with premature convergence, diversity maintenance, 

and scalability in high-dimensional problems. MOBCSO suffers from limited precision due to 

binary encoding, high computational overhead, slower convergence, and occasional 

sub-optimal solutions. MOMIPO has complex implementation, faces convergence issues in 

constrained design spaces, lacks robustness across varying problems, and struggles to 

balance conflicting objectives. Each algorithm requires further adaptations for efficient 

and robust RO optimization. 

The novelty of this article is the application of the state-of-the-art algorithm in finding 

the device sizes for the design of a CSRO. This work aims to enhance the design efficiency 

of the CSRO by leveraging the PSO-CFIWA method to achieve better performance 

metrics. 

The remaining part of the paper is organized as follows. Section 2 describes the 

performance parameters of CSRO. In Section 3, the evolutionary technique PSO-CFIWA 

is described for the design of a stage CSRO. In Section 4, the simulation results are 

presented. Finally, the paper has been concluded in Section 5. 
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2. CURRENT STARVED RING OSCILLATOR 

The CSRO circuit can be designed by connecting an odd number of inverters in series 

as given in Figure 1. The oscillation frequency (fosc) of a CSRO is expressed as: 
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2
oscf

N
=  (1) 

where N represents the inverter stages and τ denotes the average propagation delay of each 

stage. 

The average power consumption of the CSRO circuit is given as: 
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where η varies between 0.7 to 0.9. 

The phase noise [9] of the CSRO circuit is represented as: 
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= , V is the overdrive voltage, γ represents the body effect coefficient, 

T denotes the absolute temperature, k represents Boltzmann constant, ∆f is the offset 

frequency, and γ = 2/3. 

The FOM of the RO circuit [6] can be calculated as: 
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The primary objective of the CSRO circuit is to obtain a 2 GHz frequency of oscillation 

with minimum power dissipation, phase noise, and FOM. The following sizing constraints 

are considered for the design. 

max,min,
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Ln = Lp = L = 180 nm 

 

Fig. 1 Circuit diagram of the CSRO 
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3. EVOLUTIONARY ALGORITHMS EMPLOYED 

PSO and PSO-CFIWA algorithms are described briefly. 

3.1. PSO 

Particle Swarm Optimization (PSO) is a versatile and robust population-based 

stochastic optimization method that operates with inherent parallelism. Unlike 

traditional optimization techniques, PSO can effectively handle objective functions that 

are non-differentiable. Compared to Genetic Algorithms (GA) and Simulated Annealing, 

PSO has a lower tendency to become trapped in local optima. Originally introduced by 

Kennedy et al. [26], PSO is inspired by the coordinated movement of bird flocks. It 

simulates the way birds navigate through a multi-dimensional space to optimize a given 

objective function. Each particle (representing a potential solution) keeps track of its 

own best-known position (pbest), based on its individual experience. Additionally, each 

particle has access to the best-known position within the swarm (gbest), which is 

determined from the personal bests of all particles. The position of each particle is 

updated by considering: 

▪ The gap between the particle's present location and the highest position it has 

individually reached. 

▪ The gap between the particle's present location and the best position found by the 

entire group. 

The detailed description of PSO is given in [26]. The velocities of the particle vectors 

are modified as: 

 ( 1)
1 1 2 2( ) ( )k k k k k k

i i i i iV w V C rand pbest X C rand gbest X+ =  +   − +   −  (5) 

The velocity and position of the ith particle vector at the kth iteration is denoted as 
k

i
V and k

iX respectively. The parameter w represents the weighting function and 

parameters C1 and C2 both represents positive weighting factors. The terms rand1 and 

rand2 are randomly generated numbers within the range [0,1]. Additionally, k
ipbest  

signifies the best position achieved by the ith particle up to iteration k, while kgbest  

denotes the best position identified by the entire swarm at the same iteration. 

The searching point is modified by: 

 
( 1) ( 1)k k k

i i iX X V+ += +  (6) 

The flow chart of conventional PSO is given in Figure 2. 
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Fig. 2 Flowchart of PSO 

3.2. PSO-CFIWA  

For PSO-CFIWA [25], the velocity of (5) is changed in accordance with (7): 

 1 1
1 1 2 2( * * *( ) * *( )k k k k k

i i i i iV CFa w V C rand pbest S C rand gbest S+ +=  + − + −  (7) 
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Normally, C1 = C2 = 1.5-2.05, and the Constriction Factor (CFa) is given in (8): 

 
 42

2

2 −−−
=CFa

 

(8) 

where φ =  C1 + C2  and φ  >  4. For C1 = C2 =  2.05, the calculated value of CFa = 0.73. The 

inertia weight (wk+1) at (k+1)th cycle is expressed in (9). 
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where, 
max

w = 1.0; 
min

w = 0.4; 
max

k = Maximum number of iteration cycles. The parameters 

of PSO-CFIWA are given in Table 1. 

Table 1 Control parameters of PSO-CFIWA 

Parameters Value 

Population size 10 

Dimension  5 

Iteration cycles (
max

k ) 500 

C1 2.05 

C2 2.05 

φ 4.1 

CFa 0.73 

max
w  1.0 

min
w

 0.4 

 

 

4. SIMULATION RESULTS 

The thirteen-stage CSRO is designed in Cadence suite with GPDK 90 nm technology. 

The width (W) and length (L) size of NMOS and PMOS transistors are obtained from the 

proposed PSO-CFIWA optimization. The constraints for the CSRO are considered the 

same as in [9]. The sizing constraints and optimal sizing values obtained using 

PSO-CFIWA for CSRO are provided in Table 2.  

Table 2 Obtained transistor size for CSRO 

Sizing Parameter  Lower-Upper Limit Optimized Value 

Wn,cs (nm) 1000-5000 1110 

Wp,cs (nm) 5000-20000 6370 

Wn (nm) 200-500 328 

Wp (nm) 400-1000 679 

L (nm) 100-110 102.5 



 Design of Low Power Current Starved Ring Oscillators Using Modified Particle Swarm Optimization 631 

The oscillation waveform of the CSRO at the output of the CSRO is depicted in Figure 

3. The output waveform of the CSRO is almost rail-to-rail with a 1.99 GHz frequency of 

oscillation.  

 

Fig. 3 Oscillation waveform of the CSRO 

The power consumption estimation waveform of CSRO is depicted in Figure 4. The 

CSRO circuit consumes an average power of 348.48 µW. The phase noise plot of CSRO is 

depicted in Figure 5. The designed circuit is having phase noise of - 86.67 dBc/Hz at 

1 MHz offset frequency.  

 

Fig. 4 Power estimation of the CSRO 
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Fig. 5 Phase noise estimation of the CSRO 

Figure 6 presents the influence of the control voltage on the oscillation frequency of the 

CSRO circuit. It is observed that the circuit initiates oscillation at a minimum control 

voltage of 0.1 V. Furthermore, the effect of supply voltage variation on the oscillation 

frequency is illustrated in Figure 7. A deviation of ±10% from the nominal supply voltage of 

1.2 V results in a corresponding frequency variation, with the oscillation frequency ranging 

from 1.893 GHz to 2.06 GHz.  

 

Fig. 6 Oscillation frequency vs control voltage plot 
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Fig. 7 Oscillation frequency vs supply voltage plot 

Figure 8 depicts about change in CSRO oscillation frequency due to temperature 

changes. The oscillation frequency of CSRO varies from 2.42 GHz to 1.56 GHz due to 

temperature changes from -25℃ to 100℃. The change in oscillation frequency due to 

different design Processes is depicted in Figure 9. The designed CSRO shows oscillation 

frequency of 1.29 GHz, 1.48 GHz, 1.99 GHz, 2.25 GHz, 2.76 GHz at process corners SS, 

SF, NN, FS and FF respectively.  Figure 7-9 establishes the design efficacy of the designed 

CSRO against PVT variations. 

 

Fig. 8 Temperature vs oscillation frequency plot 
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Fig. 9 Process vs oscillation frequency plot of the CSRO 

 

Fig. 10 Monte Carlo plot of the designed CSRO 

The impact of mismatch and process variations on circuit performance was statistically 

evaluated using Monte Carlo (MC) simulation. For the MC simulation, 1000 samples were 

analyzed to ensure reliable statistical outcomes. Figure 10 presents histograms illustrating 

the oscillation frequency distribution. The mean and standard deviation of the oscillation 
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frequency were observed to be 1.985 GHz and 26.35 MHz, respectively. The MC 

simulation results indicate that the performance parameters of the optimized CSRO circuit 

exhibit minimal sensitivity to mismatch and process variations.  

In Table 3, a comparison of performance parameters is reported with other reported 

work. Monte Carlo results and results reported in Table 2 prove the robustness of the 

designed CSRO circuit. The proposed PSO-CFIWA produce better FOM than [9, 20-22] 

for the design of CSRO. The proposed approach outperforms other methods in terms of 

solution quality, as shown in the comparative analysis within the paper. The Ref [12] 

shows better FOM than this work. MOPSO is better than PSO-CFIWA for multi-objective 

optimization problems because it is specifically designed to handle conflicting objectives, 

maintain solution diversity, and provide a Pareto front. 

Table 3 Comparison of performance matrices of CSRO. 

Parameter 
IDEA 

[9] 

MOPSO 

[12] 

IDEA 

[18] 
[19] [20] [21] MOBCSO 

[22] 

PSO 

[23] 

DE 

[24] 

This 

work 

Technology 90 nm 180 nm 90 nm 180 nm 180 nm 90 nm 90 nm 45 nm 180 nm 90 nm 

Frequency of 

oscillation 

(GHz) 

2.0009 1.906 2.048 2.87 1.825 2.4 2.005 1.047 0.104 1.999 

Average 

Power 

consumption 

(µW) 

765.64 108 1062.5 1336 1278 1540 78.5 1.787 26410 348.48 

Phase noise 

(dBc/Hz) 

–88.33 –107.4 NR NR –85.37 –88.34 –86 –82.28 –129.01 –86.67 

FOM –155.48 –167.10 NR NR –149.53 –155.8 –149.06 NR NR –157.25 

5. CONCLUSION  

Three key performance parameters of the Current-Starved Ring Oscillator (CSRO) 

were optimized to meet the specified target requirements using the Particle Swarm 

Optimization with Comprehensive Fitness Indicator Weighted Average (PSO-CFIWA) 

approach. This optimization method was selected for its ability to balance multiple 

objectives effectively, leveraging its comprehensive fitness evaluation to achieve superior 

performance metrics. The CSRO circuit was designed using transistor dimensions derived 

from the PSO-CFIWA optimization process, designed to attain a target oscillation 

frequency of 2 GHz. Post-implementation, the circuit demonstrated an oscillation 

frequency of 1.999 GHz, with a power dissipation of 348.48 µW, phase noise of  

–86.67 dBc/Hz at 1 MHz offset frequency, and an FOM of –157.25.  The improved FOM 

highlights the effectiveness of PSO-CFIWA in enhancing circuit performance by 

simultaneously optimizing multiple critical parameters. To ensure reliability and robustness, 

extensive simulations and analyses were conducted. Monte Carlo simulations were 

performed to study the effects of random mismatch and process variations on circuit 

performance.  By incorporating a weighted average approach to balance competing objectives, 

PSO-CFIWA efficiently navigates the design space to achieve optimal solutions. This makes it 

a valuable tool for designing high-performance circuits where multiple performance 
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trade-offs must be carefully managed. In conclusion, the PSO-CFIWA-optimized CSRO 

circuit demonstrates exceptional performance, robustness, and reliability, setting a new 

benchmark for FOM in oscillator design. The combination of advanced optimization 

techniques and rigorous validation establishes this approach as a powerful methodology for 

achieving high-performance electronic designs. The PSO-CFIWA methodology can be 

extended to the design of other analog circuits, including operational amplifiers, filters, and 

similar applications. In recent years, several novel bio-inspired multi-objective optimization 

techniques have been introduced, which present an opportunity for further exploration. These 

methods could be applied to the design of the CSRO and used for comparative analysis against 

the performance metrics reported in this study, providing insights into their relative 

efficacy.  
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