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Abstract. Processing handwritten texts and classification and their content analysis 

are among the most important problems in the realm of text analysis. Microsoft has 

presented pre-trained TrOCR models for printed and hand-written texts. These models 

due to prior pre-training are better starting point for image processing. For using 

TrOCR with the aim of detecting printed and handwritten texts, we can use fine-tuning 

technique on pre-trained model using different datasets. This process helps the model 

to learn better the specific features of image processing and hand-written or semi-

handwritten texts. TrOCR uses transformer models for OCR and its fine-tuning on 

special datasets especially, hand-written datasets is a common task. TrOCR model from 

Microsoft extracts text from these images, and in this research a structure based on 

TrOCR and LLM has been proposed whose aim is extraction of hand-written texts from 

existing images in a dataset (English handwritten line dataset) and converting them to 

text data and then this data has been given to LLM as an input so that the extracted texts 

can be classified (using BART model) based on different subjects and contents. 

Key words: Large Language Model, Fine-tuning, TrOCR, Neural Network, Deep Learning 

1. INTRODUCTION 

Natural language processing is one of the significant subfields in artificial intelligence 

and also in linguistic field. Handwritten Recognition (HWR) is the ability of computer for 

receiving and interpreting conceivable handwritten input from sources like paper 
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documents, image, touch screen and other devices. Text detection is an old research 

problem for digitalization of documents. Natural language processing is a field of 

artificial intelligence uses linguistic and computational techniques for helping computers 

in perceiving and producing human languages in written and spoken forms [1]. Among 

the most important issues in the realm of natural language processing are automatic 

translation, question and answering systems, retrieving and searching information, text 

summarization and emotion analysis [2][3]. In recent years, deep learning models have 

been presented for detecting and recognizing text contents that compared with traditional 

models and machine learning have higher power meaning modeling and word sequence 

[1][4][5]. Deep learning models can extract hidden and inherent details of meaning from 

a sequence of deep neural network layers and during decision making act on the basis of 

text meaning [6][7]. Deep models using deep neural structures and layers inside them can 

learn automatically desirable features in applied realm and usually obtain better results. In 

natural language processing, like transformer based models and deep learning techniques 

such as BERT and GPT-3 the capacity of condense text automatically has been improved 

considerably [8][9][10]. However, the challenges of perceiving complex occasions of text 

and correcting biases in textual data are continuous [11-15].  Nowadays because of high 

density of scanned documents and information, one of the main functions of natural 

language processing is retrieving these data to the computer documents and classifying 

this information and searching among them. Companies and organizations using text 

classification can automatically organize and order any kind of text such as e-mail, legal 

documents, social media, chat bots, surveys and other cases in a fast and economical way. 

Text classification is one of machine learning methods allocates a collection of pre-

defined classes to the text. Text classification is one of the fundamental duties in natural 

language process with widespread usages like sentiment analysis, topic labeling and spam 

detection. Machine learning-based text classification learns to classify the text based on 

past observations. Using pre-labeled samples as training data, machine learning 

algorithms can learn different relations among the texts and for each unique input, they 

allocate a special label. The “label” is the class or desired set that each input text can be 

placed in a special set. Converting text data into quantitative data for obtaining practical 

insight and scientific and business decisions is very useful. This paper presents a new 

Transformer-based structure and integrates it with large language models (combining 

TrOCR with an LLM) to improve the accuracy of handwritten text recognition and 

classification, yielding better results than traditional methods. 

2. RESEARCH BACKGROUND 

In this section, we will examine some proposed research of different researchers 

based on deep learning presented for detecting and evaluating in texts: In research 

(Dhivyaa et al.) [16], fine-tuned Convolutional Neural Network has been proposed for 

detecting Tmail handwritten text. The proposed approach includes using pre-trained 

Convolutional Neural Network models and their exact adjustment on collection of Tmail 

handwritten characters. In research (Daniel Parres et al) [17], pre-trained visual encoder-

decoder transformers have been used for detecting handwritten text in historical 

documents. In research (Mehar Prateek Kalra et al) [18] examined how to combine 

Handwritten Text Recognition (HTR) systems with LLM. Given the impressive 

https://ieeexplore.ieee.org/author/37089351261
https://link.springer.com/chapter/10.1007/978-3-031-41685-9_16#auth-Daniel-Parres
https://www.researchgate.net/scientific-contributions/Mehar-Prateek-Kalra-2258103521?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
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capabilities of LLMs in language understanding and processing, this integration could be 

especially beneficial in fields that demand high accuracy in text recognition. In research 

(Jan Kohút et al) [19], the effect of fine-tuning methods on handwriting recognition is 

investigated. The research emphasizes that fine-tuning is a simple and effective method 

for domain adaptation in handwritten text recognition and can significantly improve 

handwriting recognition systems' performance. Kumar and Raman [20] has used BERT 

model as a placement method and in next layers a bi-channel structure that the first 

channel contains convolution layers and the second channel contains BiLSTM. In their 

proposed method, convolution layer has been used for modeling local features of text, 

and BiLSTM has been used for modeling word sequence. Badpeima et al [21] have used 

combined Long-Short Term Memory recurrent network for extracting features and 

support vector machines for classifying Persian texts in three groups of positive, negative 

and neutral. In this model, after pre-processing and extracting word bank, the raw text has 

been used as input for recurrent networks. In the following, vectors resulted from the 

network output has been averaged and finally have been classified by support vector 

machine. Onan [22] analyzed review database containing 66000 comments using 

machine learning methods, Ensemble Learning and deep learning methods. In research 

[23], a multimodal fusion neural network with dual-attention based on textual double-

embedding networks for rumor detection has been proposed consider both images and 

texts and comparing experiments have been carried out on two sets of Weibo and Twitter. 

In the research (Majma et al) [24] using blocking criteria of text and cosine similarity, 

copying in scientific texts has been detected. In the research (Behzadidoost et al) [25] a 

deep learning model based on granular computation has been proposed for text 

classification.  In the research (Feizi-Derakhshi et al) [7] it has been proposed that 

convolutional neural network and bidirectional long short term memory neural network 

with attention layer used for classification of Persian texts.  

3. MODERN DEEP LEARNING METHODS IN THE REALM OF TEXT RECOGNITION 

Modern Deep learning methods in the realm of text recognition (OCR-optical 

character recognition) because of processing ability and detecting convoluted texts in 

images or videos are very important. The first method is CRNN (convolutional recurrent 

neural network) is a fusion of convolutional neural network for extracting visual features 

and recurrent neural networks for modeling time sequencing. Its usage is detecting 

sequence texts like handwritten or printed ones in the images [26]. The second method is 

transformer-based OCR (TrOCR) from Microsoft uses Vision Transformer (ViT) and 

linguistic transformer for text recognition and its main usage is detecting printed and 

handwritten texts with high accuracy [27]. The third method is EAST (Efficient and 

Accurate Scene Text Detector) which is an efficient model detecting textual areas in 

images, without requiring exact classification. Its usage fused with OCR for text 

recognition in convoluted images, is like scanned documents [28]. The fourth method, is 

the CTC (Connectionist Temporal Classification) which is a deep learning algorithm 

designed for modeling issues related to sequence data without requiring exact alignment 

between input and output. This structure is usually applied in cases like speech 

recognition, text recognition (OCR) and sequence analysis [29]. The fifth method, is the 

https://arxiv.org/search/cs?searchtype=author&query=Koh%C3%BAt,+J
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pre-trained models that in this method deep learning models are used previously trained 

on big data sets and ready for direct usage and some cases are: 
▪ EasyOCR: A library with support for multiple languages [30]. 

▪ PaddleOCR: Comprehensive framework with the capability of text recognition in 

multilingual images [31].  

▪ Keras OCR: open text framework for teaching and using OCR models [32].  

The sixth method is Vision-Language Models for OCR that this method is set of deep 

learning methods fusing the computer visual capabilities and natural language processing 

for recognition, interpretation and comprehension of text from images. These models are 

more advanced than traditional OCR Methods and are used in complex cases such as text 

recognition in multi-page documents, chart analysis or images with disordered or sparse 

texts [33]. These models comprise two main parts:  

▪ Vision Module: this module is responsible for analysis of visual aspects of an 

image. Most of the time, computer vision advanced structures like Vision 

Transformer (ViT), ResNet or CNN are used for extracting visual features.  

▪ Language Module: this part processes extracted text features and interprets their 

language content. Language structures like Transformer or BERT is used for text 

production by language structure.  

Among the prominent cases of Vision-Language Models for OCR we can name Donut 

(Document Understanding Transformer) [33] and TrOCR [27] and LayoutLM [34].  

4. THE ADVANTAGES OF PRE-TRAINED MODELS IN TROCR 

The pre-trained models in TrOCR propose some key advantages for optical character 

recognition that considerably improves performance compared with traditional methods:  

4-1. Lowering need for labeled data: pre-trained models are trained with big and 

general data (labeled and without label). This method lowers the cost and needing to get 

high density of labeled data and also provides high accuracy level. Pre-trained level data 

include large sets of handwritten or printed texts made with artificial data production 

tools.  

4-2. Better Generalization of TrOCR: It uses extracted general features in pre-trained 

stage and can be adjusted for more special data. This feature causes that the model can act 

with higher accuracy on manifold languages, fonts and text structures.  

4-3. Increases speed of fine-tuning: Using pre-trained models lowers time and 

computation resources required for adjustment with more special tasks as the model has 

previously learnt general knowledge of the text and visual features. 

4-4. Advanced Performance in Multilingual texts Recognition: Transformer based 

structure in TrOCR like using models like BEiT and RoBERTa, improves recognition of 

different lingual structures and makes it suitable for multilingual usages.   

4-5. Higher Quality in Convoluted Text Recognition: the structure of Vision Encoder 

and Language Decoder in TrOCR provides the possibility of exact extraction of visual 

features (like word form and arrangement) and their combination with lingual 

information. This feature is very effective especially in cases with noised or low quality 

images. 
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4-6. Transfer Learning: Using known models like BEiT and RoBERTa for Encoder 

and Decoder parts contributes on transferring knowledge from similar ranges and 

improves the performance.        

4-7. Compatibility with Modern Structure: Using Structural benefits of Transformer 

like Self-Attention and Multi Head Attention, increases precision and speed of 

processing.  

These benefits have caused that TrOCR be considered as one of the best existing 

models in printed, handwritten and convoluted text recognition tasks [27].   

5. LARGE LANGUAGE MODELS 

Large language models (LLM) are one of the latest advancements in artificial intelligence 

having the required ability in producing a text with high quality and precision. These models 

use convoluted structures and deep neural networks that enables them to produce a coherent 

text compatible with a realm of subjects. Using these models considered as deep learning 

algorithms, machines can understand the human’s talking and produce something like that. In 

this way, they can arrange a dialogue with a person and this dialogue can be very beneficial. 

These models can be considered as a very smart and talented person that spends all of his time 

on studying and learning from different sources and now s/he can answer the person’s 

questions in different realms and in many cases helps the person. Gradually these models 

learn new information from this process of asking and answering, and gives better answers 

to the person. The basic structure of LLM has been made based on transformers and this 

advancement was proposed in 2017 and due to its unique efficiency, it has been converted to 

natural language processing milestone at high speed [35]. Transformer model is considered as 

one of the most important elements of LLM that can be trained with high amount of manifold 

data. Using these large datasets causes that we call them large data. Some of the key usages 

of LLM Models include automatic content producing, machine translation, natural language 

processing and answering systems to questions. LLM can analyze huge amount of data, 

learn lingual patterns enabling them to produce logical and meaningful sentences often 

cannot be recognized from the handwritten text [36]. Some of the significant cases of LLM 

are GPT [37] developed by OpenAI and BERT [38] and T5 [39] developed by google. 

These models have learnt convoluted lingual patterns through analysis of large amount of 

data that enables them to produce sentences which are both logical and rich-content and 

their output differentiation challenges handwritten text. The main benefit of these models is 

their unique capability in comprehending and producing a high quality text in multiple 

languages and also presenting exact answering to questions with different complexities. 

Therefore, LLM have widespread applications in the realms like machine translation, chat 

robots, automatic content producing and even advice systems. According to these 

capabilities, LLMs are not only powerful devices for natural language processing, but they 

have been considered as key elements in developing AI-based technologies. For using a 

LLM for different tasks, a common approach, fine-tuning a pre-trained model on specific 

task data has been proposed [36][38]. This fine-tuning is vital for optimizing the performance 

of LLM in special programs. The exact fine-tuning a lingual model can be computationally 

intensive, usually requires updating all parameters in pre-trained model and the fine-tuned 

model can have parameters the same as the key model [40]. 
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5.1 Fine-tuning Language Models 

Training a LLM at first requires time and considerable financial resources. Using 

thousands of GPU can last several days [41] and requires considerable financial investment 

[42]. Fine-tuning pre-trained models has been emerged as an efficient method for obtaining 

LLM benefits. For starting fine-tuning process, at first a pre-trained Language model like 

BERT, GPT or LLaMA is chosen, then data related to task or required range are gathered. 

These data can include texts, questions and answers or any other kind of information and then 

model parameters are fine-tuned to be compatible with new data. This includes choosing 

learning rate, the number of training courses and other fine-tunings and after that the model is 

trained using special data. This stage includes several training courses so that the model 

can be compatible with data so well and after that the model performance on experimental 

data is evaluated and when required, more fine-tuning is performed [43]. Fine-tuning is the 

process of compatibility of a pre-trained model with a special task by training it on data 

related to task, and finally improves it. This approach has been accepted widely, as this allows 

the researchers to use pre-trained models with general aim and design them for meeting 

special needs. Many organizations like Meta (Facebook) with their LLaMA [44] make 

their pre-trained models accessible to the public. This pre-trained models accessible to the 

public can be fine-tuned with different downstream tasks and using fine-tuning convert them 

to the most practical way for using LLM benefits. However, the complete fine-tuning of LLM 

is computationally expensive, as it needs updating all model parameters.  

6. USED DATASET IN THIS RESEARCH 

The dataset used in this study is known as the English Handwritten Line Dataset. It 

comprises approximately 400 images of handwritten lines in English, which are utilized 

to train and evaluate machine learning and computer vision models related to Handwritten 

Text Recognition. This dataset features images of handwritten text created by different 

individuals, each accompanied by labels corresponding to the content of the images. The 

dataset is particularly effective for training deep learning models, such as Convolutional 

Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) like LSTM (Long Short-

Term Memory), to transform handwritten text into digital text. By leveraging this dataset, 

models can be developed to comprehend handwritten text and apply it in Natural Language 

Processing (NLP) tasks such as translation, summarization, and text analysis. Furthermore, 

this dataset serves to enhance Optical Character Recognition (OCR) systems that convert 

handwritten text into digital formats. It is widely regarded as a standard data source for both 

training and evaluating various machine learning and deep learning models within the field 

of handwritten text recognition. Each image in the dataset is paired with a text file that 

contains the corresponding text, which can be used to train models effectively. The diversity 

of examples within this dataset aids in improving the accuracy and efficiency of handwritten 

text recognition systems. An example of these images can be seen in Figure 1. 

 

Fig. 1 an Example Image of the English Handwritten Line Dataset 
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This dataset can be combined with the IAM dataset [45] to create a real-time handwriting 

recognition system. To use this dataset, you can visit the Kaggle site or GitHub by following 

the links [46] and [47]. 

7-THE PROPOSED STRUCTURE IN THIS RESEARCH 

The methods proposed so far about printed and handwritten text content typically 

have used traditional methods and LLM and TrOCR has not been used in combination. 

Meanwhile by developing Deep learning methods and using pre-trained models and also 

using LLMs speed and productivity have been progressed in many cases. Nowadays most 

of the texts are obtained in film-taking mode that are required to be processed and even 

corrected before entering LLM so that they can be categorized correctly. In this research 

a structure based on TrOCR and LLM has been proposed that the main aim of this 

research is extracting text from existing images in an English handwritten line dataset by 

using pre-trained models. Table 1 outlines the pre-trained models utilized in this study 

along with their respective characteristics. 

Table 1 Pre-Trained Models TrOCR 

Pre-trained Models Features 

Microsoft/TrOCR-

base-handwritten 

Based on “Base” Transformer structure especially has been designed for 

handwritten text and optimized for recognition of text in images containing 

handwritten texts 

Microsoft/TrOCR-

small-handwritten 

The smaller version of TrOCR(Small)with less computational amount is 

suitable for systems with limited computational resources with acceptable 

performance in handwritten recognition 

Microsoft/TrOCR-

large-handwritten 

The large version with high capacity for better learning of convoluted patterns, is 

suitable for cumbersome tasks requiring high precision like processing sensitive 

or complicated documents, suitable for use in research projects, reading 

handwritten texts with complicated details and organizational and industrial 

usages requiring high precision  

These pre-trained models by Microsoft have been trained using general OCR data and 

handwritten texts and after that the obtained information has been saved on a CSV file 

then this CSV file contains obtained texts from images is given to LLM as an input so 

that the extracted texts are categorized into different subjects (“Health”, “Technology”, 

“Finance”, “Education”, “Sports”, “Others”) based on the content. The order of proposed 

stages and structure used has been illustrated in Figure 2. 

As we can see in figure 2, after uploading OCR model and entering dataset images 

and performing elementary steps, data are given to the transformer model as input. 

Transformer-based models include two parts: encoder, decoder. The encoder part 

processes the input and converts it to a rich vector representation. In this case, the input is 

given to the model as a text or image and at first the words or the elements are converted 

to the embedding vectors. Vectors cross self-attention layers where the model learns the 

relation between each word and element with other words and elements and then encoder 

output is a compressed representation of total input sent to decoder. The next part is 

decoder uses output vector of encoder and converts it to final output like text, translation 

or any other format. Unlike RNNs that process data in ordinal manner, transformers can 
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process data in parallel manner leading to high speed computations. Transformers due to 

using self-Attention and parallel processing can model long-term relationships in ordinal 

data so well. This capability has made them more efficient for many Deep learning tasks 

[35]. Transformer-based Optical Character is a modern method for recognition of optical 

characters based in Transformer models. This model has been developed by Microsoft 

research team and uses transformer structure for extracting text from the images [27]. The 

architecture of this method can be observed in Figure 3.   

 

 
Fig. 2 Proposed Structure 

 

Fig. 3 The Architecture of TrOCR [27] 
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The TrOCR is easy but effective and it can be fine-tuned with artificial data in pre-trained 

large scale with labeled dataset by human. In research (Li et al) [27] is was illustrated that 

TrOCR model has performed better in printed and handwritten text recognition tasks than 

advanced models. Microsoft has presented pre-trained TrOCR models for printed and 

handwritten texts. These models due to early pre-training, are better starting point for 

processing the images. In this research Transformer OCR (TrOCR) has been used for 

recognition of handwritten texts from images developed by Microsoft uploaded in two parts:  

▪ TrOCR Processor: The task of input processing (images) and transforming them 

into a suitable format for the model. 

▪ Vision Encoder Decoder Model: Deep learning model that recognizes the 

handwritten text from the images and produces a text according to them.  

After using TrOCR for converting image to text, the obtained texts have been given to a 

LLM as an input. The basic architecture of LLMs has been made on the basis of transformers, 

this progression was introduced in 2017 and because of its unique efficiency and it has been 

turned into a milestone of natural language processing [35]. Large language model of 

Facebook/BART-large-cnn used in this research is one of the advanced models of natural 

language processing developed by Facebook. This model has been made based on BART 

(Bidirectional Encoder Representations from Transformers) and is used for tasks like text 

summarization, machine translation and natural language comprehension. The BART model 

has been trained by a self-supervised pre-training. In this method, the model is trained on a 

large dataset from unlabeled texts. This process helps the model to comprehend the language 

structure and relation between the words. BART is a combination of bidirectional models 

(like BERT) and self-regression (like GPT). BART uses attention mechanism for text 

processing and helps it to comprehend the relation between the words better [48] [49]. The 

input texts to LLM has been categorized in pre-determined categories (like (“Health”, 

“Technology”, “Finance”, “Education”, “Sports”, “Others”).  

8. RESULTS 

In the classification discussion a dataset using classification methods, is the aim of 

achieving the highest possible precision and accuracy in classification and recognition of 

sets. In some problems, the correct recognition of samples related to one of the sets is 

very important for us. Confusion table or matrix represents the results of classification 

based on real existing information. Now on the basis of these values we can classify 

different evaluating criteria and define precision measurement. The confusion matrix is 

one of the most important tools for evaluating multi-class machine learning models. It 

serves as a method to assess the performance of classification models by comparing their 

predictions with the actual values. The matrix highlights where the model has made 

errors, offering insights into how its performance can be improved. Additionally, by 

calculating metrics such as Precision, Recall, and F1-score, we can obtain a comprehensive 

evaluation of the model's performance for each class. Here we examine three cases based on 

pre-trained model of TrOCR and LLM. The confusion matrix has been used for a case of 

pre-trained TrOCR model Microsoft/trocr-base-handwritten and LLM also has been used 

for text classification as Facebook/BART-large-cnn. The obtained results have been 

presented in table 2.  
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Table 2 Confusion Matrix for the case where the microsoft/trocr-base-handwritten model 

and LLM are used 

Predicted class  
Others Sports Finance Education Health Technology 

39 1 1 2 5 41 Technology 

A
ct

u
al

 c
la

ss
 

12 0 0 0 1 2 Health 

6 0 0 0 0 0 Education 

3 0 0 0 0 0 Finance 

1 1 0 0 0 0 Sports 

173 2 0 4 20  22   Others 

Now we obtain the values of precision, recall, accuracy, f1-score for the above table. 

 ii

i

jij

M
Precision

M
=


 (1) 

 ii

i

ijj

M
Recall

M
=


 (2) 
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1
Precision Recall

f score
Precision Recall

 
− =

+
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That the results obtained from table 2 has been conformed to table 3.  

Table 3  The results of text classification by the model Microsoft/trocr-base-handwritten 

and LLM 

Others Sports Finance Education Health Technology  

0.739 0.25 0 0 0.0384 0.63 Precision 

0.782 0.5 0 0 0.066 0.460 Recall 

0.7598 0.3333 0 0 0.04855 0.5317 f1-score 

0.6428 Accuracy 

In the second case, for the case of pre-trained model of TrOCR and LLM has been 

according to table 4. 

Table 4 Pre-trained TrOCR and LLM model used in the second case 

LLM used Pre-trained model TrOCR 

Facebook/BART-large-cnn    microsoft/trocr-large-handwritten 

The confusion matrix has been obtained as table 5.  
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Table 5 Confusion Matrix for the case where the microsoft/trocr-large-handwritten model 

and LLM are used 

Predicted class  

Others Sports Finance Education Health Technology 

31 0 0 2 4 52   Technology 

A
ct

u
al

 c
la

ss
 

10 0 0 0 2 3 Health 

5 0 0 0 1 0 Education 

1 0 2 0 0 0 Finance 

1 1 0 0 0 0 Sports 

165 3 1 4 12    36   Others 

Now we obtain the values of precision, recall, accuracy, f1-score for table 5 that the 

results have been presented in table 6.  

Table 6 The results of text classification by the model Microsoft/trocr-large-handwritten 

and LLM 

Others Sports Finance Education Health Technology  

0.774 0.25 0.666 0 0.105 0.571 Precision 

0.7466 0.5 0.666 0 0.133 0.584 Recall 

0.760 0.3333 0.666 0 0.1173 0.5774 f1-score 

0.6529 Accuracy 

In the third case, for the case of pre-trained model of TrOCR and LLM has been 

according to table 7. 

Table 7 Pre-trained TrOCR and LLM model used in the third case 

LLM used Pre-trained model TrOCR 

Facebook/BART-large-cnn microsoft/trocr-small-handwritten 

The confusion matrix has been obtained as table 8.  

Table 8 Confusion Matrix for the case where the microsoft/trocr-small-handwritten model 

and LLM are used 

Predicted class  

Others Sports Finance Education Health Technology 

48 3 1 6 3 28 Technology 

A
ct

u
al

 c
la

ss
 

12 0 0 0 2 1 Health 

3 0 0 0 1 2 Education 

3 0 0 0 0 0 Finance 

2 0 0 0 0 0 Sports 

168 5 5 8 13  22 Others 

Now we obtain the values of precision, recall, accuracy, f1-score for table 8 that the 

results have been presented in table 9.  
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Table 9 The results of text classification by the model Microsoft/trocr-small-handwritten 

and LLM 

Others Sports Finance Education Health Technology  

0.7118 0 0 0 0.105 0.5283 Precision 

0.7601 0 0 0 0.133 0.314 Recall 

0.7351 0 0 0 0.1173 0.3938 f1-score 

0.5823 Accuracy 

9. DISCUSSION  

Handwritten text recognition and classification has long been a significant challenge 

in the fields of image processing and natural language processing (NLP). This difficulty 

arises from the variety of writing styles, the differences in letter shapes, and the noise 

present in images. Handwritten text recognition has been progressed considerably in 

recent years and this issue is mainly because of combining Deep learning techniques. 

Modern Deep learning methods like CRNN, TrOCR, EAST, and CTC in combination 

with pre-made models and transformer architecture, have provided high precision and 

efficiency in recognition of texts from images. Among the famous models based on 

transform we can name GPT (Generative Pre-trained Transformer) [50] for producing 

text, model of BERT (Bidirectional Encoder Representations from Transformers) [38] for 

language comprehension and T5 model [39] for transforming text into text (for translation, 

summary and …) and model of Vision Transformer (ViT) [51] for image processing and 

model of TrOCR [27] for handwritten text recognition from the images. This paper introduces 

a new framework built on advanced models designed to enhance accuracy and efficiency 

in the field. The importance of this research lies in its integration of two cutting-edge 

technologies from natural language processing and computer vision. By combining 

TrOCR with large language models, we can achieve greater accuracy and efficiency in 

classifying handwritten text. This integration streamlines both the complex pre-processing 

and post-processing steps, minimizing the need for separate models. In this research, pre-

trained model of TrOCR has been used for image processing and text extraction. TrOCR 

can be combined with advanced tools like language recognition models, image processing 

tools or large language modes to present high performance. The TrOCR model is based on 

Transformer architecture and is specifically designed for recognizing text from images. By 

integrating image processing with natural language processing capabilities, this model 

offers enhanced performance in recognizing handwritten text. The application of this model 

in this paper reflects the latest technological advancements in this field. TrOCR is usually 

pre-trained on large scale data (like digital documents or images containing text) and also 

there are different versions of TrOCR for recognition of printed and handwritten texts 

that in this research as the used information bank was in handwritten format we just have 

used handwritten versions of TrOCR. This research uses Large Language Models to 

improve text classification. These models can help increase the accuracy of handwritten 

text recognition and classification by better understanding the meaning of the text and its 

context. Combining TrOCR with LLM is an innovative approach that can provide better 

results than traditional methods. Overall, the use of this structure can lead to significant 

improvements in handwritten text recognition and classification systems. In this study, 

the initial stage involved using a database that includes a text file (in .txt format) which 



 A Structure Based on TrOCR Transformer and Large Language Model for Classification of .... 709 

can be downloaded alongside the image database. This text file contains the content for 

all the images. To classify the texts, we first performed text classification into six 

categories: "Technology," "Health," "Education," "Finance," "Sports," and "Others." This 

classification was carried out separately on the text file using a large language model 

(LLM). The results of this classification served as the evaluation criterion for categorizing 

images in the subsequent stages. In the next step, the TrOCR model was utilized to load 

images and extract text from the English handwritten line dataset. These images were then 

converted into text data. Following this, the extracted text data was analyzed for 

classification using the BART model, which is based on a large language model (LLM). 

The output of this classification process was saved as a .CSV file. The output file from 

cases where images were converted to text using the TrOCR model and subsequently 

classified with LLM was compared to instances where text files (.txt) related to the 

dataset were classified using LLM (first stage). The level of agreement in text 

classification between the two methods was then evaluated. When comparing the results 

of two methods—the first using the TrOCR model to convert images to text and 

subsequently classifying that text with a language model (LLM), and the second using a 

text file with a database for classification with the LLM—there is a noticeable difference 

of about 30 percent. This discrepancy is expected, as the database is based on handwritten 

text and the output from TrOCR remains unaltered. In this research the extracted texts 

from images by TrOCR haven’t been corrected and upgraded and this has lowered the 

text recognition and consequently decreased the output of classification of texts. If the 

obtained texts from images are corrected and upgraded before entering LLM, it will have 

better result in text classification and this can be done by fine-tuned models of LLM and 

other new methods like VAE and other techniques. In many cases, when reading texts 

indie images and transformed into text (.txt), the correction is required as some characters 

or words may lose their forms or even some of the letters or words may be deleted to 

added or deformed and require correction that these are performed by generative models 

in NLP and these cases are suggested as future researches in this realm along with 

combination with other image processing techniques. One of the techniques suggested as 

an efficient research in the future is using Variational Autoencoder(VAE) for making 

deformed characters and words in the text. VAE is a kind of neural network used for 

making new data similar to training data. By using VAE we can use text for making new 

images in order to improve the performance of TrOCR. We can also use VAE for 

decreasing the dimensions of the images and upgrading data quality before entering TrOCR 

model and in some cases, VAE can be used with TrOCR as one part of combinational 

architecture, in a manner that extracted features of VAE in TrOCR are used. This paper 

signifies a major breakthrough in the fields of image and natural language processing. The 

employment of Transformer-based architectures, combined with the integration of large 

language models, represents an important advancement toward improving AI systems for 

more complex applications. This paper can serve as a reference for future research in 

handwritten text recognition and the integration of image processing models with large 

language models. Additionally, the methods presented may inspire developers to create 

similar systems in other domains. 
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10. CONCLUSIONS 

In their study, Chae and Davidson (2023) [52] highlight that large language models 

(LLMs) excel in text classification tasks, significantly outperforming traditional methods. 

They note that these models can achieve high accuracy with minimal training examples 

and instructions, making them valuable tools for sociologists. Furthermore, the study 

suggests that fine-tuning smaller models provides an optimal solution for researchers. 

Wang et al. (2023) [53] analyzed the performance of GPT models in text classification. 

The researchers compared the capabilities of zero-shot LLMs with other advanced text 

classification methods, including traditional machine learning and deep learning 

techniques. The experimental results demonstrated that LLMs can effectively function as 

zero-shot text classifiers, showing strong performance in three out of four datasets 

examined in the study. In research conducted by Zhong et al. (2024) [54], a semi-

supervised learning framework was introduced specifically for text classification tasks. 

This study solely focuses on text classification and does not involve image processing or 

image-to-text conversion. The framework was tested on two datasets: Reuters 20 

Newsgroups and Web of Science, achieving accuracy rates of 95.41% and 82.43%, 

respectively. In 2024, Fabio Dennstädt and his colleagues [55] developed a general-

purpose text classification framework utilizing LLMs for classifying oncological trials, 

achieving an overall accuracy of over 94%. Guo et al. (2024) [56] assessed the effectiveness 

of LLMs in text classification tasks using methods such as zero-shot classification, data 

annotation, and data augmentation. They found that LLMs, particularly GPT-4, demonstrated 

improved performance when combined with human-annotated data. The study indicates that 

data augmentation using LLMs yields better results than training with human-annotated data 

alone. Liu and Shi (2024) [57] introduced the PoliPrompt framework, a high-performance and 

cost-effective text classification system based on LLMs specifically for political science 

applications. This framework employs in-context learning, automatic prompt generation, and 

consensus mechanisms. It significantly reduces economic costs by 78% compared to 

traditional human labeling methods and achieves an improvement of 0.36 in the F1 score for 

zero-shot classification tasks. In research conducted by Mohajeri et al. (2024) [58], the authors 

proposed a method called the Code Completion Prompt (CoCoP), which leverages the 

capabilities of LLMs for text classification. This innovative approach transforms the text 

classification problem into a code completion task, resulting in improved accuracy of nearly 

20% on the SST-2 dataset. The method was tested on several datasets, including SST-2, 

CoLA, MRPC, and SNLI, achieving the following best results: 93.5 ± 0.5, 78.5 ± 1.2, 77.4 ± 

0.8, and 67.7 ± 2.1, respectively. In the study by Zhang et al. (2024) [59], text classification 

was performed on four datasets: SST-2, AG, Ohsumed, and MR. The researchers achieved 

accuracy rates of 98.68%, 97.61%, 77.41%, and 94.27%, respectively. They proposed the 

RGPT framework, which performed 1.36% better than SOTA PLM8 and SOTA LLM7 

across four criteria on average. Yin et al. (2024)  [60] proposed the CrisisSense-LLM method 

for text classification. This approach utilizes a pre-trained large language model that has been 

specifically fine-tuned for text classification tasks. The model incorporates Low-Rank 

Adaptation (LORA), which introduces additional trainable parameters and enhances its 

performance. In another study, Di Palo et al. (2024) [61] presented the Performance-

Guided Knowledge Distillation (PGKD) method for text classification. This method 

completed text classification tasks up to 130 times faster and 25 times cheaper than 

LLMs. The study demonstrates that PGKD outperforms traditional BERT-based models 
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in multi-class classification. Recent approaches in text classification, such as CoCoP 

(which transforms text classification into a code completion task) [58], RGPT (increasing 

accuracy over SOTA models) [59], CrisisSense-LLM (which utilizes LORA to improve 

text classification) [60], and PGKD (which reduces computational costs by up to 130 

times) [61], illustrate the rapid development of innovative and adaptable methods using 

large language models (LLMs). Recent research reviews indicate that LLMs can serve as 

accurate, cost-effective, and reliable tools for classifying specialized texts. However, a 

review of past studies shows that the input data has typically been structured text, with no 

research conducted on using unstructured text data, such as images, as input. This 

highlights the necessity to explore the utilization of unstructured input data, specifically 

images, in text classification. Recent studies, such as those by Chae & Davidson (2023) 

[52] and Wang et al. (2023)[53], have focused on digital and structured text classification, 

demonstrating the effectiveness of large language models (LLMs) in zero-shot or few-

shot formats with accuracies reaching or exceeding 90%. Semi-supervised approaches, 

like the one conducted by Zhong et al. (2024) [54], and techniques based on specific 

prompt designs, such as CoCoP [58], have also achieved over 90% accuracy in controlled 

environments. Additionally, research by Fabio et al. (2024) [55], Liu & Shi (2024)[57], 

and Zhang et al. (2024) [59] has successfully optimized LLMs for more precise and 

domain-specific classification by creating specialized frameworks tailored to specific 

fields, including medical, social, scientific, and political domains. The proposed method 

in this research involves extracting handwritten texts from images within a database 

dataset and converting them into text data. This extracted text data is then fed into a 

Large Language Model (LLM) for categorization based on content using the BART 

model. The research presents a framework for text classification through the integration 

of the TrOCR model and large language models. The results indicate that among the pre-

trained TrOCR models, the large version performs the best in text classification, achieving an 

accuracy of nearly 65%. The method proposed in this study demonstrates superiority when 

working with unstructured and image-based data, unlike other methods that require textual 

data. This study stands out from most others as it focuses on image data rather than just 

digital text. By combining TrOCR with linguistic models, it allows for the processing of 

real, unstructured documents. This capability has the potential to lead to the development 

of systems that can automate the analysis of forms, contracts, and manuscripts. However, 

the classification performance in this study still requires optimization when compared to 

the accuracy of fine-tuned models designed for structured texts. Future studies could 

enhance performance by utilizing more advanced OCR models, fine-tuning the language 

model used, or applying data augmentation techniques. Although the method presented in 

this study has lower accuracy compared to purely textual methods, it excels at processing 

more complex data. It offers a significant advantage in applications where data is 

available in image form. The innovation of this method lies in its use of advanced Optical 

Character Recognition (OCR) models alongside large language models, making it highly 

suitable for real-world projects that involve scanned or unstructured data. This approach 

is particularly valuable in environments with image data, especially when information is 

stored in handwritten formats within forms or archives. However, for applications where data 

is available in structured text form, other methods such as RGPT, CoCoP, or PoliPrompt are 

more effective, offering higher accuracy at a lower cost. 
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