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Abstract. We propose a modification to the genetic algorithm with greedy agglomera-
tive crossover operator for the problem of scheduling product types at metal or plastic
production factory facilities where the goal is to minimize the number of switchings of
the product type of the production lines. Similar algorithms with greedy agglomera-
tive crossover for location problems do not use any elitism in the population. For the
considered problem which may also be classified as a location problem, elitism in the
population implemened in the form of tournament selection plays a positive role. The
article also discusses the dependence of the efficiency of the evolutionary algorithm on
the size of the population. As our experiments show, the introduction of elitism into
such an algorithm enables us to increase both the rate of convergence of the algorithm
and the accuracy of the solution. A special aspect chooses an individual with the best
value of the objective function.
Key words: genetic algorithm, greedy crossover, location problem.

1. Introduction

Optimal utilization of production capacity is an indicator of the efficient pro-
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© 2022 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND
∗This work was supported by the Ministry of Science and Higher Education of the Russian Feder-
ation (Grant No.075-15-2022-1121)

993



994 L. Kazakovtsev et al.

duction operation. The metal processing factories which include both foundry and
a metalworking production lines as well as plastic goods production must fulfill the
plan for the release of each type of product, follow the rules concerning the pro-
duction technology, and minimize the number of switches of the production types
among the production lines.

Thanks to their conceptual clarity and intuitive appeal, greedy algorithms have
found many applications in the computer sciences. Greedy algorithms are also often
used as simple heuristics, even if the optimal solution is not guaranteed.

The application of the genetic algorithm allows us to draw up a schedule on
production lines which is close to an optimal schedule. The genetic algorithms with
the greedy agglomerative crossover operator are complex hybrid algorithms: they
organize the global search with the commonly used evolutionary (genetic) frame-
work, they include a special greedy agglomerative procedure which obtains proper-
ties of a local search algorithm, and they include also known commonly used local
search procedures for scheduling problems. Local search algorithms allow gradual
improvement of certain result in the vicinity of the known solution [1]. Since the
greedy crossover procedure is computationally expensive, the population of individ-
uals (solutions) in such algorithms is usually small. The dependence between the
population size and the convergence speed has not been investigated. However, the
convergence rate depends on the size of the population of individuals for the prob-
lem of operational planning of product types at the production facilities of plastic
products. Finding a solution for extreme combinatorial problems such as schedul-
ing problems must take into account the requirements for computing resources [2].
Although such problems can be represented in a form of integer linear program-
ming problems, their linearization leads to a huge dimensionality of the resulting
problem.

Genetic algorithms are common algorithms for solving such problems. They
model evolutionary processes, find the best qualities (for example, genotype and
phenotype) in individuals of the population, which lead to the best solution of the
problem [3]. To plan the load of production capacities, a genetic algorithm applying
greedy heuristics is used [4].

Many methods have been proposed to solve production planning problem such
as: dynamic programming, enumeration, but greedy algorithms are no less known
and common. Thanks to their conceptual clarity and intuitive appeal, greedy algo-
rithms have found many applications in the computer sciences. Greedy algorithms
are also often used as simple heuristics, even if the optimal solution is not guaranteed
[5].

Optimization algorithms are usually a sequence of steps, each of which provides
a number of options. In a greedy algorithm, a choice is always made that seems to
be the best at the moment, that is, a locally optimal choice is made in the hope
that it will lead to an optimal solution to the global problem, which is not always
true [6]. In the greedy agglomerative procedures, some elements of the solution are
succeessively eliminated: each time, the algorithm selects such an element for the
elimination, which leads to the least significant deterioration in the value of the
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objective function.

The classical problem in the location theory is the p-median problem on a net-
work. It is necessary to find p network nodes in such a way as to minimize the
total sum of distances between each network node and the nearest of the selected
nodes [7]. Known genetic algorithms with greedy agglomerative heuristics [8, 9]
used in many problems including the compiling production schedules [10, 11], re-
ducing such problems to the problems of location of the production switching points
on a three-dimensional grid (time-product-production line), traditionally do not use
the strategy of elitism. As our experiments show, the introduction of elitism in the
population of the genetic algorithm allows us to increase both the rate of conver-
gence of the algorithm and the accuracy of the solution. A special aspect chooses
an individual who has the best value of the objective function/functions [12].

The rest of this paper is organized as follows. In Section 2, we give an overview
of known algorithm for the problem under consideration. In Section 3, we give
a mathematical statement to our problem and describe the genetic algorithm. In
Section 4, we provide the computational results with various parameter settings:
various population size and elitism in the population. In Section 5, we give a
conclusion.

2. Known Algorithms for Capacity Planning

Location problems are often used directly in urban development, in architecture,
transportation, and also have indirect application. Starting from the 60s, the loca-
tion problems were used to determine the optimal composition of various technical
systems, or assortment of products and were not logically related to placement in
a geometric sense [13, 14]. Local search is effectively applied to such problems. So,
the ALA-procedure (Alternating Location-Allocation) used to solve the p-median
problem [15] and the k-means procedure (an algorithm for cluster analysis problem
which can be also considered as a location problem) have the same structure and
are a common algorithm in placement theory.

Classical local search methods can quite simply find local optima of the problem,
and existing varieties of the genetic algorithm differ in that with their help it is
possible to obtain a solution in the form of a global optimum. However, it must
be borne in mind that the task of checking the found optimum for globality is also
a difficult task [16]. Local search methods for production planning problems are
known from 1970s and include several procedure such as shift of the production
type switch in time to the right (future) or left (previous periods), enumeration
of possible production types for a production line, insertion of a new production
switch moment into the production plan, and its elimination.

To obtain a globally optimal solution, many possible techniques can be used:
enumeration, partial enumeration (branch-and-bound algorithms), variable neigh-
borhood search, as well as various evolutionary algorithms.

Alp, Erkut and Drezner considered a genetic algorithm using a special recombi-
nation (crosser) procedure, a greedy (agglomerative) heuristic procedure [17]. This
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algorithm is used to solve the p-median problem on the network [18]. Its feature is
that instead of rearranging the sequences represented by the parent individuals in
the population of the genetic algorithm, this heuristic procedure combines the par-
ent set of indices of network nodes that are selected as the medians in the p-median
problem, so the child solution begins to contain more medians than the conditions
of the problem require. After that, the gradual removal of extra medians, that is,
those elements of the solution, the removal of which gives the smallest increase in
the p-median objective function (sum of distances), until a feasible solution with
the required number of medians is reached [19].

Evolutionary algorithms (including genetic algorithms) use various principles
and the conceptual apparatus of natural evolution. Their advantage, compared to
classical ones, has been investigated experimentally [20], however, they determine
only the general structure of the search. An important feature of greedy agglomer-
ative heuristic methods is the possibility of choosing the next solution of the option
that can give a better decrease in the value of the objective function or, when max-
imizing, the largest increase in the value. It should be borne in mind that these
algorithms are local search methods that allow you to gradually improve a certain
result in some vicinity of the known solution. The method of greedy heuristics was
proposed by relation to the clustering and location problems [21]. The algorithms
of this method give results in solving practical problems, which is problematic to
improve by other methods in comparable time. Although they are mostly random-
ized, the results they produce are quite stable, yielding close results at the restarts
applied. The same properties of the algorithms with the embedded greedy heuristic
procedures remain for the production scheduling problems where the objective func-
tion is the number of production type switches. Since the genetic algorithms with
greedy agglomerative procedure used as the crossover operator are computationally
expensive and include embedded local search procedures, they are usually run with
a small population of the solutions. Moreover, such algorithms for location [20]
and other problems [21] do not involve any elitism: the individuals are chosen for
crossover from the population with equal probability. We investigate modifications
of such algorithms with various population sizes and with the elitism impplemented
in a form of tournament selection.

3. Mathematical problem statement and genetic algorithm

The problem of production capacity scheduling was considered by Antamoshkin
and Masich [22] as a pseudo-Boolean optimization problem. The modified version
of the proposed model with integer variables is also used in this article.

Let there be P types of products that are produced on K production lines.
Their performance is the same, for the selected pth type of products, the Kth line
can produce Vp units of products per shift. The time is discrete and measured in
shifts. We assume that there are three shifts per day. The algorithm will result in
a plotted graph showing the product type produced by each production line. The
limitation is that a part of the assortment produces a certain production line. The
matrix Z of Boolean constants zk,p, 1 ⩽ k ⩽ K, 1 ⩽ p ⩽ P is set, which contains
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1 if the pth line can produce the pth type of product and 0 otherwise. The Wp

units for each product is entered in the production plan and it is assumed that it
is necessary to fulfill this quantity in Tp days. It is also necessary to establish the
minimum total load of the production complex, which reaches the volume of Wmin

units per day. Product types are combined into M classes Cc, 1 ⩽ c ⩽ M . There is
a limitation that the production must be stopped for one shift if a different product
class is established for the production by a production line. It is assumed that the
non-stop change of production from type p to type r is established by a symmetric
matrix of Boolean constants Cp,r of dimension P × P : the value Cp,r = 1 indicates
the need to stop the line when changing products from p-type to r-type, if Cp,r = 0,
then there is the possibility of non-stop switching production (naturally, Cp,p = 0).

In [10, 11], the authors introduced variables y
′

i,k, 0 ⩽ y
′

i,k ⩽ P . The value

y
′

i,k = p means the release of the pth type of product on the kth line on the ith

day (value y
′

i,k = 0 means no release). It is assumed that y
′

0,k is a constant that
characterizes the initial setting of each Kth production line for a certain type of
product at an initial point in time. Additional variables x

′

i,k were also introduced:

(3.1) x
′

i,k =

{
y

′

i,k, y
′

i,k ̸= y
′

(i−1),k′ ∀i = 1, I, k = 1,K,

0, y
′

i,k = y
′

i,k

Values y
′

i,k can be derived from x
′

i,k:

(3.2) y
′

i,k =

{
y

′

(i−1),k, x
′

i,k = 0, ∀i = 1, I, k = 1,K.

x
′

i,k x
′

i,k ̸= 0

We also use dependent boolean variables:

(3.3) f3(x) = −
I∑

i=1

max{0,Wmin −
K∑

k=1

P∑
p=1

V
′

yp(3− C
′

y′ (i−1),k,y′ i,k
)}

(3.4) xi,k,1 =

{
1, x

′

i,k = p, ∀i = 1, I, k = 1,K, p = 1, P ,

0, x
′

i,k ̸= p,

(3.5) yi,k,1 =

{
1, y

′

i,k = p, ∀i = 1, I, k = 1,K, p = 1, P .

0, y
′

i,k ̸= p,

In this notation, the problem of production planning is formulated as follows:
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(3.6) min

I∑
i=1

K∑
k=1

P∑
p=1

yi,k,p(1− y(i−1),k,p);

with constraints (taking into account operation in three shifts):

(3.7) Vp

Tp∑
i=1

K∑
k=1

yi,k,p(3− C
′

y
′

(i−1),k,y
′
i,k

) ⩾ W1 ∀p = 1, P ,

(3.8)

K∑
k=1

P∑
p=1

V
′

y′
p
(3− C

′

y
′

(i−1),k,y
′
i,k

) ⩾ Wmin ∀i = 1, I.

(3.9) yi,k,p ⩽ Zk,p ∀i = 1, I, k = 1,K, p = 1, P

The C
′

p,r is taken as matrix of Boolean values, and Cp,r is an augmented string
with a zero index and a column with a zero index (p, r ∈ {0, P}):

(3.10) C
′

p,r =


Cp,r, p > 0, r > 0,

0, r = 0,

1, p = 0, r > 0

Here, V
′
is the vector of the production rate by type of products per shift,

supplemented by V a zero element:

(3.11) V
′

p =

{
Vp, p > 0,

0, p = 0.

In this work, for the algorithm, it is proposed to replace all restrictions with the
following penalty functions:

(3.12) f2(x) = −
P∑

p=1

max{0,Wp − Vp

Tp∑
i=1

K∑
k=1

Yi,k,p(3− C
′

y′ (i−1),k,y′ i,k
)}.

(3.13) f3(x) = −
I∑

i=1

max{0,Wmin −
K∑

k=1

P∑
p=1

V
′

y′p
(3− C

′

y′ (i−1),k,y′ i,k
)}.
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We also define the objective function:

(3.14) f(x) = |X| =
I∑

i=1

K∑
k=1

P∑
p=1

xi,k,p,

The economic meaning of the function f2(X) is the total amount of products
produced with a lag behind the plan, the function f3(X) is the total underperfor-
mance of the daily minimum of products produced.

The general scheme of the algorithm for problem (3.5) - (3.8) can be described
using a genetic algorithm with greedy heuristics for planning continuous production
[10, 11] and it will look like this:

Step 1. The initial array of sets of lattice nodes ”change-line-type of pro-
duction” represented by the threes of indices (i, k, p) is formed: A = {Xj} =
{(i1, k1, p1), . . . , (inj , knj , pnj )}, j = 1, N .) A population of N individuals of the
genetic algorithm is formed. It is assumed that the number of lattice nodes nj in
each of the elements of the array A can be different.

Step 2. Randomly selected are two indices of parent ”individuals” j1, j2 ∈
{1, N}, j1 ̸= j2. Then randomly selected j3 ∈ w. Here w is some set of indices of
”individuals” (array elements) rated as ”bad.”

Step 3. Assign Xj3 = Xj1 ∪Xj2 .

Step 4. For a selected Xj3 a mutation procedure is performed (optional, not
used in practice for genetic algorithms with greedy crossover).

Step 5. For each node V = (i1, k1, p1) ∈ Xj3 , do:

Step 5.1. If ∃V2 = (i2, k2, p2) ∈ Xj3 : p2 ̸= p1, i2 = i1, k2 = k1, then choose ran-
domly with equal probability index p ∈ {p1, p2}, to assign Xj3 = Xj3\{(i1, k1, p1)}.

Step 5.2. Next iteration of loop 5.

Step 6. Calculate the boolean and integer variables [xi,k,p], [yi,k,p], [x
′

i,k], [C
′

y
′
i,k

],

corresponding to the set of matrices Xj3 according to formulae (3.9), (3.1)-(3.3).
Due to the fact that the sets Xj in this algorithm are represented by matrices of

integer variables, this step and the rest are reduced to calculation [y
′

i,k] according
to the expression (3.1).

Step 7. Assign FOUND = 0.

Step 8. The nodes Xj3 of the set are arranged in random order, then, for each

node V = (i
′
, k

′
, p

′
) ∈ Xj3 the following steps are performed:

Step 8.1. Assign ξ = Xj3\{V }. Find matrices of Boolean and integer variables

[xξ
i,k,1], [y

ξ
i,k,1], [x

ξ
i,k], [C

′

y
′ξ
i,k

] which correspond to set ξ. If f4(ξ) < f4(Xj3), then as-

sign Xj3 = ξ, FOUND = 1, the corresponding matrices of Boolean and integer

variables [xi,k,p], [yi,k,p], [x
′

i,k], [C
′

y
′
i,k

]. To the next iteration of cycle 7. It is impor-

tant that site V = (i
′
, k

′
, p

′
) exclusion from set and recalculation of corresponding
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integer variables is reduced to zero value x
′

i′ ,k′ and recalculation of values y
′

i′′ ,k′ for

i
′′
= i′ , T1.

Step 8.2. The application of local search procedures in the vicinity of the node
V described below significantly increases the efficiency of the algorithm. Such pro-
cedures are known since 1970s and were described in [11] for our problem.

Step 8.3. Next iteration of loop 8.

Step 9. If FOUND = 1, then go back to Step 7.

Step 10. Check the shutdown conditions, if they are not met, go to Step 2.

This algorithm sequentially excludes one node from the set Xj3 , which corre-
sponds to the work of the genetic algorithm with greedy heuristics for the p-median
problem [8].

Steps 8-8.3 implement the greedy procedure which consequently eliminates the
lattice nodes. This procedure includes local search procedures embedded in it.
Thus, this procedure is computationally expensive. Algorithms with the greedy
crossover operator are usually used with a small population. The extreme version
of such algorithm is the (1+1)-Evolutionary Algorithm [26] with only one individual
in the population. For several applications in clustering and location theory, such
algorithms outperform the genetic algorithms.

Thus, the size of the population is a highly important parameter which predefines
the efficiency of the whole algorithm. For algorithms with the greedy agglomerative
crossover operator, the constant small number of individuals can be used. Other
algorithms use a permanently expanded population [27]. In the next Section, we
show that an optimal population size is relatively small, however, algorithms with
an extremely small populations of 3 or 5 individuals are less efficient. An optimal
size of the population for practically important production planning problems can
be found by a reconnaissance search which can be used for constructing a self-
configuring algorithm.

In addition, we demonstrate that including the elitism implemented in a form
of a tournament selection improves the results of the algorithm, and this feature
of the genetic algorithm distinguishes this algorithm from greedy crossover genetic
algorithms for location problems where elitism is not used.

4. Dependence of algorithm effectiveness on population size

In our experiments, we used various values of population size were established
(3, 5, 10, 30, 100). The condition for forced shutdown of the algorithm was the
time limitation: 30 minutes. For each population size, 30 algorithm launches were
performed (see Table 4.1).

The best result corresponds to 33 production type switches for populations with
a size of 10, 30 and 100 individuals. Smaller populations, due to the lack of diversity,
are unable to reach this result. Table 4.2 shows the ratio of attempts of all launches
of our algorithm that achieve the best result, as well as the running time of the
program during which the best solution was found.
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Table 4.1: Results of the algorithm without elitism for various population sizes
Population size Best result Worst result Average value

100 33 44 34.1
30 33 34 33.1
10 33 38 34.6
5 34 36 34.9
3 34 36 34.3

Table 4.2: Ratio of attempts achieving the best results
Population size Ratio of attempts Program running time

achieving the best result for the best achieved result, sec.
100 0.9 838
30 0.9 277
10 0.2 744
5 0 204
3 0 158

Additional data on the results of the algorithm are given in Tables 4.3 and 4.4
as well as Fig. 4.1.

We used the genetic algorithm in two versions: original, with equiprobabilistic
selection of the parent solutions at Step 2, and its version with modified Step 2.
During the tournament selection at Step 2, all individuals of the population are
divided into subgroups with the subsequent choice of individuals with the best
fitness in each of them [23].

Despite the fact that with a population size of 30 individuals, the algorithm
requires a slightly longer time to stop, it was with this population size in 90 per-
centages of program launches that a better solution was found. The experience
showed that for a population with an initial size of 10 individuals there is no di-
rect dependence. The best time in this case is higher than the population of 30
individuals. However, the algorithm converges to the best solution in 20 percent of
attempts only.

The extremes of the graph are in direct dependence - the largest value of the
population (100 individuals) corresponds to the greatest time of the best solution

Table 4.3: Actial tiome consumption to achieve the best result
Population size Running time limit Minimum Maximum

100 18000 31 1486
30 18000 240 1376
10 18000 113 1288
5 18000 70 1762
3 18000 158 1794
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Table 4.4: Median and average time for reaching the best achieved solution
Population size Median Average value

100 1217 1096.5
30 514 596.3
10 365 473.8
5 493 608.4
3 1161 1098.6

Fig. 4.1: The time needed to find a better solution depends on the original popu-
lation size

(838 seconds), and the smallest value of the population (3 individuals) corresponds
to the smallest time of the best solution (158 seconds).

On average, the solution is most quickly found with an initial population size of
10 individuals, and this time is 2 times less than the largest averages. Figure 4.2
shows this data as a graph.

Conclusion from Figure 4.2: the graph of results is a parabola. On average,
the program worked longest in populations where the sample was maximum and
minimum. For a population with an initial size of 10 individuals, the minimum
average time it took the program to find a better solution is observed.

Subsequently, populations of 30 individuals were used to study the influence
of elitism on the result of the algorithm. Tournament selection scheme: from a
population containing N lines, t lines are randomly selected, and the best line is
written to the intermediate array (a tournament is held between the selected lines).
This operation is repeated N times. The rows in the resulting intermediate array
are then used to cross (randomly). The size of the group of lines selected for the
tournament is often 2. In this case, they talk about a binary or doubles tournament.
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Fig. 4.2: The average program time taken to find a better solution depending on
the original population size

Table 4.5: Results for an algorithm with tournament selection, population size 10
Minimum

operating time,
sec.

Maximum
value, s

Ratio of
successful
attempts

Average
program time,

sec.
233 1105 0.6 546.7

The number of the tournament is taken as t. The more subgroups participate in
the tournament, the less chances for individuals to get into the selection [24].

The advantage of using tournament selection as an elitism strategy is that there
is no need for additional calculations, as well as ordering the lines in the population
by increasing adaptability. This selection option is closer to reality, because the
success of an individual is largely determined by its environment - decision points
that are included in the area of permissible/best solutions, as far as they are better
or worse than it [25]. We introduced the following modification into the algorithm
with greedy heuristics.

Step 2 of our genetic algorithm will take the form:

Step 2. Randomly select three indices of parents j11, j12, j2, j11 ̸= j12 ̸= j2.
Select randomly j3 ∈ w. Here w is a set of indices of individuals (array elements A)
rated as ”bad.”

Step 2.1. If f2(χj11) + f3(χj11) > f2(χj12) + f3(χj12) then j1 = j12;

Step 2.2. If f2(χj11) + f3(χj11) < f2(χj12) + f3(χj12) then j1 = j11;

Step 2.3. If f2(χj11) + f3(χj11) = f2(χj12) + f3(χj12) and f(χj11) > f(χj12)
then j1 = j12, other j1 = j11.

The results of the program using tournament selection are presented in Table
4.5. The original population size is 10 individuals. The launch was carried out 30
times. The program limit time is 1800 seconds.

Using tournament selection, the best result is 33 switches, which was found in



1004 L. Kazakovtsev et al.

233 seconds, which is slower than the result of finding the best solution with a size
of the original population of 10 individuals without applying the strategy of elitism.
However, with elitism, 60 percent of all launches of the program found the best
solution (without it, we had much less successful attempts). Thus, elitism improves
the likelihood of finding an optimal solution.

5. Conclusions

The introduction of the elitism strategy in the form of tournament selection, as
well as the study of the dependence of the efficiency of the evolutionary algorithm
for planning capacity utilization on population size, made it possible to increase
the effectiveness of the genetic algorithm with a greedy agglomerate crossing op-
erator for the task of planning production. The effectiveness of the algorithm is
determined by the size of the population, which requires additional research in the
direction of developing algorithms with a dynamic population, as well as the study
of the possibility of applying evolutionary algorithms ”without population” to this
problem, namely the (1 + 1)-EA algorithm [26] ad similar ones.
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