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Abstract. The idea of rough statistical convergence for double sequences was studied
by Özcan and Or [34] in a intuitionistic fuzzy normed space. Recently the same has been
generalized in the ideal context by Hossain and Banerjee [17] for sequences. Here in
this paper, we have discussed the idea of rough ideal convergence of double sequences in
intuitionistic fuzzy normed spaces generalizing the idea of rough statistical convergence
of double sequences. Also we have defined rough I2-cluster points for a double sequence
and also investigated some of the basic properties associated with rough I2-limit set of
a double sequence in a intuitionistic fuzzy normed space.
Keywords: Ideal, filter, Intuitionistic fuzzy normed space, double sequence, rough
I2-convergence, rough I2-cluster point.

1. Introduction

The concept of fuzzy sets was firstly introduced by Zadeh [45] in 1965 as a
generalization of the concept of crisp set. A wide range of extensive applications in
various branches of modern science and engineering can be found in [4, 11, 12, 16,
26]. The idea of intuitionistic fuzzy sets was firstly given by Atanassov[1] in 1986
and later in 2004, Park [38] introduced the concept of intuitionistic fuzzy metric
spaces using this idea of Atanassov. In 2006, Saadati and Park [42] extended this
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© 2024 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND

ORCID IDs:   Rahul Mondal
 Nesar Hossain

N/A 
https://orcid.org/0000-0002-2205-3344

ROUGH IDEAL CONVERGENCE OF DOUBLE SEQUENCES IN 
INTUITIONISTIC FUZZY NORMED SPACES

Rahul Mondal1 and Nesar Hossain2

1 Department of Mathematics, Vivekananda Satavarshiki Mahavidyalaya 
Manikpara, Jhargram - 721513, West Bengal, India

2 Department of Mathematics, The University of Burdwan

Burdwan - 713104, West Bengal, India



412 R. Mondal and N. Hossain

concept to the theory of intuitionistic fuzzy normed spaces. Many authors have
worked on intuitionistic fuzzy normed spaces [2, 34] using the idea of Saadati and
Park [42].

After the introduction of the notion statistical convergence of sequences by Fast
[10] and Steinhaus [40] independently generalizing the notion of ordinary conver-
gence of sequences, Kostyrko et al. [18] introduced two interesting extensions of this
idea as I and I∗-convergence of sequences using the structure of an ideal, formed by
subsets of natural numbers. Several works by many authors in different directions
can be found in [20, 21, 22, 23, 24, 25, 32] using the idea of [10, 40, 18].

In 2001, Phu [35] introduced the idea of rough convergence of sequences in
finite dimensional normed linear spaces as a generalization of ordinary convergence
of sequences. There he investigated some topological and geometrical properties of
rough limit set of a sequence and also introduced the idea of rough cauchy sequences.
In 2003 this concept was extended to the infinite dimensional normed linear spaces
by Phu [37]. Later the idea of Phu [35, 37] was extended to rough statistical
convergence using the concept of natural density by Ayter [3]. The concept of
rough statistical convergence of sequences was extended to rough ideal convergence
of sequences in 2013 by Pal et al. [39]. Later, numerous authors used Phu’s idea in
a variety of works [5, 8, 9, 13, 14].

In intuitionistic fuzzy normed spaces the idea of rough statistical convergence
of sequences was defined by Antal et al. [2]. After that, Özcan and Or [34] studied
the same notion in the setting of double sequences. Recently the idea of Özcan and
Or [34] has been generalized in the ideal context by Hossain and Banerjee [17] for
sequences. In this paper we have generalized this concept in an ideal context and
investigated some of the important results using the idea of [34].

2. Preliminaries

All the time N and R denote the set of natural numbers and set of reals, respec-
tively. First we recall some basic definitions and notations. It has been discussed in
[18] that if X ̸= Ø. Then a class I of subsets of X is said to be an ideal in X if the
conditions Ø ∈ X; A,B ∈ I =⇒ A ∪B ∈ I and A ∈ I, B ⊂ A =⇒ B ∈ I hold.

Also it has been discussed that a non empty family F of subsets of a non empty
set X is said to be filter of X if the conditions Ø /∈ F ; A,B ∈ F =⇒ A ∩ B ∈ F
and A ∈ F , A ⊂ B =⇒ B ∈ F hold.

An ideal I is called non trivial if X /∈ I and proper if I ̸= {Ø}. A non trivial
ideal is called admissible if {x} ∈ I for each x ∈ X. If I is a non trivial ideal of
X then the family F(I) = {X \ A : A ∈ I} is a filter on X, called filter associated
with the ideal I. Throughout the paper I will stand for a non trivial admissible
ideal in N.

In this study we were very much influenced by some ideas that can be found in
[6, 27, 28, 29, 15], which really helped us improve the quality of the paper.

Definition 2.1. [30] The double natural density of the set A ⊂ N × N is defined
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by

δ2(A) = lim
m,n→∞

|{(i, j) ∈ A : i ≤ m, j ≤ n}|
mn

where |{(i, j) ∈ A : i ≤ m, j ≤ n}| denotes the number of elements of A not
exceeding m and n, respectively. It is clear that if A is finite then δ2(A) = 0.

Definition 2.2. [7] A non trivial ideal I2 of N×N is said to be strongly admissible
if {i} × N and N× {i} belong to I2 for each i ∈ N.

It is clear that a strongly admissible ideal is also admissible. Throughout the dis-
cussion I2 stands for an admissible ideal of N× N.

Remark 2.1. (see [7]) (a) If we take I2 = I0
2 , where I0

2 = {A ⊂ N × N : ∃ m(A) ∈ N :
i, j ≥ m(A) =⇒ (i, j) /∈ A}, then I0

2 will be a non trivial strongly admissible ideal. In
this case I2-convergence coincides with ordinary convergence of double sequences of real
numbers.
(b) If we take I2 = Iδ

2 , where Iδ
2 = {A ⊂ N×N : δ2(A) = 0}, then Iδ

2 -convergence becomes
statistical convergence of double sequences of real numbers.

Now, we recall some basic definitions and notations which will be useful in the
sequal.

Definition 2.3. [41] A binary operation ⋆ : [0, 1] × [0, 1] → [0, 1] is said to be a
continuous t-norm if the following conditions hold:

1. ⋆ is associative and commutative;

2. ⋆ is continuous;

3. x ⋆ 1 = x for all x ∈ [0, 1];

4. x ⋆ y ≤ z ⋆ w whenever x ≤ z and y ≤ w for each x, y, z, w ∈ [0, 1].

Definition 2.4. [41] A binary operation ◦ : [0, 1] × [0, 1] → [0, 1] is said to be a
continuous t-conorm if the following conditions are satisfied:

1. ◦ is associative and commutative;

2. ◦ is continuous;

3. x ◦ 0 = x for all x ∈ [0, 1];

4. x ◦ y ≤ z ◦ w whenever x ≤ z and y ≤ w for each x, y, z, w ∈ [0, 1].

Example 2.1. [19] The following are the examples of t-norms:

1. x ⋆ y = min{x, y};
2. x ⋆ y = x.y;
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3. x ⋆ y = max{x+ y − 1, 0}. This t-norm is known as Lukasiewicz t-norm.

Example 2.2. [19] The following are the examples of t-conorms:

1. x ◦ y = max{x, y};

2. x ◦ y = x+ y − x.y;

3. x ◦ y = min{x+ y, 1}. This is known as Lukasiewicz t-conorm.

Definition 2.5. [42] The 5-tuple (X,µ, ν, ⋆, ◦) is said to be an intuitionistic fuzzy
normed space (in short, IFNS) if X is a normed linear space, ⋆ is a continuous
t-norm, ◦ is a continuous t-conorm and µ and ν are the fuzzy sets on X × (0,∞)
satisfying the following conditions for every x, y ∈ X and s, t > 0:

1. µ(x, t) + ν(x, t) ≤ 1;

2. µ(x, t) > 0;

3. µ(x, t) = 1 if and only if x = 0;

4. µ(αx, t) = µ(x, t
|α| ) for each α ̸= 0;

5. µ(x, t) ⋆ µ(y, s) ≤ µ(x+ y, t+ s);

6. µ(x, t) : (0,∞) → [0, 1] is continuous in t;

7. limt→∞ µ(x, t) = 1 and limt→0 µ(x, t) = 0;

8. ν(x, t) < 1;

9. ν(x, t) = 0 if and only if x = 0;

10. ν(αx, t) = ν(x, t
|α| ) for each α ̸= 0;

11. ν(x, t) ◦ ν(y, s) ≥ ν(x+ y, s+ t);

12. ν(x, t) : (0,∞) → [0, 1] is continuous in t;

13. limt→∞ ν(x, t) = 0 and limt→0 ν(x, t) = 1.

In this case (µ, ν) is called an intuitionistic fuzzy norm on X.

Example 2.3. [42] Let (X, ∥·∥) be a normed space. Denote a ⋆ b = ab and
a ◦ b = min{a + b, 1} for all a, b ∈ [0, 1] and let µ and ν be fuzzy sets on X × (0,∞)
defined as follows:

µ(x, t) =
t

t+ ∥x∥ , ν(x, t) =
∥x∥

t+ ∥x∥ .

Then (X,µ, ν, ⋆, ◦) is an intuitionistic fuzzy normed space.
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Definition 2.6. [43] Let (X,µ, ν, ⋆, ◦) be an IFNS with intuitionistic fuzzy norm
(µ, ν). For r > 0, the open ball B(x, λ, r) with center x ∈ X and radius 0 < λ < 1,
is the set

B(x, λ, r) = {y ∈ X : µ(x− y, r) > 1− λ, ν(x− y, r) < λ}.

Similarly, closed ball is the set B(x, λ, r) = {y ∈ X : µ(x−y, r) ≥ 1−λ, ν(x−y, r) ≤
λ}.

Definition 2.7. [44] Let {xn}n∈N be a sequence in an IFNS (X,µ, ν, ⋆, ◦). Then a
point γ ∈ X is called a I-cluster point of {xn}n∈N with respect to the intuitionistic
fuzzy norm (µ, ν) if for every ε > 0, λ ∈ (0, 1), the set {n ∈ N : µ(xn − γ, ε) >
1− λ and ν(xn − γ, ε) < λ} /∈ I.

Definition 2.8. [31] Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦).
Then {xmn} is said to be convergent to ξ ∈ X with respect to the intuitionistic
fuzzy norm (µ, ν) if for every ε > 0 and λ ∈ (0, 1) there exists Nε ∈ N such that
µ(xmn− ξ, ε) > 1−λ and ν(xmn− ξ, ε) < λ for all m,n ≥ Nε. In this case we write

(µ, ν)- limxmn = ξ or xmn
(µ,ν)−−−→ ξ.

Definition 2.9. [33] Let I2 be a non trivial ideal of N × N and (X,µ, ν, ⋆, ◦) be
an intuitionistic fuzzy normed space. A double sequence x = {xmn} of elements
of X is said to be I2-convergent to L ∈ X if for each ε > 0 and t > 0, {(m,n) ∈
N × N : µ(xmn − L, t) ≤ 1 − ε or ν(xmn − L, t) ≥ ε} ∈ I2. In this case we write

I(µ,ν)
2 - limx = L or xmn

I(µ,ν)
2−−−−→ L.

Definition 2.10. [34] Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦)
and r be a non negative real number. Then {xmn} is said to be rough convergent (in
short r-convergent) to ξ ∈ X with respect to the intuitionistics fuzzy norm (µ, ν)
if for every ε > 0 and λ ∈ (0, 1) there exists Nλ ∈ N such that µ(xmn − ξ, r +
ε) > 1 − λ and ν(xmn − ξ, r + ε) < λ for all m,n ≥ Nλ. In this case we write

r
(µ,ν)
2 − limxmn = ξ or xmn

r
(µ,ν)
2−−−−→ ξ.

Definition 2.11. [34] Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦)
and r be a non negative real number. Then {xmn} is said to be rough statistically
convergent to ξ ∈ X with respect to the intuitionistic fuzzy norm (µ, ν) if for every
ε > 0 and λ ∈ (0, 1), δ2({(m,n) ∈ N × N : µ(xmn − ξ, r + ε) ≤ 1 − λ or ν(xmn −

ξ, r + ε) ≥ λ}) = 0. In this case we write r-st
(µ,ν)
2 - limxmn = ξ or xmn

r−st
(µ,ν)
2−−−−−−→ ξ.

3. Main Results

We first introduce the notion of rough ideal convergence of double sequences
in an IFNS and then investigate some important results associated with rough I2-
cluster points in the same space.
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Definition 3.1. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦) and r
be a non negative real number. Then {xmn} is said to be rough I2-convergent to
ξ ∈ X with respect to the intuitionistic fuzzy norm (µ, ν) if for every ε > 0 and
λ ∈ (0, 1), {(m,n) ∈ N×N : µ(xmn−ξ, r+ε) ≤ 1−λ or ν(xmn−ξ, r+ε) ≥ λ} ∈ I2.
In this case ξ is called r-I(µ,ν)

2 -limit of {xmn} and we write r-I(µ,ν)
2 - limxmn =

ξ or xmn
r−I(µ,ν)

2−−−−−−→ ξ.

Remark 3.1. (a) If we put r = 0 in Definition 3.1 then the notion of rough I2-
convergence with respect to the intuitionistic fuzzy norm (µ, ν) coincides with the notion
of I2-convergence with respect to the intuitionistic fuzzy norm (µ, ν). So, our main interest
is on the fact r > 0.
(b) If we use I2 = I0

2 in Definition 3.1, then the notion of rough I2-convergence with re-
spect to the intuitionistic fuzzy norm (µ, ν) coincides with the notion of rough convergence
of double sequences with respect to the intuitionistic fuzzy norm (µ, ν).
(c) If we take I2 = Iδ

2 in Definition 3.1, then the notion of rough I2-convergence with
respect to the intuitionistic fuzzy norm (µ, ν) coincides with the notion of rough statistical
convergence of double sequences with respect to the intuitionistic fuzzy norm (µ, ν).

Note 3.1. From Definition 3.1, we get r-I(µ,ν)
2 -limit of {xmn} is not unique. So,

in this regard we denote I(µ,ν)
2 -LIMr

xmn
to mean the set of all r-I(µ,ν)

2 -limit of

{xmn}, i.e., I(µ,ν)
2 -LIMr

xmn
= {ξ ∈ X : xmn

r−I(µ,ν)
2−−−−−−→ ξ}. The double sequence

{xmn} is called rough I2-convergent if I(µ,ν)
2 -LIMr

xmn
̸= Ø.

We denote LIM
r(µ,ν)
xmn to mean the set of all rough convergent limits of the double

sequence {xmn} with respect to the intuitionistic fuzzy norm (µ, ν). The sequence
{xmn} is called rough convergent if LIM

r(µ,ν)
xmn ̸= Ø. If the sequence is unbounded

then LIM
r(µ,ν)
xmn = Ø [34], although in such cases I(µ,ν)

2 -LIMr
xmn

̸= Ø may happen
which will be shown in the following example.

Example 3.1. Let (X, ∥·∥) be a real normed linear space and µ(x, t) = t
t+∥x∥ and

ν(x, t) = ∥x∥
t+∥x∥ for all x ∈ X and t > 0. Also, let a⋆b = ab and a◦b = min{a+b, 1}. Then

(X,µ, ν, ⋆, ◦) is an IFNS. Now let us consider ideal I2 consisting of all those subsets of
N×N whose double natural density are zero. Let us consider the double sequence {xmn} by

xmn =

{
(−1)m+n, if m,n ̸= i2, i ∈ N
mn, otherwise

. Then I(µ,ν)
2 -LIMr

xmn
=

{
Ø, r < 1

[1− r, r − 1], r ≥ 1

and LIM
r(µ,ν)
xmn = Ø for any r.

Remark 3.2. From Example 3.1, we have I(µ,ν)
2 -LIMr

xmn
̸= Ø does not imply that

LIM
r(µ,ν)
xmn ̸= Ø. But, whenever I2 is an admissible ideal then LIM

r(µ,ν)
xmn ̸= Ø implies

I(µ,ν)
2 -LIMr

xmn
̸= Ø as I0

2 ⊂ I2.

Now we define I2-bounded of double sequences in an IFNS analogue to ([34],
Definition 3.6).
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Definition 3.2. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then
{xmn} is said to be I2-bounded with respect to the intuitionistic fuzzy norm (µ, ν)
if for every λ ∈ (0, 1) there exists a positive real number M such that {(m,n) ∈
N× N : µ(xmn,M) ≤ 1− λ or ν(xmn,M) ≥ λ} ∈ I2.

Theorem 3.1. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then

{xmn} is I2-bounded if and only if I(µ,ν)
2 -LIMr

xmn
̸= Ø for all r > 0.

Proof. First suppose that {xmn} is I2-bounded in X with respect to the intuition-
istic fuzzy norm (µ, ν). Then for every λ ∈ (0, 1) there exists a positive real number
M such that {(m,n) ∈ N × N : µ(xmn,M) ≤ 1 − λ or ν(xmn,M) ≥ λ} ∈ I2.
Let K = {(m,n) ∈ N × N : µ(xmn,M) ≤ 1 − λ or ν(xmn,M) ≥ λ}. Now for
(i, j) ∈ Kc, we have µ(xij −θ, r+M) ≥ µ(xij ;M)⋆µ(θ, r) > (1−λ)⋆1 = 1−λ and
ν(xij − θ, r +M) ≤ ν(xij ;M) ◦ ν(θ, r) < λ ◦ 0 = λ, where θ is the zero element of
X. Therefore {(i, j) ∈ N× N : µ(xij − θ, r +M) ≤ 1− λ or ν(xmn,M) ≥ λ} ⊂ K.

Since K ∈ I2, θ ∈ I2. Hence I(µ,ν)
2 -LIMr

xmn
̸= Ø.

Conversely, suppose that I(µ,ν)
2 -LIMr

xmn
̸= Ø. Then there exists β ∈

I(µ,ν)
2 -LIMr

xmn
such that for every ε > 0 and λ ∈ (0, 1) such that {(m,n) ∈ N×N :

µ(xmn−β, r+ε) ≤ 1−λ or ν(xmn−β, r+ε) ≥ λ} ∈ I2. This shows that almost all
xmn are contained in some ball with center β. Hence {xmn} is I2-bounded. This
completes the proof.

Now we will discuss some algebraic characterization of rough I2-convergence in
an IFNS.

Theorem 3.2. Let {xmn} and {ymn} be two double sequences in an IFNS
(X,µ, ν, ⋆, ◦). Then for some r > 0, the following statements hold:

1. If xmn
r−I(µ,ν)

2−−−−−−→ ξ and ymn
r−I(µ,ν)

2−−−−−−→ η, then xmn + ymn
r−I(µ,ν)

2−−−−−−→ ξ + η.

2. If xmn
r−I(µ,ν)

2−−−−−−→ ξ and k(̸= 0) ∈ R, then kxmn
r−I(µ,ν)

2−−−−−−→ kξ.

Proof. Let {xmn} and {ymn} be two double sequences in an IFNS (X,µ, ν, ⋆, ◦),
r > 0 and λ ∈ (0, 1).

1. Let xmn
r−I(µ,ν)

2−−−−−−→ ξ and ymn
r−I(µ,ν)

2−−−−−−→ η. Also, let ε > 0 be given. Now, for
a given λ ∈ (0, 1), choose s ∈ (0, 1) such that (1 − s) ⋆ (1 − s) > 1 − λ and
s ◦ s < λ. Then A,B ∈ I2, where A = {(m,n) ∈ N × N : µ(xmn − ξ, r+ε

2 ) ≤
1− s or ν(xmn − ξ, r+ε

2 ) ≥ s} and B = {(m,n) ∈ N× N : µ(ymn − η, r+ε
2 ) ≤

1− s or ν(ymn − η, r+ε
2 ) ≥ s}. So, Ac ∩Bc ∈ F(I2). Now for (i, j) ∈ Ac ∩Bc,

we have µ(xij + yij − (ξ + η), r + ε) ≥ µ(xij − ξ, r+ε
2 ) ⋆ µ(yij − η, r+ε

2 ) >
(1 − s) ⋆ (1 − s) > 1 − λ and ν(xij + yij − (ξ + η), r + ε) ≤ ν(xij − ξ, r+ε

2 ) ◦
ν(yij − η, r+ε

2 ) < s ◦ s < λ. Therefore {(i, j) ∈ N × N : µ(xij + yij − (ξ +
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η), r + ε) ≤ 1 − λ or ν(xij − ξ, r+ε
2 ) ≥ λ} ⊂ A ∪ B. Since A ∪ B ∈ I2,

{(i, j) ∈ N×N : µ(xij+yij−(ξ+η), r+ε) ≤ 1−λ or ν(xij−ξ, r+ε
2 ) ≥ λ} ∈ I2.

Therefore xmn + ymn
r−I(µ,ν)

2−−−−−−→ ξ + η.

2. Let xmn
r−I(µ,ν)

2−−−−−−→ ξ and k( ̸= 0) ∈ R. Then, {(m,n) ∈ N × N : µ(xmn −
ξ, r+ε

|k| ) ≤ 1 − λ or ν(xmn − ξ, r+ε
|k| ) ≥ λ} ∈ I2. Therefore, {(m,n) ∈ N × N :

µ(kxmn − kξ, r + ε) ≤ 1 − λ or ν(kxmn − kξ, r + ε) ≥ λ} ∈ I2. Hence

kxmn
r−I(µ,ν)

2−−−−−−→ kξ. This completes the proof.

Now we prove some topological and geometrical properties of the set

I(µ,ν)
2 -LIMr

xmn
.

Theorem 3.3. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then

for all r > 0, the set I(µ,ν)
2 -LIMr

xmn
is closed.

Proof. If I(µ,ν)
2 -LIMr

xmn
= Ø then there is nothing to prove. So, let

I(µ,ν)
2 -LIMr

xmn
̸= Ø. Suppose thet {zmn} is a double sequence in I(µ,ν)

2 -LIMr
xmn

such that zmn
(µ,ν)−−−→ y0. Now, for a given λ ∈ (0, 1), choose s ∈ (0, 1) such that

(1−s)⋆ (1−s) > 1−λ and s◦s < λ. Let ε > 0 be given. Then there exists m0 ∈ N
such that µ(zmn− y0,

ε
2 ) > 1− s and ν(zmn− y0,

ε
2 ) < s for all m,n ≥ m0. Suppose

i, j > m0. Then µ(zij−y0,
ε
2 ) > 1−s and ν(zij−y0,

ε
2 ) < s. Also, P = {(m,n) ∈ N×

N : µ(xmn−zij , r+
ε
2 ) ≤ 1−s or ν(xmn−zij , r+

ε
2 ) ≥ s} ∈ I2. Now, for (p, q) ∈ P c,

we have µ(xpq−y0, r+ε) ≥ µ(xpq−zij , r+
ε
2 )⋆µ(zij−y0, ε) > (1−s)⋆(1−s) > 1−λ

and ν(xpq − y0, r + ε) ≤ ν(xpq − zij , r +
ε
2 ) ◦ ν(zij − y0,

ε
2 ) < s ◦ s < λ. Therefore

{(m,n) ∈ N×N : µ(xmn − y0, r+
ε
2 ) ≤ 1− s or ν(xmn − y0, r+

ε
2 ) ≥ s} ⊂ P . Since

P ∈ I2, y0 ∈ I(µ,ν)
2 -LIMr

xmn
. Therefore I(µ,ν)

2 -LIMr
xmn

is closed. This completes
the proof.

Theorem 3.4. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then

for all r > 0, the set I(µ,ν)
2 -LIMr

xmn
is convex.

Proof. Let x1, x2 ∈ I(µ,ν)
2 -LIMr

xmn
and κ ∈ (0, 1). Let λ ∈ (0, 1). Choose s ∈ (0, 1)

such that (1−s)⋆(1−s) > 1−λ and s◦s < λ. Then for every ε > 0, the setsH,T ∈ I2
where H = {(m,n) ∈ N×N : µ(xmn−x1,

r+ε
2(1−κ) ) ≤ 1−s or ν(xmn−x1,

r+ε
2(1−κ) ) ≥ s}

and T = {(m,n) ∈ N × N : µ(xmn − x2,
r+ε
2κ ) ≤ 1 − s or ν(xmn − x2,

r+ε
2κ ) ≥ s}.

Now for (m,n) ∈ Hc ∩ T c, we have µ(xmn − [(1 − κ)x1 + κx2], r + ε) ≥ µ((1 −
κ)(xmn−x1),

r+ε
2 )⋆µ(κ(xmn−x2),

r+ε
2 ) = µ(xmn−x1,

r+ε
2(1−κ) )⋆µ(xmn−x2,

r+ε
2κ ) >

(1−s)⋆(1−s) > 1−λ and ν(xmn−[(1−κ)x1+κx2], r+ε) ≤ ν((1−κ)(xmn−x1),
r+ε
2 )◦

ν(κ(xmn−x2),
r+ε
2 ) = ν(xmn−x1,

r+ε
2(1−κ) )◦ν(xmn−x2,

r+ε
2κ ) < s◦s < λ, which gives

that {(m,n) ∈ N×N : µ(xmn−[(1−κ)x1+κx2], r+ε) ≤ 1−λ or ν(xmn−[(1−κ)x1+
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κx2], r + ε) ≥ λ} ⊂ H ∪ T . Since H ∪ T ∈ I2, (1 − κ)x1 + κx2 ∈ I(µ,ν)
2 -LIMr

xmn
.

Therefore I(µ,ν)
2 -LIMr

xmn
is convex. This completes the proof.

Theorem 3.5. A double sequence {xmn} in an IFNS (X,µ, ν, ⋆, ◦) is rough I2-
convergent to β ∈ X with respect to the intuitionistic fuzzy normed spaces (µ, ν) for

some r > 0 if there exists a double sequence {ymn} in X such that ymn
I(µ,ν)
2−−−−→ β

and for every λ ∈ (0, 1), µ(xmn − ymn, r) > 1− λ and ν(xmn − ymn, r) < λ for all
m,n ∈ N.

Proof. Let ε > 0 be given. Now, for a given λ ∈ (0, 1) choose s ∈ (0, 1) such

that (1 − s) ⋆ (1 − s) > 1 − λ and s ◦ s < λ. Supose that ymn
I(µ,ν)
2−−−−→ β and

µ(xmn − ymn, r) > 1 − s and ν(xmn − ymn, r) < s for all m,n ∈ N. Then the set
P = {(m,n) ∈ N × N : µ(ymn − β, ε) ≤ 1 − s or ν(ymn − β, ε) ≥ s} ∈ I2. Now for
(i, j) ∈ P c, we have µ(xij−β, r+ε) ≥ µ(xij−yij , r)⋆µ(yij−β, ε) > (1−s)⋆(1−s) >
1 − λ and ν(xij − β, r + ε) ≤ ν(xij − yij , r) ◦ ν(yij − β, ε) < s ◦ s < λ. Therefore
{(i, j) ∈ N × N : µ(xij − β, r + ε) ≤ 1 − λ or ν(xij − β, r + ε) ≥ λ} ⊂ P . Since
P ∈ I2, {(i, j) ∈ N × N : µ(xij − β, r + ε) ≤ 1 − λ or ν(xij − β, r + ε) ≥ λ} ∈ I2.
Therefore {xmn} is rough I2-convergent to β with respect to the probabilistic norm
(µ, ν). This completes the proof.

Theorem 3.6. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then

there do not exist β1, β2 ∈ I(µ,ν)
2 -LIMr

xmn
for some r > 0 and every λ ∈ (0, 1) such

that µ(β1 − β2,mr) ≤ 1− λ and ν(β1 − β2,mr) ≥ λ for m(∈ R) > 2.

Proof. We prove it by contradiction. If possible, let there exists β1, β2 ∈
I(µ,ν)
2 -LIMr

xmn
such that µ(β1 − β2,mr) ≤ 1 − λ and ν(β1 − β2,mr) ≥ λ

for m(∈ R) > 2. Now, for a given λ ∈ (0, 1) choose s ∈ (0, 1) such that
(1−s)⋆(1−s) > 1−λ and s◦s < λ. Then for every ε > 0, the sets A,B ∈ I2 where
A = {(m,n) ∈ N×N : µ(xmn−β1, r+

ε
2 ) ≤ 1−s or ν(xmn−β1, r+

ε
2 ) ≥ s} ∈ I2 and

B = {(m,n) ∈ N×N : µ(xmn − β2, r+
ε
2 ) ≤ 1− s or ν(xmn − β2, r+

ε
2 ) ≥ s} ∈ I2.

Then Ac ∩ Bc ∈ F(I2). Now for (m,n) ∈ Ac ∩ Bc, we have µ(β1 − β2, 2r + ε) ≥
µ(xmn − β1, r + ε

2 ) ⋆ µ(xmn − β2, r + ε
2 ) > (1 − s) ⋆ (1 − s) > 1 − λ and

ν(β1 − β2, 2r+ ε) ≤ ν(xmn − β1, r+
ε
2 ) ◦ ν(xmn − β2, r+

ε
2 ) < s ◦ s < λ. Therefore,

(3.1) µ(β1 − β2, 2r + ε) > 1− λ and ν(β1 − β2, 2r + ε) < λ

Now if we put ε = mr − 2r,m > 2 in Equation 3.1 then we have µ(β1 − β2,mr) >
1−λ and ν(β1−β2,mr) < λ, which is a contradiction. This completes the proof.

Now we define I2-cluster point analogue to Definition 2.7. Özcan and Or [34]
defined rough statistical cluster point of double sequences in an IFNS and, here, we
give its ideal version in the same sapce. Also, we prove an important result analogue
to ([44], Theorem 4.7) in the same space which will be useful in the sequal.
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Definition 3.3. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then a
point ζ ∈ X is said to be I2-cluster point of {xmn} with respect to the intuitionistic
fuzzy norm (µ, ν) if for every ε > 0 and λ ∈ (0, 1), {(m,n) ∈ N×N : µ(xmn−ζ, ε) >
1− λ and ν(xmn − ζ, ε) < λ} /∈ I2.

We denote Γ(xmn)(I
(µ,ν)
2 ) to mean the set of all I2-cluster points of {xmn} with

respect to the intuitionistic fuzzy norm (µ, ν) .

Definition 3.4. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦) and
r ≥ 0. Then a point β ∈ X is said to be rough I2-cluster point of {xmn} with
respect to the intuitionistic fuzzy norm (µ, ν) if for every ε > 0 and λ ∈ (0, 1),
{(m,n) ∈ N× N : µ(xmn − β, r + ε) > 1− λ and ν(xmn − β, r + ε) < λ} /∈ I2.

We denote Γr
(xmn)

(I(µ,ν)
2 ) to mean the set of all rough I2-cluster points of {xmn}

with respect to the intuitionistic fuzzy norm (µ, ν) .

Remark 3.3. Now if we put r = 0 in Definition 3.4, then Γr
(xmn)(I

(µ,ν)
2 ) =

Γ(xmn)(I(µ,ν)
2 ).

Theorem 3.7. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦) such that

xmn
I(µ,ν)
2−−−−→ L. Then Γ(xmn)(I

(µ,ν)
2 ) = {L}.

Proof. If possible let Γ(xmn)(I
(µ,ν)
2 ) = {L,J }, where L ̸= J . For a given λ ∈ (0, 1),

choose s ∈ (0, 1) such that (1 − s) ⋆ (1 − s) > 1 − λ and (s) ◦ (s) < λ. Then for
every ε > 0, K1 = {(m,n) ∈ N × N : µ(xmn − L, ε

2 ) > 1 − s and ν(xmn − L, ε
2 ) <

s} /∈ I2 and K2 = {(m,n) ∈ N × N : µ(xmn − J , ε
2 ) > 1 − s and ν(xmn −

J , ε
2 ) < s} /∈ I2. Clearly K1 ∩ K2 = Ø, If not, let (i, j) ∈ K1 ∩ K2. Then

µ(L − J , ε) ≥ µ(xij − L, ε
2 ) ⋆ µ(xij − J , ε

2 ) > (1 − s) ⋆ (1 − s) > 1 − λ and
ν(L−J , ε) ≤ ν(xij −L, ε

2 ) ◦ ν(xij −J , ε
2 ) < s ◦ s < λ. Since λ ∈ (0, 1) is arbitrary,

µ(L − J , ε) = 1, which gives L = J and ν(L − J , ε) = 0, which gives L = J for

all ε > 0. This yields to a contradiction. Therefore K2 ⊂ Kc
1. Since xmn

I(µ,ν)
2−−−−→ L,

then Kc
1 = {(m,n) ∈ N × N : µ(xmn − L, ε

2 ) ≤ 1 − s or ν(xmn − L, ε
2 ) ≥ s} ∈ I2.

Hence K2 ∈ I2, which contradicts K2 ̸∈ I2. Therefore, Γ(xmn)(I
(µ,ν)
2 ) = {L}. This

completes the proof.

Theorem 3.8. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then,

for all r > 0 the set Γr
(xmn)

(I(µ,ν)
2 ) is closed with respect to the intuitionistic fuzzy

norm (µ, ν).

Proof. The proof is almost similar to the proof of Theorem 3.3. So we omit de-
tails.
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Theorem 3.9. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then

for an arbitrary x1 ∈ Γ(xmn)(I
(µ,ν)
2 ) and λ ∈ (0, 1) we have µ(x2 − x1, r) > 1 − λ

and ν(x2 − x1, r) < λ for all x2 ∈ Γr
(xmn)

(I(µ,ν)
2 ).

Proof. For given λ ∈ (0, 1), choose s ∈ (0, 1) such that (1− s) ⋆ (1− s) > 1− λ and

s ◦ s < λ. Since x1 ∈ Γ(xmn)(I
(µ,ν)
2 ), for every ε > 0, we get

(3.2) {(m,n) ∈ N× N : µ(xmn − x1, ε) > 1− s and ν(xmn − x1, ε) < s} /∈ I2.

Now, let (i, j) ∈ {(m,n) ∈ N×N : µ(xmn − x1, ε) > 1− s and ν(xmn − x1, ε) < s}.
Then we have µ(xij−x2, r+ε) ≥ µ(xij−x1, ε)⋆µ(x1−x2, r) > (1−s)⋆(1−s) > 1−λ
and ν(xij − x2, r + ε) ≤ ν(xij − x1, ε) ◦ ν(x2 − x1, r) < s ◦ s < λ. Therefore
{(m,n) ∈ N × N : µ(xmn − x1, ε) > 1 − s and ν(xmn − x1, ε) < s} ⊂ {(m,n) ∈
N×N : µ(xmn−x2, r+ε) > 1−s and ν(xmn−x2, r+ε) < s}. So, from Equation 3.2,
we get {(m,n) ∈ N×N : µ(xmn−x2, r+ε) > 1−s and ν(xmn−x2, r+ε) < s} /∈ I2.
Hence x2 ∈ Γr

(xmn)
(I(µ,ν)

2 ). This completes the proof.

Theorem 3.10. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then
for some r > 0, λ ∈ (0, 1) and fixed x0 ∈ X we have

Γr
(xmn)

(I(µ,ν)
2 ) =

⋃
x0∈Γ(xmn)(I

(µ,ν)
2 )

B(x0, λ, r).

Proof. For a given λ ∈ (0, 1), choose s ∈ (0, 1) such that (1−s)⋆ (1−s) > 1−λ and

s ◦ s < λ. Let y0 ∈
⋃

x0∈Γ(xmn)(I
(µ,ν)
2 )

B(x0, λ, r). Then there is x0 ∈ Γ(xmn)(I
(µ,ν)
2 )

such that µ(x0−y0, r) > 1−s and ν(x0−y0, r) < s. Now, since x0 ∈ Γ(xmn)(I
(µ,ν)
2 ),

for every ε > 0 there exists a set M = {(m,n) ∈ N × N : µ(xmn − x0, ε) >
1 − s and ν(xmn − x0, ε) < s} with M /∈ I2. Let (i, j) ∈ M . Now we have
µ(xij − y0, r + ε) ≥ µ(xij − x0, ε) ⋆ µ(x0 − y0, r) > (1 − s) ⋆ (1 − s) > 1 − λ and
ν(xij −y0, r+ ε) ≤ ν(xij −x0, ε)◦ν(x0−y0, r) < s◦ s < λ. Therefore M ⊂ {(i, j) ∈
N × N : µ(xij − y0, r + ε) > 1 − λ and ν(xij − y0, r + ε) < λ}. Since M /∈ I2,
{(i, j) ∈ N× N : µ(xij − y0, r + ε) > 1− λ and ν(xij − y0, r + ε) < λ} /∈ I2. Hence

y0 ∈ Γr
(xmn)

(I(µ,ν)
2 ). Therefore

⋃
x0∈Γ(xmn)(I

(µ,ν)
2 )

B(x0, λ, r) ⊆ Γr
(xmn)

(I(µ,ν)
2 ).

Conversely, suppose that y∗ ∈ Γr
(xmn)

(I(µ,ν)
2 ). We shall show that y∗ ∈⋃

x0∈Γ(xmn)(I
(µ,ν)
2 )

B(x0, λ, r). If possible, let y∗ /∈
⋃

x0∈Γ(xmn)(I
(µ,ν)
2 )

B(x0, λ, r). So,

µ(x0 − y∗, r) ≤ 1 − λ and ν(x0 − y∗, r) ≥ λ for every x0 ∈ Γ(xmn)(I
(µ,ν)
2 ). Now,

by Theorem 3.9, we have µ(x0 − y∗, r) > 1 − λ and ν(x0 − y∗, r) < λ, which is

a contradiction. Therefore, Γr
(xmn)

(I(µ,ν)
2 ) ⊆

⋃
x0∈Γ(xmn)(I

(µ,ν)
2 )

B(x0, λ, r). Hence

Γr
(xmn)

(I(µ,ν)
2 ) =

⋃
x0∈Γ(xmn)(I

(µ,ν)
2 )

B(x0, λ, r). This completes the proof.

Theorem 3.11. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then
for any λ ∈ (0, 1) the following statements hold:
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1. If x0 ∈ Γ(xmn)(I
(µ,ν)
2 ) then I(µ,ν)

2 -LIMr
xmn

⊆ B(x0, λ, r).

2. I(µ,ν)
2 -LIMr

xmn
=

⋂
x0∈Γ(xmn)(I

(µ,ν)
2 )

B(x0, λ, r) = {η ∈ X : Γ(xmn)(I
(µ,ν)
2 ) ⊆

B(η, λ, r)}.

Proof. 1. For a given λ ∈ (0, 1), choose s1, s2 ∈ (0, 1) such that (1−s1)⋆(1−s2) >
1 − λ and s1 ◦ s2 < λ. If possible, we suppose that there exists an element

x0 ∈ Γ(xmn)(I
(µ,ν)
2 ) and γ ∈ I(µ,ν)

2 -LIMr
xmn

such that γ /∈ B(x0, λ, r) i.e.,
µ(γ − x0, r) < 1 − λ and ν(γ − x0, r) > λ. Let ε > 0 be given. Since

γ ∈ I(µ,ν)
2 -LIMr

xmn
, the sets M1 = {(m,n) ∈ N × N : µ(xmn − x0, ε) >

1 − s1 and ν(xmn − x0, ε) < s1} /∈ I2 and M2 = {(m,n) ∈ N × N : µ(xmn −
γ, r+ε) ≤ 1−s2 or ν(xmn−γ, r+ε) ≥ s2} ∈ I2. Now for (i, j) ∈ M1∩M c

2 , we
have µ(γ−x0, r) ≥ µ(xij −x0, ε)⋆µ(xij −γ, r+ε) > (1−s1)⋆ (1−s2) > 1−λ
and ν(γ − x0, r) ≤ ν(xij − x0, ε) ◦ ν(xij − γ, r + ε) < s1 ◦ s2 < λ, which is a

contradiction. Therefore γ ∈ B(x0, λ, r). Hence I(µ,ν)
2 -LIMr

xmn
⊆ B(x0, λ, r).

2. Using Part 1, we get

(3.3) I(µ,ν)
2 -LIMr

xmn
⊆

⋂
x0∈Γ(xmn)(I

(µ,ν)
2 )

B(x0, λ, r).

Now, let β ∈
⋂

x0∈Γ(xmn)(I
(µ,ν)
2 )

B(x0, λ, r). So, we have µ(β − x0, r) ≥ 1 − λ

and ν(β − x0, r) ≤ λ for x0 ∈ Γ(xmn)(I
(µ,ν)
2 ) and, therefore Γ(xmn)(I

(µ,ν)
2 ) ⊆

B(β, λ, r) i.e., we can write

(3.4)
⋂

x0∈Γ(xmn)(I
(µ,ν)
2 )

B(x0, λ, r) ⊆ {η ∈ X : Γ(xmn)(I
(µ,ν)
2 ) ⊆ B(η, λ, r)}

Now we shall show that {η ∈ X : Γ(xmn)(I
(µ,ν)
2 ) ⊆ B(η, λ, r)} ⊆

I(µ,ν)
2 -LIMr

xmn
. Let β /∈ I(µ,ν)

2 -LIMr
xmn

. Then for ε > 0, {(m,n) ∈
N × N : µ(xmn − β, r + ε) ≤ 1 − λ or ν(xmn − β, r + ε) ≥ λ} /∈ I2, which
gives there exists an I2-cluster point x0 for the double sequence {xmn} with

µ(β−x0, r+ε) ≤ 1−λ and β−x0, r+ε) ≥ λ. Hence Γ(xmn)(I
(µ,ν)
2 ) ⊈ B(β, λ, r)

and so, β /∈ {η ∈ X : Γ(xmn)(I
(µ,ν)
2 ) ⊆ B(η, λ, r)}. So,

(3.5) {η ∈ X : Γ(xmn)(I
(µ,ν)
2 ) ⊆ B(η, λ, r)} ⊆ I(µ,ν)

2 -LIMr
xmn

.

Therefore from Equations 3.3, 3.4 and 3.5, we have I(µ,ν)
2 -LIMr

xmn
=⋂

x0∈Γ(xmn)(I
(µ,ν)
2 )

B(x0, λ, r) = {η ∈ X : Γ(xmn)(I
(µ,ν)
2 ) ⊆ B(η, λ, r)}. This

completes the proof.
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Theorem 3.12. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦) such

that xmn
I(µ,ν)
2−−−−→ y∗. Then, for any λ ∈ (0, 1) and r > 0, we have I(µ,ν)

2 -LIMr
xmn

=

B(y∗, λ, r).

Proof. Let λ2 ∈ (0, 1). Choose λ1 ∈ (0, 1) such that λ1 ⋆ λ > λ2 and λ1 ◦ λ <

λ2. Let ε > 0 be given. Since xmn
I(µ,ν)
2−−−−→ y∗, the set P = {(m,n) ∈ N × N :

µ(xmn − y∗, ε) ≤ 1 − λ1 or ν(xmn − y∗, ε) ≥ λ1} ∈ I2. Now, let ξ ∈ B(y∗, λ, r).
Then µ(ξ − y∗, r) ≥ 1 − λ and ν(ξ − y∗, r) ≤ λ. Now for (m,n) ∈ P c, we have
µ(xmn − ξ, r + ε) ≥ µ(xmn − y∗, ε) ⋆ µ(ξ − y∗, r) > (1 − λ1) ⋆ (1 − λ) > 1 − λ2

and ν(xmn − ξ, r + ε) ≤ ν(xmn − y∗, ε) ◦ ν(ξ − y∗, r) < λ1 ◦ λ < λ2. Therefore
{(m,n) ∈ N × N : µ(xmn − ξ, r + ε) ≤ 1 − λ2 or ν(xmn − ξ, r + ε) ≥ λ2} ⊂ P .

Hence ξ ∈ I(µ,ν)
2 -LIMr

xmn
. Consequently, B(y∗, λ, r) ⊆ I(µ,ν)

2 -LIMr
xmn

. Now,

using Theorem 3.7 and 3.11, we have I(µ,ν)
2 -LIMr

xmn
⊆ B(y∗, λ, r). Therefore

I(µ,ν)
2 -LIMr

xmn
= B(y∗, λ, r). This completes the proof.

Theorem 3.13. Let {xmn} be a double sequence in an IFNS (X,µ, ν, ⋆, ◦) such

that xmn
I(µ,ν)
2−−−−→ L. Then, for any λ ∈ (0, 1), Γr

(xmn)
(I(µ,ν)

2 ) = I(µ,ν)
2 -LIMr

xmn
for

some r > 0.

Proof. Since xmn
I(µ,ν)
2−−−−→ L, therefore from Theorem 3.7, Γ(xmn)(I

(µ,ν)
2 ) = {L}.

Again from Theorem 3.10, Γr
(xmn)

(I(µ,ν)
2 ) = B(L, λ, r). And, from Theorem 3.12,

B(L, λ, r) = I(µ,ν)
2 -LIMr

xmn
. Therefore Γr

(xmn)
(I(µ,ν)

2 ) = I(µ,ν)
2 -LIMr

xmn
. This

completes the proof.

Conclusion

We have discussed the notions of rough ideal convergence and rough ideal cluster
points of double sequences in intuitionistic fuzzy normed spaces. Some of the basic
properties have been discussed in an intuitionistic fuzzy normed space, remembering
the structruc of this space. Most importantly, it has been verified that {xmn} be a

double sequence in an IFNS (X,µ, ν, ⋆, ◦). Then for all r > 0, the set I(µ,ν)
2 -LIMr

xmn

is bounded and convex. Some new properties can be generated by the structure of
intuitionistic fuzzy normed spaces, which can serve as the motivation for a new
study.
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14. H. Gümüş and N. Demir: Rough ∆I− Convergence, Konuralp J. Math. 9 (1) (2021),
209-216.

15. B. Hazarika, A. Alotaibi and S. A. Mohiuddine: Statistical convergence in mea-
sure for double sequences of fuzzy-valued functions, Soft Comput. 24 (2020), 6613-6622.

16. L. Hong and J. Q. Sun: Bifurcations of fuzzy nonlinear dynamical systems, Commun.
Nonlinear Sci. Numer. Simul. 11 (1) (2006), 1-12.

17. N. Hossain and A. K. Banerjee: Rough I-convergence in intuitionistic fuzzy normed
spaces, Bull. Math. Anal. Appl. 14 (4) (2022), 1-10.
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34. A. Özcan and A. Or: Rough statistical convergence of double sequences in intuition-
istic fuzzy normed spaces, J. New Results Sci. 11 (3) (2022), 233-246.

35. H. X. Phu: Rough convergence in normed linear spaces, Numer. Funct. Anal. Optim.
22 (1-2) (2001), 199-222.

36. H. X. Phu: Rough continuity of linear operators, Numer. Funct. Anal. Optim. 23,
(2002), 139-146.

37. H. X. Phu: Rough convergence in infinite dimensional normed spaces, Numer. Funct.
Anal. Optim. 24, (2003), 285-301.

38. J. H. Park: Intuitionistic fuzzy metric spaces, Chaos Solitons Fractals, 22 (5) (2004),
1039-1046.

39. S. K. Pal, D. Chandra and S. Dutta: Rough ideal convergence, Hacet. J. Math.
Stat. 42 (6) (2013), 633-640.

40. H. Steinhaus: Sur la convergence ordinaire et la convergence asymptotique, Colloq.
Math. 2 (1) (1951), 73-74.

41. B. Schweizer and A. Sklar: Statistical metric spaces, Pacific J. Math. 10 (1)
(1960), 313-334.



426 R. Mondal and N. Hossain

42. R. Saadati and J. H. Park: On the intuitionistic fuzzy topological spaces, Chaos
Solitons Fractals, 27 (2) (2006), 331-344.

43. R. Saadati and J. H. Park: Intuitionistic fuzzy Euclidean normed spaces, Commun.
Math. Anal. 1 (2) (2006), 85-90.

44. M. Sen: On I-limit superior and I-limit Inferior of sequences in intuitionistic fuzzy
normed spaces, International Journal of Computer Applications, 85 (3) (2014), 30-33.

45. L. A. Zadeh: Fuzzy sets, Inform. control, 8 (1965), 338-353.




