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BEST PROXIMITY POINTS AND COUPLED BEST PROXIMITY

POINTS OF (ψ − ϕ− θ)-ALMOST WEAKLY CONTRACTIVE MAPS

IN PARTIALLY ORDERED METRIC SPACES

Venkata Ravindranadh Gutti Babu and Bekere Kumssa Leta

Abstract. In this paper, we obtain some best proximity point results using almost
contractive condition with three control functions (in which two of them need not be
continuous) in partially ordered metric spaces. As an application, we prove coupled
best proximity theorems. The results presented in this paper generalize the results of
Choudhury, Metiya, Postolache and Konar [8]. We draw several corollaries and give
illustrative examples to demonstrate the validity of our results.
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tractive map, partially ordered metric space

1. Introduction and Preliminaries

The well known Banach contraction principle asserts that every contraction self-
map on a complete metric space has a unique fixed point. In recent research works,
several authors deal with non-self maps to determine best proximity points. The
purpose of best proximity point theory is to address a problem of finding the distance
between two closed sets by using non-self mappings from one set to the other. This
problem is known as the proximity point problem, which is considered here in the
context of partially ordered metric spaces. Best proximity point theory analyze the
existence of an approximate solution that is optimal. Let A be a non-empty subset
of a metric space (X, d) and f : A → X has a fixed point in A if the fixed point
equation fx = x has at least one solution. If the fixed point equation fx = x does
not possess a solution, then d(x, fx) > 0 for all x ∈ A. In such a situation, it is our
aim to find an element x ∈ A such that d(x, fx) is minimum as much as possible.

Let A and B be two non-empty subsets of a metric space (X, d) and T : A→ B

is a non-self mapping, then d(x, Tx) ≥ d(A,B) for all x ∈ A. In general for a non-
self mapping T : A→ B, the fixed point equation Tx = x may not have a solution.
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In this case, it is focused on the possibility of finding an element x that is in closed
proximity to Tx in some sense, i.e., to find an approximate solution x ∈ A such
that error d(x, Tx) is minimum, possibly d(x, Tx) = d(A,B).

A point x ∈ A is called best proximity point of T : A→ B if d(x, Tx) = d(A,B),
where d(A,B) := inf{d(x, y) : (x, y) ∈ A × B}. A best proximity point becomes
a fixed point if the underlying mapping is a self-mapping. Therefore, it can be
concluded that best proximity point theorems generalize fixed point theorems in a
natural way. In recent years, the existence and convergence of best proximity points
is an interesting aspect of optimization theory which attracted the attention of many
authors [1, 2, 3, 5, 6, 11, 12]. The best proximity point evolves as a generalization
of the concept of the best approximation. The authors [7, 9, 10, 14, 17] and some
references therein obtained best proximity point theorems under certain contraction
conditions for non-self maps. Our purpose here is to establish best proximity point
theorems in the context of partially ordered metric spaces.

We recall the following notations and definitions. Let (X, d,�) be a partially
ordered metric space and let A and B be nonempty subsets of X .

A0 := {x ∈ A : d(x, y) = d(A,B) for some y ∈ B},
B0 := {y ∈ B : d(x, y) = d(A,B) for some x ∈ A}.

Definition 1.1. [18] Let A and B be two non-empty subsets of a metric space
(X, d) with A0 6= Ø. Then the pair (A,B) is said to have the P -property, if for any
x1, x2 ∈ A0 and y1, y2 ∈ B0,

d(x1, y1) = d(A,B)
d(x2, y2) = d(A,B)

}

⇒ d(x1, x2) = d(y1, y2).

Example 1.1. Let X = [0, 1] × [0, 1] with the Euclidean metric d. Let A = {0} × [0, 1]
and B = {1} × [0, 1

2
]. Clearly d(A,B) = 1, A0 = {0} × [0, 1

2
] 6= Ø and B0 = B. Let

(0, x1), (0, x2) ∈ A0 and (1, y1), (1, y2) ∈ B0 with

(1.1) d((0, x1), (1, y1)) = d((0, x2), (1, y2)) = d(A,B) = 1.

Clearly from (1.1), we get x1 = y1 and x2 = y2. i.e, d((0, x1), (0, x2)) = d((1, y1), (1, y2))
so that the pair (A,B) has the P -property.

Example 1.2. [1] Let A, B be two nonempty, bounded, closed, and convex subsets of a
uniformly convex Banach space X. Then (A,B) has the P-property.

Definition 1.2. [6] A mapping T : A → B is said to be proximally increasing if
for all u1, u2, x1, x2 ∈ A,

x1 � x2
d(u1, T x1) = d(A,B)
d(u2, T x2) = d(A,B)







⇒ u1 � u2.
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Example 1.3. Let X = R2, with d((x1, x2), (y1, y2)) = |x1 − y1| + |x2 − y2|, where
(x1, x2), (y1, y2) ∈ X. We define a partial order � on X by (x1, x2) � (y1, y2) if and only
if x1 ≥ y1 and x2 ≥ y2. Let A = {(0, x) : 0 ≤ x ≤ 2}, B = {(1, x) : 0 ≤ x ≤ 2}. Clearly
d(A,B) = 1. We define T : A→ B by

T (0, x) =

{

(1, x

2
) if x ∈ [0, 1]

(1, 3
2
x− 1) if x ∈ [1, 2].

It can easily be seen that T is proximally increasing on A.

Example 1.4. Let X = R2, with d((x1, x2), (y1, y2)) = |x1 − y1| + |x2 − y2|, where
(x1, x2), (y1, y2) ∈ X. We define a partial order � on X by (x1, x2) � (y1, y2) if and only
if x1 ≥ y1 and x2 ≥ y2. Let A = {(0, x) : 0 ≤ x ≤ 3}, B = {(−2, x) : 0 ≤ x ≤ 3}. Clearly
d(A,B) = 2. We define T : A→ B by

T (0, x) =

{

(−2, 1− x) if x ∈ [0, 1]
(−2, x− 1) if x ∈ [1, 3].

It can easily be seen that T is not proximally increasing on A by choosing
(0, x), (0, y), (0, u) and (0, v) ∈ A, where x, y, u, v ∈ [0, 1].

Definition 1.3. [13] A mapping F : A×A→ B is said to have the mixed
monotone property if F is monotone nondecreasing in its first argument and is
monotone non-increasing in its second argument. That is, if

x1, x2 ∈ A, x1 � x2 ⇒ F (x1, y) � F (x2, y) for all y ∈ A and
y1, y2 ∈ A, y1 � y2 ⇒ F (x, y2) � F (x, y1) for all x ∈ A.

Definition 1.4. [16] A mapping F : A×A→ B is said to have the proximal
mixed monotone property if F (x, y) is proximally nondecreasing in x and is
proximally non-increasing in y. i.e.,

x1 � x2
d(u1, F (x1, y)) = d(A,B)
d(u2, F (x2, y)) = d(A,B)







⇒ u1 � u2 and

y1 � y2
d(v1, F (x, y1)) = d(A,B)
d(v2, F (x, y2)) = d(A,B)







⇒ v2 � v1, where x1, x2, y1, y2, u1, u2, v1, v2 ∈ A.

Definition 1.5. [19] An element (x∗, y∗) ∈ A×A is called a coupled best
proximity point of the mapping F : A×A→ B if d(x∗, F (x∗, y∗)) = d(A,B) and
d(y∗, F (y∗, x∗)) = d(A,B).

In order to obtain new coupled best proximity point results we use some
notations, definitions and lemmas from Choudhury et. al [8].

Let (X, d,�) be a partially ordered metric space. We define a partial order �1

on X ×X by (u, v) �1 (x, y) if and only if u � x and y � v for
(u, v), (x, y) ∈ X ×X . Further, we define a metric d1 on X ×X by
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d1
(

(x, y), (u, v)
)

= d(x, u) + d(y, v) for (u, v), (x, y) ∈ X ×X . Then d1 is a metric
on X ×X and we call (X ×X, d1,�1) is a partially ordered product space.
Here we observe that if d is complete, then d1 is so.

We denote by A∗ = A×A, B∗ = B ×B.

A∗

0 = {x = (x1, y1) ∈ A∗ : d1(x, y) = d1(A
∗, B∗) for some y = (x2, y2) ∈ B∗} and

B∗

0 = {y = (x2, y2) ∈ B∗ : d1(x, y) = d1(A
∗, B∗) for some x = (x1, y1) ∈ A∗}.

Lemma 1.1. [8] If a pair (A,B) has P-property, then the pair (A∗, B∗) has also
the P-property.

Lemma 1.2. [8] Let F : A×A→ B be a mapping with F (A0 ×A0) ⊆ B0. If F
has the proximal mixed monotone property on A0 ×A0, then the mapping
T : A∗ → B∗ defined by T (x1, y1) =

(

F (x1, y1), F (y1, x1)
)

for (x1, y1) ∈ A∗ is
proximally increasing on A∗

0.

We denote by Ψ the set of all functions ψ : [0,∞) → [0,∞) satisfying

(i) ψ is continuous and

(ii) ψ(t) = 0 if and only if t = 0.

We denote by Θ the set of all functions α : [0,∞) → [0,∞) satisfying

(i) α is bounded on any bounded interval in [0,∞) and

(ii) α is continuous at 0 and α(0) = 0.

In 2015, Choudhury, Metiya, Postolache, Konar [8] proved the existence and
uniqueness of best proximity points for non-self mapping in partially ordered
metric space.

Theorem 1.1. [8] Let (X,�) be a partially ordered set and suppose that there is
a metric d on X such that (X, d) is a complete metric space. Let (A,B) be a pair
of non-empty closed subsets of X such that A0 is non-empty closed and the pair
(A,B) satisfies the P -property. Let T : A→ B be a mapping such that
T (A0) ⊆ B0 and T is proximally increasing on A0. Suppose that there exist ψ ∈ Ψ
and ϕ, θ ∈ Θ such that

(1.2) ψ(x) ≤ ϕ(y) ⇒ x ≤ y,

for any sequence {xn} in [0,∞) with xn → t > 0,

(1.3) ψ(t)− limϕ(xn) + limθ(xn) > 0

and for all x, y ∈ A0 with x � y

(1.4) ψ(d(Tx, T y)) ≤ ϕ(d(x, y)) − θ(d(x, y)).

Suppose either
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(a) T is continuous or

(b) if {xn} is a nondecreasing sequence in X such that xn → x, then xn � x for
all n ≥ 0.

Also, suppose that there exist elements x0, x1 ∈ A0 such that d(x1, T x0) = d(A,B)
and x0 � x1.
Then T has a best proximity point in A0, that is, there exists an element x∗ ∈ A0

such that d(x∗, T x∗) = d(A,B).

Definition 1.6. We call a map T : A→ B that satisfies the inequality (1.4) is a
(ψ − ϕ− θ)-weakly contractive map.

Theorem 1.2. [8] In addition to the hypotheses of Theorem 1.1, suppose that for
every x, y ∈ A0 there exists u ∈ A0 such that u is comparable to x and y. Then T

has a unique best proximity point in A0.

Lemma 1.3. [4] Suppose that (X, d) is a metric space. Let {xn} be a sequence in
X such that d(xn, xn+1) → 0 as n→ ∞. If {xn} is not a Cauchy sequence, then
there exists an ǫ > 0 and sequences of positive integers {mk} and {nk} with
mk > nk > k such that d(xmk

, xnk
) > ǫ, d(xmk−1, xnk

) < ǫ and

(i) lim
k→∞

d(xmk−1, xnk+1) = ǫ;

(ii) lim
k→∞

d(xmk
, xnk

) = ǫ;

(iii) lim
k→∞

d(xmk−1, xnk
) = ǫ.

Remark 1.1. By using the hypotheses of Lemma 1.3 and triangular inequality we can
show that lim

k→∞

d(xmk+1, xnk+1) = ǫ.

In the following we define the notion of almost weakly contractive map.

Definition 1.7. Let (X, d,�) be a partially ordered metric space. Let A and B
be nonempty subsets of X . Let T : A→ B be non-self map. If there exist ψ ∈ Ψ,
ϕ, θ ∈ Θ and L ≥ 0 such that for all x, y ∈ A0 with x � y

(1.5) ψ(d(Tx, T y)) ≤ ϕ(d(x, y)) − θ(d(x, y)) + L n(x, y), where

n(x, y) = min {d(x, Tx)−d(A,B), d(y, T y)−d(A,B), d(x, T y)−d(A,B), d(y, Tx)−d(A,B)},

then we call T is a (ψ − ϕ− θ)-almost weakly contractive map.
If L = 0 in (1.5), then T is a (ψ − ϕ− θ)-weakly contractive map.
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Example 1.5. Let X = R2, with d(x, y) = |x1 − y1|+ |x2 − y2|, where x = (x1, x2) and
y = (y1, y2). We define a partial order � on X by

�:=
{

(x, y) ∈ X×X, where x = (x1, x2) and y = (y1, y2) with x1 = y1 and x2 = y2
}

∪
{(

(0, 1), (0,
1

2
)
)

,
(

(0,
1

2
), (0,

1

4
)
)

,
(

(0, 1), (0,
1

4
)
)

,
(

(0,
9

4
), (0, 2)

)}

, where (x1, x2) � (y1, y2)

if and only if x1 ≥ y1 and x2 ≥ y2 for all (x1, x2), (y1, y2) ∈ X.

Let A = {(0, x) : 0 ≤ x ≤ 3}, B = {(1, x) : 0 ≤ x ≤ 3}. We define T : A→ B by

T (0, x) =

{

(1, x

2
) if x ∈ [0, 2]

(1, 2x− 3) if x ∈ [2, 3].
We define functions ψ, ϕ, θ : [0,∞) → [0,∞) by

ψ(t) =

{

t if t ∈ [0, 1]
t2 if t ≥ 1

ϕ(t) =

{

t if t ∈ [0, 1]
t2

2
if t ≥ 1

and θ(t) =

{ t

2
if t ∈ [0, 1]

t2

4
if t ≥ 1.

The inequality (1.5) holds with L = 1. Hence T is (ψ − ϕ− θ)-almost weakly
contractive map. The inequality fails to hold if L = 0, x = (0, 9

4
) and y = (0, 2).

In Section 2 of this paper, we prove our main results and in Section 3 we draw
some corollaries and provide examples in support of our results.

2. Main Results

Theorem 2.1. Let (X, d,�) be a partially ordered complete metric space. Let
(A,B) be a pair of non-empty closed subsets of X such that A0 is non-empty
closed and (A,B) satisfies the P -property. Let T : A→ B be a mapping which
satisfies the (ψ − ϕ− θ)-almost weakly contractive condition such that T (A0) ⊆ B0

and T is proximally increasing on A0. Suppose that there exist L ≥ 0, ψ ∈ Ψ and
ϕ, θ ∈ Θ such that

(2.1) ψ(x) ≤ ϕ(y) ⇒ x � y,

for any sequence {xn} in [0,∞) with xn → t > 0,

(2.2) ψ(t)− limϕ(xn) + limθ(xn) > 0.

Furthermore, assume that either

(a) T is continuous or

(b) if {xn} is a nondecreasing sequence in X such that xn → x, then xn � x for
all n ≥ 0.

Also, suppose that there exist elements x0, x1 ∈ A0 such that d(x1, T x0) = d(A,B)
and x0 � x1.
Then T has a best proximity point in A0, that is, there exists an element x∗ ∈ A0

such that d(x∗, T x∗) = d(A,B).
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Proof. By assumption, there exist x0, x1 ∈ A0 such that

(2.3) d(x1, T x0) = d(A,B) and x0 � x1.

Since T (A0) ⊆ B0, there exists an element x2 ∈ A0 such that

(2.4) d(x2, T x1) = d(A,B).

Since T is proximally increasing on A0, from (2.3) and (2.4), we have x1 � x2. As
(A,B) satisfies the P-property, from (2.3) and (2.4), we have

d(x1, x2) = d(A,B).

On continuing this process, we get a sequence {xn} in A0 such that

(2.5) d(xn+1, T xn) = d(A,B) for all n ≥ 0,

(2.6) x0 � x1 � x2 � ... � xn � xn+1 � ... and

(2.7) d(xn, xn+1) = d(Txn−1, T xn) for all n ≥ 1.

Since xn+1 � xn, by the inequality (1.5), we have

ψ(d(xn+2, xn+1)) = ψ(d(Txn+1, T xn)) ≤ ϕ(d(xn+1, xn))−θ(d(xn+1, xn))+L n(xn, xn+1),

where n(xn, xn+1) = min {d(xn+1, T xn+1)− d(A,B), d(xn, T xn)− d(A,B),

d(xn+1, T xn)− d(A,B), d(xn , T xn+1)− d(A,B)} = 0.

Therefore

(2.8) ψ(d(xn+2, xn+1)) ≤ ϕ(d(xn+1, xn))− θ(d(xn+1, xn)) ≤ ϕ(d(xn+1, xn)),

because θ(d(xn+1, xn)) ≥ 0. Hence ψ(d(xn+2, xn+1)) ≤ ϕ(d(xn+1, xn)), which
implies by (2.1) that d(xn+2, xn+1) ≤ d(xn+1, xn) for all n ∈ N.
Hence {d(xn+1, xn)} is a decreasing sequence of nonnegative real numbers. Then
there exists r ≥ 0 such that

(2.9) lim
n→∞

d(xn+1, xn) = r.

If possible suppose that r > 0. On taking the upper limit on both sides of (2.8)
and using (2.9), we obtain

(2.10) ψ(r) 6 limϕ(d(xn+1, xn)) + lim(−θ(d(xn+1, xn))).

Since lim(−θ(d(xn+1, xn))) = −lim(θ(d(xn+1, xn))), from (2.10), it follows that

ψ(r) − limϕ(d(xn+1, xn)) + limθ(d(xn+1, xn)) ≤ 0,
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a contradiction. Hence r = 0.
We now show that the sequence {xn} is Cauchy. Suppose that the sequence

{xn} is not Cauchy. Then by Lemma 1.3, there exists an ǫ > 0 for which we can
find sequences of positive integers {mk} and {nk} with mk > nk > k such that
d(xmk

, xnk
) ≥ ǫ, d(xmk−1, xnk

) < ǫ and the identities (i)-(iii) of Lemma 1.3 and
Remark 1.1 are satisfied. Since mk > nk, from (2.6) we have xmk

� xnk
.

Therefore by using the inequality (1.5), we obtain

(2.11) ψ(d(xmk+1, xnk+1)) = ψ(d(Txmk
, T xnk

)) ≤ ϕ(d(xmk
, xnk

))

− θ(d(xmk
, xnk

)) + L min {d(xmk
, T xmk

)− d(A,B), d(xnk
, T xnk

)− d(A,B),

d(xnk
, T xmk

)− d(A,B), d(xmk
, T xnk

)− d(A,B)}

≤ ϕ(d(xmk
, xnk

))− θ(d(xmk
, xnk

)) + L min {d(xnk
, xnk+1)

+ d(xnk+1, T xnk
)− d(A,B), d(xmk

, xmk+1) + d(xmk+1, T xmk
)− d(A,B),

d(xnk
, xmk+1) + d(xmk+1, T xmk

)− d(A,B),

d(xmk
, xnk+1) + d(xnk+1, T xnk

)− d(A,B)}

= ϕ(d(xmk
, xnk

))− θ(d(xmk
, xnk

)) + L min {d(xnk
, xnk+1), d(xmk

, xmk+1),

d(xnk
, xmk+1), d(xmk

, xnk+1)}.

On taking the upper limit on both sides of (2.11) and using Lemma 1.3, we get

(2.12) ψ(ǫ) 6 limϕ(d(xmk
, xnk

)) + lim(−θ(d(xmk
, xnk

))).

Since lim(−θ(d(xmk
, xnk

))) = −limθ(d(xmk
, xnk

)), from (2.12), it follows that

ψ(ǫ)− limϕ(d(xmk
, xnk

)) + limθ(d(xmk
, xnk

)) ≤ 0,

a contradiction. Hence {xn} is a Cauchy sequence.
Since X is complete and A0 is a closed subset of X and hence complete. From

the completeness of A0, there exists x∗ ∈ A0 such that lim
n→∞

xn = x∗, that is

(2.13) lim
n→∞

d(xn, x
∗) = 0.

First we assume condition (a). i.e., T is continuous. On taking limit as
n→ ∞ in (2.5) and using the continuity of T , we obtain d(x∗, T x∗) = d(A,B).
Therefore x∗ is the best proximity point of T .

We now assume condition (b). By condition (b) of the theorem and from the
fact that xn → x∗, we have xn � x∗ for all n ≥ 0. Since x∗ ∈ A0, we have
Tx∗ ∈ T (A0) ⊆ B0 and therefore there exists a point z ∈ A0 such that
d(z, Tx∗) = d(A,B). From (2.5), we have d(xn+1, T xn) = d(A,B) and applying
the P -property of (A,B), we get d(z, xn+1) = d(Tx∗, T xn). Hence by applying
the inequality (1.5), we have

(2.14) ψ(d(z, xn+1)) = ψ(d(Tx∗, T xn)) ≤ ϕ(d(x∗, xn))− θ(d(x∗, xn))
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+ L min {d(x∗, T x∗)− d(A,B), d(xn, T xn)− d(A,B),

d(x∗, T xn)− d(A,B), d(xn, T x
∗)− d(A,B)}

≤ ϕ(d(x∗, xn))−θ(d(x
∗, xn))+ Lmin {d(x∗, T x∗)−d(A,B), d(xn, T xn)−d(A,B),

d(x∗, xn+1) + d(xn+1, T xn)− d(A,B), d(xn, T x
∗)− d(A,B)}

= ϕ(d(x∗, xn))− θ(d(x∗, xn)) + L min {d(x∗, T x∗)− d(A,B),

d(xn, T xn)− d(A,B), d(x∗, xn+1), d(xn, T x
∗)− d(A,B)}.

On taking limit as n→ ∞ in (2.14), using (2.13), the property (ii) of ϕ and θ and
the property of ψ, we obtain

lim
n→∞

ψ(d(z, xn+1)) ≤ lim
n→∞

ϕ(d(x∗, xn))− lim
n→∞

θ(d(x∗, xn)) ≤ 0.

Therefore d(z, x∗) = 0 which implies that z = x∗. Hence, we have
d(x∗, T x∗) = d(A,B).

Theorem 2.2. In addition to the hypotheses of Theorem 2.1, assume the
following.
Condition (H): for every x, y ∈ A0 there exists u ∈ A0 such that u is comparable
to x and y.
Then T has a unique best proximity point in A0.

Proof. In view of the proof of Theorem 2.1, the set of best proximity points of T is
non-empty. Suppose that x, y ∈ A0 are two distinct best proximity points of T .
That is,

(2.15) d(x, Tx) = d(A,B) and d(y, T y) = d(A,B).

Case (i): x is comparable to y. i.e., either x � y or y � x.
We assume, without loss of generality, that x � y. Since (A,B) has the

P -property, from (2.15), it follows that

(2.16) d(x, y) = d(Tx, T y).

Since x � y, by using the inequality (1.5), we get

ψ(d(x, y)) = ψ(d(Tx, T y)) ≤ ϕ(d(x, y)) − θ(d(x, y)) + L min {d(x, Tx)− d(A,B),

d(y, T y)− d(A,B), d(x, T y) − d(A,B), d(y, T y)− d(A,B)}

= ϕ(d(x, y)) − θ(d(x, y)).

Hence on taking the upper limit in the above inequality, we obtain

ψ(d(x, y)) − limϕ(d(x, y)) + limθ(d(x, y)) ≤ 0,

a contradiction. Hence x = y.
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Case (ii): x is not comparable to y.
By the hypothesis, there exists u ∈ A0 such that u is comparable to x and y.

Now, we set u0 = u. Suppose that either

(2.17) u0 � x or x � u0.

We assume, without loss of generality, that

(2.18) u0 � x.

Since T (A0) ⊆ B0 and u = u0 ∈ A0, we have Tu0 ∈ B0. Hence there exists
u1 ∈ A0 such that

(2.19) d(u1, T u0) = d(A,B).

Since T is proximally increasing on A0, from (2.15), (2.18) and (2.19), we have
u1 � x. By using the P -property of the pair (A,B), from (2.15) and (2.19), we
have

d(x, u1) = d(Tx, Tu0).

On continuing this process we construct a sequence {un} in A0 such that

(2.20) d(x, un+1) = d(Tx, Tun) and un � x for all n ≥ 0.

Since x � un, by the inequality (1.5), we have

ψ(d(x, un+1)) = ψ(d(Tx, Tun)) ≤ ϕ(d(x, un))−θ(d(x, un))+ Lmin {d(x, Tx)−d(A,B),

d(un, T un)− d(A,B), d(x, Tun)− d(A,B), d(un, T x)− d(A,B)}

(2.21) = ϕ(d(x, un))− θ(d(x, un)) ≤ ϕ(d(x, un)).

From (2.21), it follows that ψ(d(x, un+1)) ≤ ϕ(d(x, un)). Hence by condition
(2.1), we obtain d(x, un+1) ≤ d(x, un). Therefore {d(x, un)} is a decreasing
sequence of non-negative real numbers. Hence there exists r ≥ 0 such that

(2.22) lim
n→∞

d(x, un) = r.

Suppose that r > 0. On taking the upper limit on both sides of (2.21), we have

ψ(r) ≤ limϕ(d(x, un)) + lim(−θ(d(x, un))).

i.e.,
ψ(r)− limϕ(d(x, un)) + limθ(d(x, un)) ≤ 0,

which is a contradiction. Hence r = 0.
Similarly, we can show that lim

n→∞

d(y, un) = 0. Hence by uniqueness of limit, it

follows that x = y.
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In the following theorem we apply the above results to prove the existence of
coupled best proximity points.

Theorem 2.3. Let (X, d,�) be a partially ordered complete metric space. Let
(A,B) be a pair of non-empty closed subsets of X such that A0 is non-empty
closed and the pair (A,B) satisfies the P -property. Let F : A×A→ B be a
mapping such that F (A0 ×A0) ⊆ B0 and F has proximal mixed monotone
property on A0 ×A0. Suppose that there exist ψ ∈ Ψ, ϕ, θ ∈ Θ and L ≥ 0 such that
(2.1) and (2.2) are satisfied and for all (x, y), (u, v) ∈ A0 ×A0 with (x, y) � (u, v),

(2.23) ψ
(

d(F (x, y), F (u, v)) + d(F (y, x), F (v, u))
)

≤ ϕ
(

d(x, u) + d(y, v)
)

− θ
(

d(x, u) + d(y, v)
)

+ L m(x, y, u, v), where

m(x, y, u, v) = min{d(x, F (x, y)) + d(y, F (y, x))− 2d(A,B),

d(x, F (u, v)) + d(y, F (v, u))− 2d(A,B),

d(u, F (x, y)) + d(v, F (y, x)) − 2d(A,B),

d(u, F (u, v)) + d(v, F (v, u)) − 2d(A,B)}.

Suppose that either

(a) F is continuous or

(b) X has the following properties

(i) if {xn} is a nondecreasing sequence such that xn → x, then xn � x for all
n ≥ 0;

(ii) if {yn} is a non-increasing sequence such that yn → y, then y � yn for all
n ≥ 0.

Also, suppose that there exist (x0, y0), (x1, y1) ∈ A0 ×A0 such that
d(x1, F (x0, y0)) = d(A,B) and d(y1, F (y0, x0)) = d(A,B) with (x0, y0) � (x1, y1).
Then F has a coupled best proximity point in A0 × A0, that is, there exists an
element (x∗, y∗) ∈ A0 ×A0 such that d(x∗, F (x∗, y∗)) = d(A,B) and
d(y∗, F (y∗, x∗)) = d(A,B).

Proof. Let (X ×X, d1,�1) be a partially ordered product space, where

d1
(

(x, y), (u, v)
)

= d(x, u) + d(y, v),

d is a metric on X and

(u, v) �1 (x, y) ⇐⇒ u � x and y � v for (u, v), (x, y) ∈ X ×X.

Since d is complete, then d1 is complete. We define a function T : A∗ → B∗ by

T (x, y) = (F (x, y), F (y, x)) for all (x, y) ∈ A∗.
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By hypothesis (A,B) is a pair of non-empty closed subsets of X such that A0

is non-empty, closed and (A,B) has the P -property. Hence by definition of A∗, B∗

and by Lemma 1.1, we have (A∗, B∗) is a pair of non-empty closed subsets of
X ×X such that A∗

0 is non-empty, closed and the pair (A∗, B∗) has the
P -property. Since F (A0 ×A0) ⊆ B0, we have T (A∗

0) ⊆ B∗

0 .

Since F is continuous, it follows that T is continuous so that condition (a) is
satisfied.

Also, by Lemma 1.2, it follows that T is proximally increasing on A∗

0. By the
hypothesis there exist z0 = (x0, y0), z1 = (x1, y1) ∈ A0 ×A0 such that

(2.24) d(x1, F (x0, y0)) = d(y1, F (y0, x0)) = d(A,B)

with (x0, y0) �1 (x1, y1). i.e., z0 �1 z1. From (2.24), we have
d1((x1, y1), (F (x0, y0), F (y0, x0))) = d1(A

∗, B∗). i.e.,

(2.25) d1(z1, T z0) = d1(A
∗, B∗).

Since (x1, y1) ∈ A0 ×A0, (y1, x1) ∈ A0 ×A0 and F (A0 ×A0) ⊆ B0, it follows
that F (x1, y1) ∈ B0 and F (y1, x1) ∈ B0. Hence there exists
z2 = (x2, y2) ∈ A0 ×A0 such that

(2.26) d(x2, F (x1, y1)) = d(A,B) and

(2.27) d(y2, F (y1, x1)) = d(A,B).

From (2.26) and (2.27), we have
d1((x2, y2), (F (x1, y1), F (y1, x1)) = d1(A

∗, B∗). i.e.,

(2.28) d1(z2, T z1) = d1(A
∗, B∗).

From the fact that F has proximal mixed monotone property and by Lemma
1.2, it follows that T is proximally increasing. Therefore from z0 �1 z1, (2.25) and
(2.28), we obtain z1 �1 z2. On continuing this process, we construct a
nondecreasing sequence {zn} in X ×X . From completeness of X ×X , there exists
z ∈ X ×X such that zn → z. Hence condition (b) is satisfied.

Now let p = (x, y), q = (u, v) ∈ A0 ×A0 such that q �1 p, then (2.23) reduce to
ψ
(

d1(Tp, T q))
)

≤ ϕ
(

d1(p, q)
)

− θ
(

d1(p, q)
)

+ L m(p, q), where

m(p, q) = min{d1(p, T p)−d1(A
∗, B∗), d1(p, T q)−d1(A

∗, B∗), d1(q, T p))−d1(A
∗, B∗),

d1(q, T q)− d1(A
∗, B∗)}.

By the hypothesis, there exist (x0, y0), (x1, y1) ∈ A0 ×A0 such that

d(x1, F (x0, y0)) = d(A,B) and d(y1, F (y0, x0)) = d(A,B) with (x0, y0) �1 (x1, y1),

then z0 = (x0, y0), z1 = (x1, y1) ∈ A∗

0 such that d1(z1, T z0) = d1(A
∗, B∗) with

z0 �1 z1.
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Hence T satisfies all the hypotheses of Theorem 2.1 and hence T has a best
proximity point in A∗

0, so that there exists an element z∗ = (x∗, y∗) ∈ A∗

0 such that
d1(z

∗, T z∗) = d1(A
∗, B∗); which implies that,

d1((x
∗, y∗), T (x∗, y∗)) = d1(A×A,B ×B). That is,

d(x∗, F (x∗, y∗)) + d(y∗, F (y∗, x∗)) = d(A,B) + d(A,B), from which
we have

d(x∗, F (x∗, y∗)) = d(A,B) and d(y∗, F (y∗, x∗)) = d(A,B).
Therefore (x∗, y∗) ∈ A∗

0 is coupled best proximity point of F .

In following theorem we prove uniqueness of coupled best proximity point
under certain additional hypothesis.

Theorem 2.4. In addition to the hypotheses of Theorem 2.3, assume the
following.
Condition (H1): for every (x, y), (x∗, y∗) ∈ A0 ×A0 there exists (u, v) such that
(u, v) is comparable to (x, y) and (x∗, y∗).
Then F has a unique coupled best proximity point.

Proof. By the proof of Theorem 2.3, the set of coupled best proximity points
of F is non-empty. Suppose (x, y), (x∗, y∗) ∈ A0 ×A0 are two distinct coupled
best proximity points of F . i.e.,
d(x, F (x, y)) = d(y, F (y, x)) = d(x∗, F (x∗, y∗)) = d(y∗, F (y∗, x∗)) = d(A,B).
From this it follows that

d(x, F (x, y)) + d(y, F (y, x)) = 2d(A,B) and
d(x∗, F (x∗, y∗)) + d(y∗, F (y∗, x∗)) = 2d(A,B).

From this and by the definition of d1, we obtain

(2.29)
d1
(

(x, y), (F (x, y), F (y, x))
)

= d1(A
∗, B∗)

d1
(

(x∗, y∗), (F (x∗, y∗), F (y∗, x∗))
)

= d1(A
∗, B∗).

}

By Lemma 1.1, the pair (A∗, B∗) has P -property and hence, we have

(2.30) d1
(

(x, y), (x∗, y∗)
)

= d1
(

(F (x, y), F (y, x)), (F (x∗ , y∗), F (y∗, x∗))
)

.

Let p = (x, y) and q = (x∗, y∗), hence equation (2.30) reduce to

(2.31) d1
(

p, q
)

= d1
(

Tp, T q
)

.

Suppose that p and q are two distinct best proximity points of T .
Case (i): p is comparable to q. i.e., either p �1 q or q �1 p.
We assume, without loss of generality, that q �1 p. Since q �1 p, by using the
inequality (2.6), we get

ψ(d1(p, q)) =ψ(d1(Tp, T q))

≤ϕ(d1(p, q))− θ(d1(p, q)) + L min {d1(p, T p)− d1(A
∗, B∗),

d1(q, T q)−d1(A
∗, B∗), d1(p, T q)−d1(A

∗, B∗), d1(q, T q)−d1(A
∗, B∗)}
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= ϕ(d1(p, q))− θ(d1(p, q)).

Since (x, y) 6= (x∗, y∗), it follows that p 6= q. Hence on taking the upper limit in
the above inequality, we get

ψ(d1(p, q))− limϕ(d1(p, q)) + limθ(d1(p, q)) ≤ 0,

a contradiction. Hence p = q. i.e., x = x∗ and y = y∗.

Case (ii): p is not comparable to q.
By the hypothesis, there exists r = (u, v) ∈ A0 ×A0 such that r is comparable

to p and q. Now, we set r0 = (u0, v0) = (u, v) = r. Suppose that either

(2.32) p �1 r0 or r0 � p.

We assume, without loss of generality, that

(2.33) r0 �1 p.

Since F (A0 ×A0) ⊆ B0 and (u0, v0) = r0 = r = (u, v) ∈ A0 ×A0, we
have F (u0, v0), F (v0, u0) ∈ B0. Therefore, there exists
r1 = (u1, v1) ∈ A0 ×A0 such that

(2.34) d1((u1, v1), (F (u0, v0), F (v0, u0))
)

= d1(r1, T r0) = d1(A
∗, B∗).

By Lemma 1.2, T is proximally increasing on A0 and hence from (2.33), (2.34)
and (2.29), we have

(2.35) r1 �1 p.

By using the P -property of the pair (A∗, B∗), (2.29), and (2.34), we get

d1(p, r1) = d1(Tp, T r0).

On continuing this process we can construct a sequence {rn} in A0 ×A0 such that

(2.36) d1(p, rn+1) = d1(Tp, T rn) and rn �1 p for all n ≥ 0.

Since rn �1 p for all n ≥ 0, by the inequality (1.5), we have

ψ(d1(p, rn+1)) = ψ(d1(Tp, T rn))

≤ ϕ(d1(p, rn))− θ(d1(p, rn)) + L min {d1(p, T p)− d1(A
∗, B∗),

d1(rn, T rn)− d1(A
∗, B∗), d1(p, T rn)− d1(A

∗, B∗), d1(rn, T p)− d1(A
∗, B∗)}

(2.37) = ϕ(d1(p, rn))− θ(d1(p, rn)) ≤ ϕ(d1(p, rn)).

From (2.37), it follows that ψ(d1(p, rn+1)) ≤ ϕ(d1(p, rn)). Hence by (2.1), we
have d1(p, rn+1) ≤ d1(p, rn). Therefore {d1(p, rn)} is a decreasing sequence of
non-negative real numbers. Hence there exists s ≥ 0 such that

(2.38) lim
n→∞

d1(p, rn) = s.
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Suppose s > 0. On taking the upper limit on both sides of (2.37), we have
ψ(s) ≤ limϕ(d1(p, rn)) + lim(−θ(d1(p, rn))). i.e.,
ψ(s)− limϕ(d1(p, rn)) + limθ(d1(p, rn)) ≤ 0,
which is a contradiction. Hence s = 0.

Similarly, we can show that lim
n→∞

d1(q, rn) = 0. Hence by the uniqueness of

limit, it follows that p = q. i.e., x = x∗ and y = y∗.

3. Corollaries and Examples

If ψ is the the identity mapping and θ(t) = 0 for all t ∈ [0,∞) in Theorem 2.1,
we have the following.

Corollary 3.1. Let (X, d,�) be a partially ordered complete metric space.
Let (A,B) be a pair of non-empty closed subsets of X such that A0 is non-empty
closed and (A,B) satisfies the P -property. Let T : A→ B be a mapping such that
T (A0) ⊆ B0 and T is proximally increasing on A0. Suppose that there exist L ≥ 0
and ϕ ∈ Θ such that for any sequence {xn} in [0,∞) with xn → t > 0,
limϕ(xn) < t and for all x, y ∈ A0 with x � y,

d(Tx, T y) ≤ ϕ(d(x, y)) + L min {d(x, Tx)− d(A,B), d(y, T y)− d(A,B),

d(x, T y)− d(A,B), d(y, Tx)− d(A,B)}.

Assume that either

(a ) T is continuous or

(b ) if {xn} is a nondecreasing sequence in X such that xn → x, then xn � x for
all n ≥ 0.

Also, suppose that there exist elements x0, x1 ∈ A0 such that d(x1, T x0) = d(A,B)
and x0 � x1.
Then T has a best proximity point in A0.

If ψ(t) = ϕ(t) for all t ∈ [0,∞) in Theorem 2.1, we have the following.

Corollary 3.2. Let (X, d,�) be a partially ordered complete metric space. Let
(A,B) be a pair of non-empty closed subsets of X such that A0 is non-empty
closed and (A,B) satisfies the P -property. Let T : A→ B be a mapping such that
T (A0) ⊆ B0 and T is proximally increasing on A0. Suppose that there exist L ≥ 0,
ψ ∈ Ψ and θ ∈ Θ such that for any sequence {xn} in [0,∞) with xn → t > 0,
limθ(xn) > 0 and for all x, y ∈ A0 with x � y,

ψ(d(Tx, T y)) ≤ ψ(d(x, y))−θ(d(x, y))+L min {d(x, Tx)−d(A,B), d(y, T y)−d(A,B),

d(x, T y)− d(A,B), d(y, Tx)− d(A,B)}.

Assume that either
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(a ) T is continuous or

(b ) if {xn} is a nondecreasing sequence in X such that xn → x, then xn � x for
all n ≥ 0.

Also, suppose that there exist elements x0, x1 ∈ A0 such that d(x1, T x0) = d(A,B)
and x0 � x1.
Then T has a best proximity point in A0.

If ψ and ϕ are identity mappings and θ(t) = (1− k)t, where 0 ≤ k < 1 in
Theorem 2.1, we have the following.

Corollary 3.3. Let (X,�) be a partially ordered set and suppose that there is a
metric d on X such that (X, d) is a complete metric space. Let (A,B) be a pair of
non-empty closed subsets of X such that A0 is non-empty closed and (A,B)
satisfies the P -property. Let T : A→ B be a mapping such that T (A0) ⊆ B0 and
T is proximally increasing on A0. Suppose that there exist L ≥ 0 and k ∈ [0.1)
such that for all x, y ∈ A0 with x � y,

d(Tx, T y) ≤ k d(x, y) + L min {d(x, Tx)− d(A,B), d(y, T y)− d(A,B),

d(x, T y)− d(A,B), d(y, Tx)− d(A,B)}.

Assume that either

(a ) T is continuous or

(b ) if {xn} is a nondecreasing sequence in X such that xn → x, then xn � x for
all n ≥ 0.

Also, suppose that there exist elements x0, x1 ∈ A0 such that d(x1, T x0) = d(A,B)
and x0 � x1.
Then T has a best proximity point in A0.

Remark 3.1. Theorem 1.1 follows as a corollary to Theorem 2.1 by choosing L = 0 in
(1.5).

If L=0 in Theorem 2.3, we have the following coupled best proximity result.

Corollary 3.4. Let (X, d,�) be a partially ordered complete metric space.
Let (A,B) be a pair of nonempty closed subsets of Xsuch that A0 is nonempty
closed and (A,B) satisfies the P -property. Let F : A×A→ B be a mapping such
that F (A0, A0) ⊆ B0, F has proximal mixed monotone property on A0 ×A0.
Suppose that there exist ψ ∈ Ψ, ϕ, θ ∈ Θ and L ≥ 0 such that (2.1) and (2.2) are
satisfied and for all (x, y), (u, v) ∈ A0 ×A0 with (x, y) � (u, v),

ψ
(

d(F (x, y), F (u, v))+d(F (y, x), F (v, u))
)

≤ ϕ
(

d(x, u)+d(y, v)
)

−θ
(

d(x, u)+d(y, v)
)

Suppose that either
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(a) F is continuous or

(b) X has the following properties:

(i) if {xn} is a nondecreasing sequence such that xn → x, then xn � x for all
n ≥ 0;

(ii) if {yn} is a non-increasing sequence such that yn → y, then y � yn for all
n ≥ 0.

Also, suppose that there exist (x0, y0), (x1, y1) ∈ A0 ×A0 such that
d(x1, F (x0, y0)) = d(A,B) and d(y1, F (y0, x0)) = d(A,B) with (x0, y0) � (x1, y1).
Then F has a coupled best proximity point in A0 × A0; that is, there exists an
element (x∗, y∗) ∈ A0 ×A0 such that d(x∗, F (x∗, y∗)) = d(A,B) and
d(y∗, F (y∗, x∗)) = d(A,B).

The following example is in support of Theorem 2.1.

Example 3.1. Let X = [0,∞)× [0,∞), with the metric d(x, y) = |x1 − y1|+ |x2 − y2|,
where x = (x1, x2) and y = (y1, y2). We define a partial order � on X by
�:=

{(

(x1, x2), (y1, y2)
)

∈ X ×X|x1 = y1, x2 = y2
}

∪
{(

(x1, x2), (y1, y2)
)

∈ X ×X|
x1, y1 ∈ {0}, x2, y2 ∈ (0, 7

6
] and x2 ≥ y2

}

.

Let A = {0} × [0, 2], B = {2} × [0, 2]. We define T : A→ B by

T (0, x) =

{

(2, x

2
) if x ∈ [0, 1]

(2, 3
2
x− 1) if x ∈ [1, 2].

Clearly d(A,B) = 2, A0 = A, B0 = B, T (A0) ⊆ B0 and T is continuous. Now, we
choose x0 = (0, 1) and x1 = (0, 1

2
), then d(x1, Tx0) = d(A,B) and x0 � x1.

Easily it can be shown that the pair (A,B) satisfies the P -property.
Now, we show that T is proximally increasing on A0. In this case, let

(0, x), (0, y), (0, u) and (0, v) ∈ A0 such that
(0, y) � (0, v)
d((0, x), T (0, y)) = 2
d((0, u), T (0, v)) = 2.







Case (i): y, v ∈ (0, 1].
Since d((0, x), T (0, y)) = d((0, x), (1, y

2
)) = 1, we have

(3.1) x =
y

2
∈ (0,

1

2
].

From d((0, u), T (0, v)) = d((0, u), (1, v

2
)) = 1, we obtain

(3.2) u =
v

2
∈ (0,

1

2
].

Since (0, y) � (0, v), from (3.1) and (3.2), we obtain x = y

2
≥ v

2
= u and hence

(0, x) � (0, u).
Case (ii): y, v ∈ [1, 7

6
].

By the fact that d((0, x), T (0, y)) = d((0, x), (2, 3
2
y − 1)) = 2, it follows that

(3.3) x =
3y − 2

2
∈ [

1

2
,
3

4
].
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From d((0, u), T (0, v)) = d((0, u), (2, 3
2
v − 1)) = 2, we get

(3.4) u =
3v − 2

2
∈ [

1

2
,
3

4
].

Since (0, y) � (0, v), i.e., y ≥ v, from (3.3) and (3.4), we obtain x = 3y−2
2

≥ 3v−2
2

= u

and hence (0, x) � (0, u).
Case (iii): v ∈ (0, 1] and y ∈ (1, 7

6
].

By the fact that d((0, x), T (0, y)) = d((0, x), (2, 3
2
y − 1)) = 2, we get

(3.5) x =
3y − 2

2
∈ [

1

2
,
3

4
].

From d((0, u), T (0, v)) = d((0, u), (2, 3
2
v − 1)) = 2, we have

(3.6) u =
v

2
∈ (0,

1

2
].

Since (0, y) � (0, v), from (3.5) and (3.6), we obtain x = 3y−2
2

≥ v

2
= u and hence

(0, x) � (0, u).
Hence T is proximally increasing on A0.

Now, we define functions ψ, ϕ, θ : [0,∞) → [0,∞) by

ψ(t) =

{

t if t ∈ [0, 1]
t2 if t ≥ 1

ϕ(t) =

{

t if t ∈ [0, 1]
t2

2
if t ≥ 1

and θ(t) =

{ t

2
if t ∈ [0, 1]

t2

4
if t ≥ 1.

Let (0, x), (0, y) ∈ A0 with (0, x) � (0, y). Here we consider only the non-trivial cases.
For this purpose, let x, y ∈ [1, 7

6
].

Now, we consider
ψ
(

d(T (0, x), T (0, y))
)

= ψ
(

d(2, 3
2
x− 1), (2, 3

2
y − 1)

)

= ψ
(

3
2
(y − x)

)

= 3
2
(y − x) = (y − x)− (y−x)

2
+ (y − x) ≤ (y − x)− (y−x)

2
+ 1( 1

4
)

= ϕ(d(0, x), (0, y))− θ(d(0, x), (0, y))
+ 1 min{1− x

2
, 1− y

2
, y + 1− 3

2
x, x+ 1− 3

2
y}

= ϕ(d(0, x), (0, y))− θ(d(0, x), (0, y))
+ L min{d((0, x), T (0, x))− d(A,B), d((0, y), T (0, y))− d(A,B),

d((0, y), T (0, x))− d(A,B), d((0, x), T (0, y))− d(A,B)}.

Hence T, ψ,ϕ and θ satisfy all the conditions of Theorem 2.1, and T has two best
proximity points (0, 0) and (0,2).

Here we observe that for elements (0, 2) and (0, 0), there does not exist an element
u ∈ X such that u is comparable to both (0, 2) and (0, 0) so that ‘condition H’ fails to
hold in Theorem 2.2.

Remark 3.2. If L = 0 in Example 3.1, the inequality (1.5) fails to hold for any
ψ ∈ Ψ, ϕ and θ ∈ Θ. For this purpose, we choose x = (0, 7

6
) and y = (0, 1).

ψ(d(Tx, Ty)) = ψ(d(T (0,
7

6
), T (0, 1))) = ψ(d((2,

3

4
), (2,

1

2
))) = ψ(

1

4
) =

1

4
�

1

12

= ϕ(d(0,
7

6
), (0, 1))− θ(d(0,

7

6
), (0, 1)).

Hence Theorem 2.1 is a generalization of Theorem 1.1.
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The following example is in support of Theorem 2.2.

Example 3.2. Let X = A ∪ B, where
A =

{

( 1
2n
, 1) : n = 1, 2, ...

}

∪
{

(0, 1), (1, 1), ( 5
4
, 1), ( 3

2
, 1), ( 7

6
, 1)

}

and
B =

{

( 1
2n
, 0) : n = 1, 2, ...

}

∪
{

(0, 0), (1, 0), ( 5
4
, 0), ( 3

2
, 0)

}

. We define a metric d on
X ×X by d(x, y) = |x1 − y1|+ |x2 − y2|, where x = (x1, x2) and y = (y1, y2).

We define a partial order � on X by

�:=
{

(x, y) ∈ X ×X| x = (x1, x2) and y = (y1, y2) with x1 = y1 and x2 = y2
}

∪
{(

(
1

2n
, 1), (0, 1)

)

,
(

(
1

2n
, 1), (

1

2m
, 1)

)

: n, m = 1, 2, ..., with m > n
}

∪
{(

(
5

4
, 1), (0, 1)

)

,
(

(1, 1), (0, 1)
)

,
(

(
5

4
, 1), (1, 1)

)

,
(

(
5

4
, 1), (

1

2
, 1)

)

,
)

,
(

(
3

2
, 1), (0, 1)

)}

,

where (x1, x2) � (y1, y2) if and only if x1 ≥ y1 and x2 ≥ y2 for all (x1, x2), (y1, y2) ∈ X.

We define T : A→ B by

T (0, 1) = T (1, 1) = (0, 0),

T (
5

4
, 1) = T (

3

2
, 1) = T (

7

6
, 1) = (

1

2
, 0) and

T (
1

2n
, 1) = (

1

2n+1
, 0), where n = 1, 2, ... .

Clearly, we see that d(A,B) = 1,
A0 =

{

( 1
2n
, 1) : n = 1, 2, ...

}

∪
{

(0, 1), (1, 1), ( 5
4
, 1), ( 3

2
, 1)

}

,

B0 = B, A0 ⊆ A and T (A0) ⊆ B0.
Now, we choose x0 = ( 5

4
, 1) and x1 = ( 1

2
, 1), such that d(( 1

2
, 1), T ( 5

4
, 1)) = d(A,B)

and ( 5
4
, 1) � ( 1

2
, 1). Clearly the pair (A,B) has the P -property.

We now show that T is proximally increasing on A0. In this case, let (x, 1), (y, 1),
(u, 1) and (v, 1) ∈ A0 such that

(y, 1) � (v, 1)
d((x, 1), T (y, 1)) = 1
d((u, 1), T (v, 1)) = 1.







Case (i): ( 1
2n
, 1) � (0, 1) where n = 1, 2, ... .

If d((x, 1), T ( 1
2n
, 1)) = d((x, 1), ( 1

2n+1 , 0)) = 1, we have

(3.7) x =
1

2n+1
.

If d((u, 1), T (0, 1)) = d((u, 1), (0, 0)) = 1, we get

(3.8) u = 0.

From (3.7) and (3.8), we obtain (x, 1) = ( 1
2n+1 , 1) � (0, 1) = (u, 1).

Case (ii): ( 1
2n
, 1) � ( 1

2m
, 1), where n,m = 1, 2, ... .

If d((x, 1), T ( 1
2n
, 1)) = d((x, 1), ( 1

2n+1 , 0)) = 1, we have

(3.9) x =
1

2n+1
.
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If d((u, 1), T ( 1
2m
, 1)) = d((u, 1), ( 1

2m+1 , 0)) = 1, we have

(3.10) u =
1

2m+1
.

From (3.9) and (3.10), we obtain (x, 1) = ( 1
2n+1 , 1) � ( 1

2m+1 , 1) = (u, 1).
Case (iii): ( 5

4
, 1) � (0, 1).

If d((x, 1), T ( 5
4
, 1)) = d((x, 1), ( 1

2
, 0)) = 1, we have

(3.11) x =
1

2
.

If d((u, 1), T (0, 1)) = d((u, 1), (0, 0)) = 1, we have

(3.12) u = 0.

From (3.11) and (3.12), we obtain (x, 1) = ( 1
2
, 1) � (0, 1) = (u, 1).

In similar way, if we consider all comparable elements of A0, we can show that T is
proximally increasing on A0.

We now define functions ψ, ϕ, θ : [0,∞) → [0,∞) by

ψ(t) = t2 if t ≥ 0 ϕ(t) =







t

2
if t ∈ [2, 3]

t2

2
otherwise

and θ(t) =







t

4
if t ∈ [2, 3]

t2

4
otherwise.

With these ψ, ϕ, and θ, it is easy to see that T satisfies the inequality (1.5) with L = 1.
Also, it is trivial to see that condition (H) holds. Hence T satisfies all the hypotheses of
Theorem 2.2 and (0, 1) is the unique best proximity point of T in A0.

Furthermore, we observe that the inequality (1.5) fails to hold when L = 0, x = ( 5
4
, 1)

and y = (1, 1) for any ψ ∈ Ψ, ϕ and θ ∈ Θ. Hence Theorem 1.2 is not applicable.
Therefore Theorem 2.2 is a generalization of Theorem 1.2.
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