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NEW INEQUALITIES OF WIRTINGER TYPE FOR CONVEX AND
MN-CONVEX FUNCTIONS

Tatjana Z. Mirkovié

© 2019 by University of Ni§, Serbia | Creative Commons Licence: CC BY-NC-ND

Abstract. In this paper, we obtain some inequalities of Wirtinger type by using some
classical inequalities and means for convex functions and establish some applications to
special means for positive real numbers.

Keywords. Inequalities; inequalities of Wirtinger type; convex functions.

1. Introduction

27
Let f be a periodic function with period 27 and let f' € L?. Then, if [ f (z)dz =
0
0, the following inequality holds

27 2w

(1.1) /f2 (m)dm</f’2 (v) du,

0 0

with equality if and only if f (2) = Acosx + Bsinxz, where A and B are constants.

Inequality (1.1) is known in the literature as Witinger’s inequality. The proof
of W. Wirtinger was first published in 1916 in the book (see [1]) by W. Blaschke.
There are many studies which generalize and extend Wirtinger’s inequality in the
literature, (see [2], [3]). However, Inequality (1.1) was known before this, though
with other conditions on the function f. For example, in 1905, E.Almansi proved
that

(1.2) /b 1 (@) dw < (bQ; ) /b [ (@) da,

a
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166 T.Z. Mirkovié
under the condition that f and f’ are continuous on the interval (a,b), that f (a) =

£ (b) and that fbf (z)dx = 0.

Theorem 1.1. (Hdélder inequality) Let f () and g (x) be positive continuous func-
tions on [a,b]. If p > 1 and % + % =1, then

i
o
Q

(1.3) /b f (@) g (@)de < /b f@ds) | [o@ds

a

Theorem 1.2. (Reverse Holder inequality) For two positive functions f and g
satisfying 0 < m < };—: < M < oo, on the set X, and for p,q > 1 with %—i—% =1,

we get
P q M i
(X/ frdp (X/ g'du <<E> [ tadn.
X

Definition 1.1. A function I C R — R is said to be convex (concave) if whenever
x,y € [a,b] and t € [0,1], the following inequality holds:

(1.4) flz+(1-t)y) < (2)tf (@) + 1 —1)f ().
Anderson mentioned mean function in [4] as follows:

Definition 1.2. A function M : (0,00) — (0,00) is called a mean function if
(a) Symmetry: M (z,y) = M (y,z);
(b) Reflexivity: M (x,x) = x;
(¢) Monotonicity: min{z,y} < M (z,y) < max{z,y};
(d) Homogeneity: M (Ax, \y) = AM (x,y), for any positive scalar .

Definition 1.3. Let I — (0,00) be continuous, where I is a subinterval of (0,00).
Let M and N be any two mean functions. We say f is M N-convex (concave) if

F(M (z,y)) < (Z)N (f (2), f () for all z,y € I.

Taking into account Definition 1.3, M N-convex function will be defined by the
formulas:

1. fis AA-convex iff (1.4) holds;
2. f is AG-convex iff

N
~+
N
—_

flta+@ =) <[f (I [fB], 0
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3. fis AH-convex iff

f() f(B)
tf(@)+ (1 —=1)f(B)

(A=t a+tp) < 0<t<1;

4. fis GA-convex iff

faB) <tf(@)+1—0)f(B), 0<t<]
5. f is GG-convex iff

F@B™) <[F @I FB"", o<t<y
6. f is GH-convex iff

f(@) f(B)
fla)+ (=) f(B)

0<t<,

3

f(arBY) < -

7. fis H A-convex iff

af |
f(m> Stf(@+A-1)f(B), 0<t<L

8. f is HG-convex iff

f ((L) <HE@I I, o<i<t:

1-t)a+t8
9. fis HH-convex iff
of f () f(B)
f((l—t)a+tﬁ>g(l—t)f(oz)-l-tf(g)v 0<t<L

The main aim of this paper is to prove some new Wirtinger-type integral in-
equalities for convex and M N-convex functions.

2. Main Results

Theorem 2.1. Let f and f’ be continuous functions on the interval (a,b), with

a<b, f(a)=f(b) and fbf (z)dz = 0. If (f')* is convez on [a,b], then

(b—a)* [ ()" + [ (&)
(2)” 2

b
(2.1) [ir@pds<
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Proof: Since (f')? is a convex function on [a,b] , therefore for ¢t € [0, 1] we have
b

1
/ / (ta+(1—-1t)b dt
—a
a 0

1

@[ O
/ -l )] dr = ! .

Now multiplying both sides of the above inequality by (€2_7r a)); and with (1.2), we get
the desired inequality in (2.1). O
Theorem 2.2. Let f and f’ be continuous functions on the interval (a,b), with

a<b, f(a)=f(b) and fbf(m) dx = 0. If f' is convex on [a,b], then

b

<m>/vuﬁm<

a

(b=a)® [ (f (@) + (' (@) (' (@) + (' (b))
(2r)? 3 '

Proof: We have

By applying (1.2), we get (2.2). O
Theorem 2.3. Let f and f' be continuous functions on the interval (a,b) with
b
a<b, f(a)=f()and [ f(x)dx =0.If f is positive, (f’)%* and (f’)% are convex
on [a,b], then the following inequality holds

b

(ﬁmwﬁwsaw—w

a

Q=

@l

5 [ ()7 + [ ()]

872 ’

5 [ (@) + [/ (0)]

872

+8(b—a)

where a, 3 >0 and o+ = 1.



New Inequalities of Wirtinger Type for Convex and M N-convex Functions 169

Proof: By using the well-known inequality c¢d < aca + Bd% (o, B,¢,d > 0 and
1 1
a+ B =1), the convexity of (f)= and (f')? , we get

b 1
b—a 2 (b_a)3 , /
: (bz_aﬁ) {“/[f <t“+<1—t>b>]3dt+ﬁ/[f’<ta+<1—t>b)]sdt}
(2m) ) J
3 I L
< (l)(;r;lg) {a/[tf’ ((l)"r(l—t)f/ (b)}g dt+ﬁ/[tf/(a)+(1—t)f/(b)}ﬁdt}
0

Combining with (1.2), we get the required inequality. [

Theorem 2.4. Let f and f' be continuous on the interval (a,b), with a < b,

f(a):f(b),fbf(m)dm:Oandf>O.Let0<m % M < oo for p,g > 1
with & + ¢ = 1% If|fI”, | f|* are concave on [a,b] then

1 b b
(2.4) (51)" @+ @F <250 [ 1 @) de,

a

Proof: Making changes to the variable, using the reverse Holder inequality and
inequality |u+v|" <277 (lul" + |v]"), u,v € R, we have

biaa/[f( 0/1 (ta+ (1—t)b)2 dt

1 1

(/ fta+(1—1) )pdt) (/If(taJr(l—t)b)lqdf)

0 0
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> (31) ﬁ(/1” )P+ (1= 0)|f (B)P)d )
jtlf )T+ (1= 0)|f (b)) d )
%)J—q< |”+\f >|> (|f<a>q;|f<b>q>3
(m)ﬂ ) (f()Qq <b>q>%
(

_ (MmN f(a)+f())
- () G0
By (1.2), we get the inequality (2.4). O

Theorem 2.5. Let f and f' be continuous on the interval (a,b), with a < b,
b

f(a)=f(b) and [ f(z)dz =0. Then:

1. If |f'| is AG convex, then

9 b—a\? 2a b—a , 2
/[f(x)] dm<( o= ) { “et ety 2%1 [ (a)]
+[~2(a+0); z 4;21 f(a) f' ()

b
b o o 2O O e
1 In b
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4. If |f'| is GG convex, then

b

s (b—a\’ a DO —alf @F
Jue dm( o ) " inalf @ — bl (O]

a

5. If |f'| is HA convez, then

{ {a(b—a) (b+a(b—a)2) —alené

a

o 1@’
+ [ab (b—a) (1 —(b- a)Q) —ab(a+b)In ﬂ #(a) £ (b)
+ [b(b— a) (a+b(b—a)2) —ab’In g} If ()] }

Proof.

1. From (1.2) and by using the AG convexity of |f’| we have

27 (277)2 0/ |
3 F 2 —a3 1 t
< (lz2_77;) JACARIRTRONRS (izmﬁ 1 @) o
0

/b[f(x)fd:cg (62;‘1>2/[f’ lz%;)g/l (1—t)a+tb)]” dt
a 0

3 1 "(a) f! 2 _(b—a)3 / o
) O/[tf’ (a) + (1 —1) f’()} dt = @n)’ f'(a) ' (b);

\

/-\G“‘
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3. Taking into account that |f’| is GA- convex, we have

/b[f (@) dz < (b;ray/b[f’ (@) dz = (b;T“)zln%/o [ (a'6' )] afb'~tdt

<(b_a>zn%jhf%@+%1—ﬂf%®fd#‘%t

b—a\2 a., [ [alf @?)
=0 (%) mU ) l/{b[f’(b)f “
b
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5. Since |f’| is HA-convex, we have

= ab 30/[f<1—t a+tb>]2[(1—t)1a+tb]2dt
e

0
= #{ {a(b—a) (b—|—a(b—a)2> —aleng} f ()

+ {ab (b— a) (1 - a)2> —ab(a+b)n g] 7' (a) f' ()

+ {b(b—a) (a+b(b—a)2) —ab%nﬂ [f (b)) } O
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THE COMPARABLY ALMOST (S,T)- STABILITY FOR RANDOM
JUNGCK-TYPE ITERATIVE SCHEMES

Dhekra M. Albageri and Rashwan A. Rashwan

© 2019 by University of Ni§, Serbia | Creative Commons Licence: CC BY-NC-ND
Abstract. In this paper, we introduce the concept of generalized ¢ - weakly contractive
random operators and study a new type of stability introduced by Kim [15] which is
called a comparably almost stability and then prove the comparably almost (S,T)- sta-
bility for the Jungck-type random iterative schemes. Our results extend and improve
the recent results in [15], [18], [32] and many others. We also give stochastic version of
many important known results.

Keywords. Weakly contractive random operators; stability; Jungck-type random it-
erative schemes.

1. Introduction

The theory of random operator is an important branch of probabilistic anal-
ysis which plays a key role in many applied areas. The study of random fixed
points forms a central topic in this area. Research of this direction was initiated
by the Prague School of probabilists in connection with random operator theory
[7, 8, 29]. Random fixed point theory has attracted much attention in recent times
since the publication of the survey article by Bharucha-Reid [6] in 1976, in which
the stochastic versions of some well-known fixed point theorems were proved. A lot
of efforts have been devoted to random fixed point theory and applications (see e.g.
(2, 3, 4, 5, 13, 24, 30]) and many others.

In (1953) Mann [16] introduced an iterative scheme and employed it to approx-
imate the solution of a fixed point problem defined by non-expansive mapping
where Picard iterative scheme failed to converge. After that in (1974) Ishikawa
[12] introduced an iterative scheme and employed it to obtain the convergence of
a Lipschitzian pseudo-contractive operator when Manns iterative scheme is not ap-
plicable. Later in (2000) Noor [17] introduced the iterative algorithm to solve vari-
ational inequality problems. Recently, Phuengrattana and Suantai [25] introduced

Received June 24, 2018; Accepted October 07, 2018
2010 Mathematics Subject Classification. Primary 47H09; Secondary 47H10, 54H25
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176 D.M. Albageri and R.A. Rashwan

SP iterative scheme and proved that it has a better convergence rate as compared
to Mann, Ishikawa and Noor iterative schemes.

About Jungck iterative, in (1976), Jungck [14] introduced the Jungck iterative pro-
cess as follows:

Suppose that X is a Banach space, Y an arbitrary set and S,7 : Y — X are such
that T'(Y) C S(Y). For x¢ € Y, consider the iterative scheme:

Stpi1 =Tx,,n=0,1,....

He used this iterative process to approximate the common fixed points of the map-
pings S and T satisfying the Jungck contraction. Clearly, this iterative process
reduces to the Picard iteration when S = I,; (identity mapping) and Y = X. Later,
Singh et al. [28] introduced the Jungck- Mann iterative process as:

Stpy1 = (1 — an)Syn + anTay, ap €[0,1].

For au, Bn,¥n € [0, 1], Olatinwo [21] defined the Jungck-Ishikawa and Jungck-Noor
iterative processes as follows:

Stpnr1 = (1 — an)Szy + @nTyn,
Syn = (1 = Bn)Sxy + BuTxp.

Swn—i—l = (1 - Oén)Sl‘n + anTYn,
Szn = (1 —vn)Sxn + YT xn.

The concept of the ¢- weak contraction was introduced by Alber and Guerre-
Delabriere [1] in 1997, who proved the existence of fixed points in Hilbert spaces.
Later Rhoades [27] in 2001, extended the results of [1] to metric spaces. In 2016,
Xue [31] introduced a kind of generalized ¢-weak contraction as follows:

Definition 1.1. [31]. Let (X,d) be a metric space. A mapping T : X — X is
a generalized ¢-weak contraction if there exists a continuous and nondecreasing
function ¢ : [0, 00] — [0, 0o] with ¢(0) = 0 such that

(1.1) d(Tx, Ty) < d(z,y) — ¢(d(Tx, Ty)),Vz,y € X.

The concept of stable fixed point iterative scheme was introduced and studied by
Harder [9], Harder and Hicks [10, 11]. Many other stability results for several fixed
point iterative schemes and various classes of nonlinear mappings were obtained.

Definition 1.2. [11] Let (X, d) be a metric space, T : X — X be a self-mapping
and xzg € X. Assume that the iterative scheme

(1.2) Tnt1 = f(T,zpn),n > 0.
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converges to a fixed point p of T. Let z, be an arbitrary sequence in X and define
(1.3) en = d(zn+1, (T, 2,)),n > 0.

The iterative scheme defined by (1.2) is said to be T-stable or stable with respect
to T if and only if

(1.4) lim e, =0= lim 2, =p.
n—oo

n— oo
Osilike [23] introduced a weaker concept of stability.

Definition 1.3. [23] Let (X, d) be a metric space, T : X — X be a self-mapping
and zp € X. Assume that the iterative scheme (1.2) converges to a fixed point p of
T. Let z, be an arbitrary sequence in X and defined by (1.3). The iterative scheme
defined by (1.2) is said to be almost T-stable or almost stable with respect to T if
and only if

(1.5) an <00 = nlgrolo Zn = P.

n=0

Remark 1.1. It is obvious that any stable iterative scheme is also almost stable but the
reverse is not true in general. For examples see [23].

The definition of (S, T)-stability can be found in Singh et al. [28].

Definition 1.4. [28] Let S,T : Y — X be non-self operators for an arbitrary set Y
such that T(Y) C S(Y') and p a point of coincidence of S and T. Let {Sz,}52, C X
be the sequence generated by an iterative procedure

(1.6) Stpy1 = f(T,2,),n=0,1,2, ...,

where xg € X is the initial approximation and f is some functions. Suppose that
{8z, }52 converges to p. Let{Sy,}>2, C X be an arbitrary sequence and set

€n = d(Syn7f(T7 yn))yn = 07 1,27 e e

Then, the iterative procedure (1.6) is said to be (S,T)-stable if and only if lim,, o, &, =
0 implies lim,,o Sy, = p-

In 2017, Kim [15] introduced a new concept of stability which is called comparably
almost T- stability defined as:

Definition 1.5. Let (X, d) be a metric space, T : X — X be a self-mapping and
xo € X. Assume that the iterative scheme (1.2) converges to a fixed point p of T.
Let z, be an arbitrary sequence in X and defined by (1.3). The iterative scheme
defined by (1.2) is said to be comparably almost T-stable or comparably almost
stable with respect to T if and only if

(1.7) > (On +en) < 00,0, >0= lim 2, =p, lim 6, =0.

n=0
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Also, he proved some convergence results of Mann and Ishikawa iterative schemes
containing a generalized ¢- weak contractive self maps defined as in (1.1).

Remark 1.2. 1. It is obvious that any almost stable iterative scheme is also compa-
rably almost stable. See [15].

2. If 6, =0 in (1.7), then (1.7) reduces to (1.5). So an almost stable iterative scheme
is a special case of comparably almost stable iterative scheme.

The aim of this paper is to introduce the concept of generalized ¢- weakly contrac-
tive random operators and study a new type of stability which is called compara-
bly almost stability and then prove the comparably almost (S,T)- stability for the
Jungck- type and SP-Jungck-type random iterative schemes. Our results extend,
improve and unify the recent results in [15], [18], [32] and many others. We also
give the stochastic version of many important known results.

2. Preliminaries

Let (2, X) be a measurable space, E be nonempty subset of a separable Banach space
X. A mapping € : Q — F is called measurable if £~1(B N E) € ¥ for every Borel
subset B of X. A mapping T : Q2 x E — FE is said to be random mapping if for each
fixed z € E, the mapping T'(.,z) : @ — E is measurable. A measurable mapping
& : Q — FE is called a random fixed point of the random mapping T : Q X F — E
if T(w,&"(w)) = & (w) for each w € Q. Let S,T : Q@ x E — E be two random
self-maps. A measurable map &* is called a common random fixed point of the pair
(S,T) if &* (w) = S(w,£*(w)) = T(w, £*(w)), for each w € N and some £*(w) € E.
let S,T : Q x E + FE be two random operator defined on E and E a nonempty
subset of a separable Banach space X. Let xzo(w) € E be arbitrary measurable
mapping for w € Q,n =0,1, ... with T'(w, X) C S(w, X), S is injective.

The Jungck-Noor type random iterative scheme is a sequence {S(w,z,(w))}S2,
defined by

S(w,znt1(w)) =  (I—an)S(wzn(w))+tanT(w,yn(w)),
S(w7yn(w)) = (1_571,)5(1”)1771,(w))'i‘ﬂnT(wxzn(w));
(2.1) S(w,zn(w)) =  (1=70)S(w,zn(w))+vnT(w,zn(w)),

where {an 15 o, {Bn 52, and {7, }22, are real sequences in (0,1).
The Jungck-SP type random iterative scheme is a sequence {S(w,z,(w))}52, de-
fined by

S(w,xnti1(w)) =  (I—an)S(w,yn(w))+anT(w,yn(w)),
S(w7yn(w)) = (1_571,)5(1”@71,(w))'i‘/BnT(wxzn(w))v
(2.2) S(w,zn(w)) =  (1=70)S(w,xn(w))+vnT(w,zn(w)),

where {an 15 o, {Bn 52, and {7, }52, are real sequences in (0,1).
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Remark 2.1. 1. If v, = 0 for each n € Nin (2.1), then the Jungck-Noor type random
iterative scheme reduce to Jungck-Ishikawa type random iterative scheme.
S(w,zns1(w)) = (1 —an)S(w,zn(w)) + anT(w, yn(w)),
(2.3) Sw,yn(w)) = (1= Bn)S(w,zn(w)) + BnT (w, zn(w)),

where {an }o2 and {8, }nZo are real sequences in (0,1).

2. If B, = yn = 0 for each n € N in (2.1), then the Jungck-Noor type random iterative
scheme reduce to Jungck-Mann type random iterative scheme.

(2.4) S(w,zns1(w)) = (1 —an)S(w,zn(w)) + anT(w,zn(w)),

where {an, }ar is real sequence in (0,1).

Zhang et al. [32] in (2011), studied the almost sure T-stability and convergence
of Ishikawa-type and Mann-type random iterative processes for certain ¢- weakly
contractive-type random operators in a separable Banach space. The following is
the contractive condition studied by Zhang et al. [32].

Definition 2.1. [32] Let (2,X%, 1) be a complete probability measure space and
FE be a nonempty subset of a separable Banach space X. A random operator T :
Q x E + FE is called a ¢- weakly contractive-type random operator if there exists
a continuous and non- decreasing function ¢ : R™ — Rt with ¢(¢) > 0 for each
t € (0,00) and ¢(0) = 0 such that for each z,y € E,w € Q,

(2.5) Jo 1T (w,2) =T (w,y)||du(w) < fq lz—ylldu(w)—¢( [ [lz—ylldu(w))

Recently, in (2015) Okeke and Abbas [18] introduced the concept of generalized ¢-
weakly contraction random operators and then proved the convergence and almost
sure T-stability of Mann-type and Ishikawa-type random iterative schemes. Their
results improved the results of Zhang et al. [32] and Olatinwo [22] and others. The
generalized ¢- weakly contraction is defined as follows:

Definition 2.2. [18] Let (2,%, 1) be a complete probability measure space and
E be a nonempty subset of a separable Banach space X. A random operator T :
Q x E < FE is called a ¢- weakly contractive-type random operator if there exists
L(w) > 0 and a continuous and non- decreasing function ¢ : RT™ — R with ¢(¢) > 0
for each t € (0,00) and ¢(0) = 0 such that for each z,y € E,w € Q,

(2.6) [ IT(w,2) =T (w,y) || du(w)<eL N3l o lla—ylldu(w)—d( [, lz—ylldu(w)))

If L(w) = 0 for each w € Q in (2.6), then it reduces to condition (2.5).

Furthermore, Okeke and Kim in [19] introduced the random Picard-Mann hybrid
iterative process. They established strong convergence theorems and summable al-
most T-stability of the random PicardMann hybrid iterative process and the random
Mann-type iterative process generated by a generalized class of random operators in
separable Banach spaces. Their results improved and generalized several well-known
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deterministic stability results in a stochastic version. In addition, Okeke and Kim
[20] proved some convergence and (S,T)- stability results for random Jungck-Mann
type and random Ishikawa type iterative processes. Rashwan et al. [26] studied the
convergence and almost sure (S,T)- stability for the random Jungck-Noor type and
the random Jungck-SP type under some contractive conditions.

Keeping in mind the generalized ¢-weakly contractive conditions (1.1) and (2.6),
we introduce the following generalized ¢-weakly contractive condition:

Definition 2.3. Let (2,X) be a measurable space and F be a nonempty subset
of a separable Banach space X. Let S,T : Q x E <> E be random operators such
that T'(w, X) C S(w, X). Then the random operators S and T are satisfying the
following generalized ¢- weakly contractive-type if there exist L(w) > 0 and a
continuous and non- decreasing function ¢ : RT — R with ¢(¢) > 0 for each
t € (0,00) and ¢(0) = 0 such that for each z,y € E,w € Q,

(2.7) IT (w,2) =T (w,y)|| <e™ NS =TC D (|5 (w,2) =S (w,y) | = (1T (w,2) =T (w,y) )

If L(w) = 0 for each w €  and S = I; (identity random mapping) in the condition
(2.7), then it reduces to the stochastic version of the condition (1.1).

Motivated by the definition of a comparably almost stability in [15] together with the
definition of (S,T)-stability in [28], we state the stochastic version of the comparably
almost (S,T)- stability as follows:

Definition 2.4. Let (2, %) be a measurable space and E be a nonempty subset
of a separable Banach space X. Let S,T : Q x E <+ E be random operators such
that T (w, X) C S(w, X) and £*(w) be a common random fixed point of S and T.
For any given random variable xg : 2 — E. Define a random iterative scheme with
the functions {S(w, z,(w))}52, as follows:

(2.8) S(w, zp+1(w)) = f(Tizp(w)) n=0,1,2, ...,

where f is some function measurable in the second variable.
Suppose that {S(w,z,(w))}22, converges to £*(w), and Let {S(w, &, (w))}2, C E
be an arbitrary sequence of a random variable. Denote by

en(w) = [S(w, &nr1(w)) = F(T56n (W)l

Then the iterative scheme (2.8) is a comparably almost (S,T)- stable or comparably
almost stable with respect to (S,T) if and only if for w € Q,

Z(Qn(w) +ep(w)) <00, Op(w) > 0= S(w,&p(w)) = &, Oh(w) = 0 as n — .

n=0

The following lemma is useful for proving our results
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Lemma 2.1. [1] Let {\,} and {y,} be two sequences of nonnegative real numbers
and {on,} be a sequence of positive numbers satisfying

Ant1 S Ay — 0nd(An) + Vn, YR >1,

where ¢ : [0,00) — [0, 00) is a continuous and nondecreasing function with $(0) = 0.

o0
If 3 0p = 00 and lim, o 2= =0, then {\,} converges to 0 as n — oo.
n:1 n

3. Main Results

In this section, we present our main results. First, we prove the comparably almost
(S,T)- stability of the Jungck-Noor type random iterative scheme.

Theorem 3.1. Let (2,X) be a measurable space and E be a nonempty subset
of a separable Banach space X and let S,T : Q X E <+ E be two random operators
defined on E satisfying a generalized ¢- weakly contractive-type (2.7) with T (w, X) C
S(w, X). Let £*(w) be a common random fized point of (S,T) and {S(w, zn(w))}2,
be a Jungck-Noor type random iterative scheme defined by (2.1) converging strongly
to £ (w), where {an}, {Bn} and {v,} are sequences of positive numbers in [0,1]
satisfying

b 2;00:1 O‘nﬂn'}/n = 00,

o a, (14 8,4+ Bnym) < 1.
Let {S(w, & (w))}22, be any sequence of random variable in E and define

en = [|S(w, §nr1(w)) — (1 — an)S(w, §n(w)) — anT (w, nn(w))]],
S(w, nn (W) = 1=B)S(w.n (W) +BnT (w,Cn (w)),
S(w, G (W) = 1=v0)S(w,En (W) +7n T (w,En (w)).

Then
1. If 3% o (05 + &) < 00, where

On = O[S (w, & (w)) = & (W) = anBum@(IT(w, &n(w)) — € (w)])
—n ([T (w, Gu(w)) = £ (W)[]) = and(I T (w, 1mn (w)) — & (w)]])-

Then the Jungck-Noor type random iterative scheme {S(w,z,(w))}S2,, is a
comparably almost (S,T)- stable.

2. If the sequence {S(w, &, (w))}22, converge to the fixed point £*(w) of (S,T),
then lim,,_yo0 €, = 0.
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Proof. Using the random Jungck-Noor iterative scheme (2.1) and the sequence
{S(w, & (W)}, defined in (3.1), we have

15 (w,&n+1(w)) =& (w)]]

(3.1)

1S (w,n 41 (w)) = (1=an) S (w,En (w)) —an T (w,nn (w)) |l

<
T (A=an)lIS(w,én(w)) =€ (W)l +om | T(w,nn (w) =& (w)]
= ent(I-an)[[S(w.én (W)= (W) [ +on | T (w,nn (w)) =€ (w) |

Now, we compute the last estimate of (3.1) by using (2.7) and (3.1)

1T (w1 (w)) =" (w) |

(3.2)

I IA

[ VAN + IA I ~ IA IN

I (w,€* (w)) =T (w,mn (w))]|
eL ()18 (w,6% (w)) =T (w,6* (w)) |l (IS (w,€* (w)) =S (w,nn ()|
ST (w,€" (w)) =T (w,nn (w)))))

l1€* () =S (wnm (W) [| = (I T (w,€* (w)) =T (w,mn (w))]])
(1=Bn)1S (w,&n (w)) =€ () |4 | T (. (w)) —€ (w) |

(1€ (w) =T (w,nn (w))]))

(1=8)|1S(w,&n(w))—£* (w)H_;'_ﬁn[eL(w)IIS(wq&*(w))—T(wyﬁ*(w))II
118 (w,€" () =8 (w,Cn (w)) | = S| T (w,E* () =T (w,Cn (w)) )]
(1€ (w) =T (w,nm (w))]))

(1=Bn) 1S (w.&n (w))—E" () |+ 1€ () — 5 (w,Cn (w))]]

B (1€ (w) =T (w,n (w)) ) =S (1€ (w) =T (w,7n (w)) )
(1=B) 1S (w,En (W) =€ (W) 4B [(1=72) 1S (w,En (w)) —£* (w)]|
I T (w,&n (w))—€" (w) |1 Br d(|€7 (w) T (w,Cn (w))]])

(1€ (w) =T (w,nm (w))]))

(1=B) 1S (w,En () =€ () |48 (1=70) S (w,En () —€* (w) |
BrnYn [eL(W)HS(wvﬁ*(W))—T(wé*(w))ll (HS(w,&n(w))—&*(w)H
ST (w,&n ()~ (w) )]~ Br b (| T (w,Cn (w))—E" (w)]])

ST (w1 (w)) =€ (w)]])

(1=Bra BB An+Bnvn) 1S (w,En (w) —€* (w) |

Bryn & (| T (w,&n () =€ (w) ) =B S| T(w G (w)) —£" (w))
S| T (w1 (w))—E" (w)]])

118 (w,En () —€" () | =B n S(I T (w,n (w)) —€* (w)))

Brd(IT (. (w)) =€ () ) =S (I T (w,mm (w)) —€* (w) )

Applying (3.2) in (3.1), we obtain
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1S(w,&nr1(w)=€* (W) < ent(I—an)||S(w,en(w)—&* (W) [ +an||S(w,En (w))—&* (w) |
= anBnYn ([T (w,&n(w)) =€ (W)]]) —tn Brnd(| T (w,Cn (w)) £ (w)])
and(IT(w,mn (w)) =& (w)||)
= [IS(w,&n(w)) =& ()| =o(I|S(w,&n (w)) =& (W) [|)+(en+04r),
(3.3)

Wherev On=0(|IS(w,&n (w)) =& (W) ) —an Brnyn ¢([| T (w,&n (w)) =& (W) [|) —tn Br @ (| T (w,Cn (w)) —&™ (w)]])
— and([|T(w,nn (w)) =" (w) 1)
Now, we want to prove that #,, > 0, note that

IT(w,n(w))—€* (w)|| < ePIS T N=T (8Dl (| §(w,e" (w)) =S (w,En (w)) |
= oIT(w,&" (w)) =T (w,&n(w)))

(3.4) < (1S (w,€n (w) =€ (w)]l-

Also, we have by (3.4)

1T (w,Cn (w))—€" (w) | 1T (w,&" (w)) =T (w,Cn (w)) |

L @IS (W& (W) =T (.6 N (|| § (w,£* (w)) =S (w,Cn (w)) |
(T (w,&" (w)) =T (w,Cn(w))I))

(15 (w,¢n (w)) =€ (w)]]
(A=) 1S (w,&n (w)) =€* (W) [+ |7 (w,En (w)) =& (w) |
(A=) |8 (w,&n (w)) =& (W) [[+7n | S (w,&n (w)) =" (W) |
(18 (w&n (w)) =" (W)l -

IA

IN A IA

)
)_
)_

(3.5) )

Similarly, from (3.5), we get

T (w1 (w)) =€ (w)]

1T (w,&" (w)) =T (w,nn (w))l

< eL ()18 (w,6% (w)) =T (w,6* (w)) | (1S (w,&* (w))— S (w,mm (w))|
= (T (w,&" () =T (w,nn(w))))

< 1S(wonn (w)—€* (w) |

< (1-B)1S(w,n (W) =& (w) | +B8n | T (w,Cn (w)) =& (w) |

< A=-B)IS(w,&n (W) =& (w)][+8n |5 (w,&n (w)) =" (w) |

(3.6) 15 (w,En (w))—€" (w)]].

Now, we can study the sign of 6,, by using (3.4), (3.5), (3.6) and the condition
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an(1+ Bn + Bnyn) <1 as:

0 = O(IS(w,ln(w)) =" (W) —onBnyn ¢ (1T (w,En (w)) =" (w)]])

= anBnd(IT(w,¢n(w))=E" (W) ) —n ¢ (|| T (w,nn (w)) —£" (w) ||
(

2 oIS (w,én(w))=€* (W) ) =anBaynd(||S(w,én(w))=E* (w)|)
= anBnd(IS(w,En (w)) =€ (W) |1)—and(||S(w,&n (w))—£" (w)]])
= [l—an(1+Bn+Bnyn)]lo(lS(w,n (w))—€" (w)])

> 0.

Since Y7 (0, + &) < 00, we have lim, (0, +€,) = 0 . Back to the relation
(3.3) and by Lemma 2.1, we get

(3.7) limi s oo [|S (w,En () —€" () [0 or S(w &, (w)) =" (w) as n—sco.
From (3.4) and (3.7), we get

(3.8) 0|1 T (w & (w))—€" ()| < | S (w,En (w))—€" (w) |50 S n—o00.
Similarly, from (3.5), (3.6) and using (3.7)

(3.9) 0T (w,Cn (w)) —€* (W) | <[ (w,En (w)) —E* (w) ]| =0 S n—so0.

(3.10) O<IIT (w,mm (w)) =€ (w)|| <||S (w,,n (w)) —E* (w) [ =0 S n—s00.
Since ¢ is continuous, from (3.7)-(3.10), we obtain

1imy, s 00 On =limp — oo [¢(|| S (w,€n (w)) =€ (W) ) —n Bryn ¢ (|| T (w,€n (W) =E™ (w)])
an Bn@(IT(w,¢n (w)) —&™ (W) ) —an @ (|| T (w,mn (w)) —£* (w))]
= 0.

Hence the Jungck-Noor type random iterative scheme {S(w, z,(w))}52, is a com-
parably almost (S,T)- stable.
Next, suppose that S(w, &, (w)) = £*(w) as n — 00, and using (3.6) and (3.7), then

we can write

15 (w,gn+1(w)) —(1—an)S(w,&n (w)) —anT (w,nn (w)) |
15 (w,&n+1(w)) =& (w)[|+(1—an) 1S (w,En (w)) —£" (w) |
an[|T(w,mn(w)) =€ (w) |

18 (w,&nt1(w)) =" (w)[[+(1—an) |8 (w,&n(w)) =€ (w) |
an[|S(w,&n(w))—€" (W)l

19 (w,&nt1(w)) =" (W) [+ (w,€n (W) =" (w)]-

En

+ IN + IA

Hence, we get ¢, - 0asn —oco0. O
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From Theorem 3.1, we can present the following corollaries.

Corollary 3.1. Let (2,X) be a measurable space and E be a nonempty subset
of a separable Banach space X and let S,T : Q x E < E be two random oper-
ators defined on E satisfying a generalized ¢- weakly contractive-type (2.7) with
T(w,X) C S(w,X). Let £&(w) be a common random fized point of (S,T) and
{S(w, zn (W)}, be a Jungck-Ishikawa type random iterative scheme defined by
(2.8) converging strongly to £*(w), where {a,} and {B,} are sequences of positive
numbers in [0,1] satisfying

d Zzozl anﬂn = o0,

o ap(1+p5,) <1
Let {S(w, & (w))}22, be any sequence of random variable in E and define

en = |[S(w,&nr1(w)) = (1 = an)S(w, & (w)) — anT'(w, nu(w))],
Sw,np(w)) = (1=06,)S(w, & (w)) + BT (w, &n(w)).

Then
1 If 3 0 (0n + £5) < 00, where

On=0([|S(w,&n (w)) =" (W) ) —n Bn ¢(|| T (w,&n (w)) =&™ (W) ) —an (I T (w,nn (w)) =€* (w)])-

Then the Jungck-Ishikawa type random iterative scheme {S(w, xp(w))}S2, is
a comparably almost (S,T)- stable.

2. If the sequence {S(w, &, (w))}o2, converge to the fixed point £ (w) of (S,T),
then lim, o €, = 0.

Proof. Putting ~,, = 0in the Jungck-Noor type random iterative scheme in Theorem
3.1. Then we obtain the Jungck-Ishikawa type random iterative scheme and then
can be prove the Corollary 3.1 by following the same steps of proofing of Theorem
3.1. O

Corollary 3.2. Let (2,X) be a measurable space and E be a nonempty subset
of a separable Banach space X and let S,T : Q x E <> E be two random operators
defined on E satisfying a generalized ¢- weakly contractive-type (2.7) with T'(w, X) C
S(w, X). Let & (w) be a common random fized point of (S,T) and {S(w, z,(w))}2L,
be a Jungck-Mann type random iterative scheme defined by (2.4) converging strongly
to £*(w), where {ay, } is a sequence of positive numbers in [0,1] such that > | a, =
oo. Let {S(w, &, (w))}oe, be any sequence of random variable in E and define

en = [S(w; Enia(w)) = (1 = an)S(w, & (w)) — anT(w, En(w))];

Then



186 D.M. Albageri and R.A. Rashwan

1 If 3 (0 + €5) < 00, where
On=0 (IS (w,&n (w)) =& (W) ) —on d(| T (w,&n (w)) —€" (w) )

Then the Jungck-Mann iterative scheme {S(w,x,(w))}>2, is a comparably
almost (S,T)- stable.

2. If the sequence {S(w, &, (w))}22, converge to the fixed point £*(w) of (S,T),
then lim,,_yo0 €, = 0.

Proof. If v, = B, = 0 in the Jungck-Noor type random iterative scheme in Theorem
3.1. Then we obtain the Jungck-Mann type random iterative and then the proof of
the Corollary 3.2 is similar to that of Theorem 3.1. O

Remark 3.1. If the random mapping S = I; (Identity random mapping) and L(w) =0
in Corollary 3.1 and Corollary 3.2. Then Corollary 3.1 and Corollary 3.2 are random
versions of Theorem 3.2 and Corollary 3.3 respectively of Kim in [15].

Next, we prove that the Jungck- SP type random iterative scheme {S(w, =, (w))}52,
is a comparably almost (S,T)- stable.

Theorem 3.2. Let (2,X) be a measurable space and E be a nonempty subset
of a separable Banach space X and let S,T : Q x E <> E be two random operators
defined on E satisfying a generalized ¢- weakly contractive-type (2.7) with T'(w, X) C
S(w, X). Let £*(w) be a common random fized point of (S,T) and {S(w, x,(w))}32,
be a Jungck-SP type random iterative scheme defined by (2.2) converging strongly
to £*(w), where {an},{Bn} and {vn} are sequences of positive numbers in [0,1]
satisfying

o> X =00 0r Y 0 B =00 0r Y " Y = 0.
o an(l +Bn +’Vn) <1

Let {S(w, & (w))}52y be any sequence of random variable in E and define

en = [IS(w,nt1(w))—(1—an)S(w,nn(w))—anT (w,nn (w))ll,
S(wnn(w)) = (1=Bn)S(w,(n(w))+BnT (w,Cn(w)),
(3.11) S(wln() = (1=7n)S(w,&n (W) +7nT(w,En (w)).

Then
1 If 3 o (0n + £,) < 00, where

On=¢(||S(w,&n (w)) =& (W)|) —anyn ¢ (|| T (w,6n (w)) —€" (w)|])
—anBnd(|T(w,¢n(w)) =& (W) —and(| T (w,nn (w)) =€ (w)|)-

Then the Jungck-SP iterative scheme {S(w,z,(w))}5%y is a comparably al-
most (S,T)- stable.
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2. If the sequence {S(w, &, (w))}22, converge to the fized point £*(w) of (S,T),
then lim,,_yo0 €, = 0.

Proof. By the same steps of proofing of Theorem 3.1, using the random Jungck-SP
iterative scheme (2.2) and the sequence {S(w, &, (w))}22, defined in (3.11), we have

15 (w,&n+1(w))—(1—an)S(w,nn (w)) —anT (w,nn (w))]|
(I=an) |8 (w,nn (w)) =€ (W) [[+an || T (w,nn (w)) =€ (w)]|
= ent(I—an)[[S(w,nn(w) =€ (w)|[+anl| T (w,nn (w)) =€ (w)]|

15 (w,&n+1(w)) =& (w)]|

+ IA

(3.12)

Using (2.7) to compute the following

1T (w,mn (w)) =€" (w) | 17 (w,€" (w)) =T (w,nn (w)) |
L) 1S (w, &% (W) =T (w.&" (W)l (|| S (w,* (w)) =S (w,nn (w))]|
ST (w,€" (W) =T (w,na (w))]))

118 (wmn (w)) =€ (W) [ = S| T'(wsnn (w)) =€* (w)1])

IN

(3.13)

Applying (3.13) in (3.12), we obtain
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1S (w,En 1 (w))—€* (w)]| ent(1=an)[[S (w,mn (w) =€ (w) |
an[|IS (w1 (w)) =€ (w) | = (| T (w7 (w)) —€* (w)])]
= entlISwmn (w) =€ (W)~ an d(|| T (w,nm (w))—€* (w)]))
nt(1=B) 1S (w,Cn (w) =& (W) [|[+Bn | T (w,Gn (w) =€ (w) |
= and(IT(w,nn (w)—&* (w)])
nt(1=B) 1S (w,Gn (w)) =€ (w) || 4By [ ()15 (1€ () =T (w™ (w))|
118 (w,6* (w)) =S (w,n (W) [| = (| T (w,&* (W) =T (w,Cn (w)) )]
an ¢(||T (w,nn (w)—€* (w)])
nt(1=B) 1S (w,Cn () =€ (W) [|+8n | S (w,n (w)) —€* (w)|
= Bnd(IT(w,¢n (w) =€ (w)]|) —an S| T (w,mn (w)) —E* (w) )
= entlISw,Cn(w) =" (w) || =B d(IT (w,Cn (w)) —€* (w)]])
= and(|IT(w,mn (w)—&* (w)])
< ent (=) 1S (w,En (w)) =" (w)[|47vn [ T (w,€n (w) £ (w) |
= Bnd(IT(w,Cn (w)—€" ()]|) —an S| T (w,mn (w)) —E* (w) )
< ent (=) 1S (w,En (w))—€* (w)]|
Tt e IS T ) =T TN (|8 (w,€* (w)) = S (w,&n (w))
= S(IT(w,&* (W) =T (w,€n (W) )]~ Br (I T (w,Cn (w))—€* (w)])
= and(|T(wmn (w) =& (w)])
= entlIS(w g (w) =" (W) | = (I T (w,En (w))—€" (w)]])
= Bnd(IT(w,Cn (W) —€* (w)]) = an ¢(|T (w,mm (w) =€ (w) )
(3.14) = IS (wgn (w)) =€ (w) |~ (IS (w,En (w)) —E" () ) +(0n+en)

IN + IA

~ IN

where

0n=0(|S(w,&n (w)) =& (W) [N =vn (I T (w,&n (w)) =€™ (w) )
B d(IT (w,n(w)) =& (w) ) —an (| T (w,nn (w)) =& (w) )

Note that,

IT(w,n(w)) =€ (w)|| < IS @N=T 08 DI (| §(w g™ (w)) =S (w,&n (w)) |
(T (w,&" (w)) =T (w,&n(w))]))
(15 (w,&n (w)) =& (w)]]-

(3.15)

IN
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Also, from (3.15) , we get

1T (w,Cn (w))—€" (w) |

1T (w,€" () =T (w,Cn (w)) |

LIS (w,6% (W) =T (. @)l (|| §(w,&" (w)) =S (w,Cn (w)) |
(T (w,&" (w)) =T (w,Cn(w))I))

(18 (wCn (w)) =" (w) |
(=) 1S (w,&n (w)
(=) 1S (w,&n (w)
(18 (w&n (w)) =" (w) |

IN

£ (W) [+ 1T (w,&n (w)) =€* (w) |
£ (W) l4+yn 1S (w,n (w)) =& (w) |

IN A IA

)
)_
)_
)
(3.16)

Similarly, from (3.16), we get,

1T (w,mn (w)) =™ (w)]

1T (w,€" (w)) =T (w,mn (w)) |

LIS (w,6% (W) =T (W, @) (|| § (w, & (w)) =S (w7 (w)) |
(T (w,&" (w)) =T (w,nn (w))))

(18 (wnn (w)) =€* (w)]|

(=B 18 (w,¢n (w)) =& (W) [|+Bn | T (w,¢n (w)) —£" (w) |
(A=Br) 18 (w,&n (w)) =£" (W) [|4+Bn || S (w,&n (w)) =& (W)

(18 (w&n (w)) =" (w) |

IN

INIAN TN

(3.17)
Using (3.15), (3.16) and (3.17) with the condition «,, + 8, + 7» < 1 we obtain,

On = B(IS(w&n (W) =" (W) =vn ¢(IT (w,&n (w)) =" (w)])
= Bad(IT(w,¢n (w)) =& (W) —and (| T (w,nn (w)) =& (w)]])

(18 (w,&n (w)) =€ (W) ) =¥n P (1S (w,&n (w)) =£" (w)1])

Br (1S (w,&n (w))=€" (W) ) —an ¢ (1S (w,&n (w)) =€ (w)I)

(1= (an+Bn+vn)] (IS (w,&n (w)) =€ (W) )

> 0

IV

Since Z;’LO:O(HR +&,) < 00, then lim, o0 (6, + €,) = 0 and by Lemma 2.1, we get
(3.18) limy, S oo [|S(w,E€n (w))—€* (w)]|=0 or S(w,&n(w))—E* (w) as n—oo.
Also, we have by using (3.15), (3.16), (3.17) and (3.18)

(3.19) 0S| (w,En (w)) —E* (W) | <15 (w,En (w)) € (w) || -0 &S n—s00.
(3.20) O[T (w,¢n (w)) =€ (w)[| < IS (w,En (w)) —€* (w)[|—+0 S n—ro0.

(3.21) 0S| (w,mp (w)) =€ (W) [| <18 (w,En (w)) —€* (w) | =0 BS n—ro0.



190 D.M. Albageri and R.A. Rashwan

Since ¢ is continuous, from (3.18)- (3.21), we obtain

limp oo On = limpooo[@(|S(w,6n (w)) =€ (W) ) =Y @ (| T (w,&n (w)) =™ (w)]])
= Bno(IT(w,¢n (w)) =€ (w)]) —an (|7 (w,nn (w)) =" (w)]])]
= 0.

Hence the Jungck-SP type random iterative scheme {S(w,z,(w))}22, is a compa-
rably almost (S,T)- stable.

Next, suppose that S(w,&,(w)) — &*(w) as n — oo, and using (3.21), then we
obtain

15 (w,&n+1(w))=(1=an)S(w,nn(w)) —anT (w,nn (w))]|

™
3
|

< IS Enra(w) =€ (W) I+ (1—an) IS (w,nn (w) =€ (w) |
T o [T (wmm (w) =" (w)]]

SIS g (w) = (W) I+ (L—an) 1S (w,En (w) =& (w) |
+ anllS(wn(w)) =" (w)]l

= 1S(wiEnt1(w)) =" (W) [+115 (w,&n (W) =€* (w) |

— 0 as n—oo.
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Abstract. In this paper we generalize the notion of O—set and establish some fixed
point theorems for | — o — 1) —contraction multifunction in the setting of orthogonal
modular metric spaces. As consequences of these results we deduce some theorems in
orthogonal modular metric spaces endowed with a graph and partial order. Finally,
we establish some theorems for integral type contraction multifunctions and give some
examples to demonstrate the validity of the results.

Keywords. Fixed point theorem; metric space; contraction; partial order.

1. Introduction and Preliminaries

In order to generalize the well-known Banach contraction principle, Nadler [15]
introduced the Banach contraction principle for multivalued mappings in complete
metric spaces. It is known that the theorem by Nadler has been extended and
generalized in various directions by several authors, see [1, 2, 3, 9, 10] and the
references therein. On the other hand, modular metric spaces are a natural and
interesting generalization of classical modulars over linear spaces such as Lebesgue,
Orlicz, Musielak-Orlicz, Lorentz, Orlicz-Lorentz, Calderon-Lozanovskii spaces and
others. The concept of modular metric spaces was introduced in [6, 7]. Here, we look
at the modular metric space as the nonlinear version of the classical one introduced
by Nakano [16] on the vector space and the modular function space introduced by
Musielak [14] and Orlicz [17].

Recently, many authors studied the behavior of the electrorheological fluids,
sometimes referred to as ”smart fluids” (e.g., lithium polymetachrylate). A perfect
model for these fluids is obtained by using Lebesgue and Sobolev spaces, LP and
W1LP in the case p is a function [8]. In this paper, we generalize the notion of
O—sets and then establish some fixed point theorems for | — a — 1)—contraction
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multifunction in the setting of orthogonal modular metric spaces. As consequences
of these results, we deduce some theorems in orthogonal modular metric spaces
endowed with a graph and partial order. In the end, we establish some theorems
for integral type contraction multifunctions and give some examples to demonstrate
the validity of the results.

Let X be a nonempty set and w : (0,+00) x X x X — [0,+0c] be a function.
For reasons of simplicity we will write

wx(z,y) = w(X, z,y),
forall A >0 and z,y € X.

Definition 1.1. [6, 7] A function w : (0,400) x X x X — [0,+00] is called a
modular metric on X if the following axioms hold:

(i) x =y if and only if wy(z,y) =0 for all A > 0;
(ii) wa(z,y) = wr(y,z) for all A > 0 and z,y € X;
(itl) wrtp(z,y) <ws(z,2) +wu(z,y) for all A\, >0 and z,y,z € X.
If in the above definition we utilize the condition
(") wxr(z,z) =0 for all A > 0 and z € X

instead of (i) then w is said to be a pseudomodular metric on X. A modular metric
w on X is called regular if the following weaker version of (i) is satisfied

x=vy ifand only if wy(x,y)=0 forsome X > 0.

Again w is called convex if for A\, x> 0 and z,y, 2z € X holds the inequality

wx(z, 2) + wu(z,y).

WA+ 1 (1'7 y) <

n
T A+ A+ p

Remark 1.1. Note that if w is a pseudomodular metric on a set X then the function

A — wx(z,y) is decreasing on (0,+o0) for all z,y € X. That is, if 0 < u < A then

W)\(CL‘,y) < wx_#(x,m) +w#(x7y) = wﬂ(xay)'

Definition 1.2. [6, 7] Suppose that w be a pseudomodular on X and 25 € X and
fixed. So the two sets

Xy =Xu(xo) ={z € X :wr(z,z0) >0 as A\ — +oo}
and

X=X (xo) ={x € X:IA=A(z) >0 suchthat wx(z,z9) < +o0}.

X, and X are called modular spaces (around xg).
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It is evident that X, C X} but this inclusion may be proper in general. Assume
that w be a modular on X, from [6, 7] we derive that the modular space X, can be
equipped with a (nontrivial) metric induced by w and given by

dy(z,y) = nf{A > 0:wr(z,y) <A} forall z,ye€ X,.

Note that if w is a convex modular on X then according to [6, 7] the two modular
spaces coincide, i.e., X5 = X, and this common set can be endowed with the
metric d}, given by

d(z,y) =inf{A > 0:wx(z,y) <1} forall =z,y€ X,.

Such distances are called Luxemburg distances.

Example 2.1 presented by Abdou and Khamsi [1] is an important motivation
for developing the modular metric spaces theory. Other examples may be found in
[6, 7].

Definition 1.3. [13] Assume X, is a modular metric space, M a subset of X,
and (2, )nen be a sequence in X,,. Therefore,

(1) (@n)nen is called w-convergent to z € X, if and only if wy(z,,x) — 0, as
n — +oo for all A > 0. z will be called the w-limit of (zy,).

(2) (zn)nen is called w-Cauchy if wy(zy,,x,) — 0, as m,n — 400 for all A > 0.

(3) M is called w-closed if the w-limit of a w-convergent sequence of M always
belong to M.

(4) M is called w-complete if any w-Cauchy sequence in M is w-convergent to a
point of M.

(5) M is called w-bounded if for all A > 0 we have 0, (M) = sup{wr(z,y);z,y €
M} < 4o0.

Definition 1.4. [6, 7] w is said to satisfy the Fatou property if and only if for any
sequence {z,} C X, with lim,, o w1 (z,,2z) = 0, we have

w1 (z,y) <liminfw (2,,y)
n—oo
for all y € X,,.
But here we utilize the following version of the Fatou property.

Definition 1.5. w is said to satisfy the Fatou property if and only if for any
sequence {z,} C X,,, w-convergent to x, we get

wi(z,y) < liminf wy (z,,y)
n— 00

for all y € X, and A > 0.
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Also we say w satisfies the Ag—condition (see [2]), if lim,, 00 w(2yn, z) = 0 for some
A > 0 implies lim, o0 w(zp, ) = 0 for all A > 0.

Definition 1.6. [5] Let M be a subset of the modular metric space X,,.

e CB(M)={C: C is nonempty w-closed and w-bounded subset of M}
e K(M)={C: C is nonempty w-compact subset of M}

e A Hausdorff modular metric Q,(A, B) is defined on CB(M) by

Q/\(A7 B) = maX{Sup w,\(x, B)7 sup W)\(A7 y)}
z€eA yeB

where wy(z, B) = infyep wa(z,y).

Furthermore, let T : M — CB(M) be a multifunction. We say x € M is fixed
point of T' whence x € Ta. We denote all fixed points of T' by Fiz(T).

Lemma 1.1. /5] Suppose that A,B € CB(X,) and a € A. Thus for € > 0, there
exists b, € B such that
w,\(a7 be) < Q(A,B) +e

for all X > 0.

Asl et al. [3] defined the notion of a,-admissible multifunction as follows.

Definition 1.7. Let 7 : X — 2% and o : X x X — R,. We say that T is
a,-admissible mapping if

a(z,y) >1 implies a.(Tz,Ty)>1, z,yeX

where

ax(A,B) = zefixnlf}EBa(x,y).

Denote ¥ the family of strictly increasing functions ¢ : [0,00) — [0, 00) such that
X009 (t) < oo for all £ > 0.

Eshaghi et al. [9] introduced the notion of orthogonal set and gave a real gen-
eralization of Banach’s fixed point theorem in orthogonal metric spaces (For more
details on orthogonal set, also see [4]).

Definition 1.8. [9] Let X # @ and L € X x X be a binary relation. Assume that
there exists g € X such that zg Lz or xlxg for all z € X. Then we say that X
is an orthogonal set (briefly O-set). We denote the orthogonal set by (X, L). Also
suppose that (X, 1) be an O-set. A sequence {z;, },¢n is called orthogonal sequence
(briefly O-sequence) if (Vn;z, La,11) or (Vn; zpp1lay,).
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Definition 1.9. [9] We say a metric space X is an orthogonal metric space if
(X,1) is an O-set. Also T : X — X is L—continuous in z € X if for each
O-sequence {xp tnen in X if lim,, o d(z,,, 2) = 0, then lim, o d(Tz,,Tx) = 0.
Furthermore T is L-continuous if 7" is L-continuous in each z € X. Also we say
T is L-preserving if To 1Ty whence xly. Finally X is orthogonally complete (in
brief O-complete) if every Cauchy O-sequence is convergent.

Now we generalize the concept of O—set and introduce the notion of O* —modular
metric space in the following ways.

Definition 1.10. Let X # @ and L € X x X be a binary relation.

e Assume that there exists 2o € X such that zo Ll for all z € X \ {zo}. Then
we say that X is an orthogonal star set(briefly O*-set). We denote O*-set by
(X, 1).

o We say zg is center of X and we denote the set of all centers of X by C(X).

e Also suppose that (X, 1) be an O*-set. A sequence {z, }nen is called O*-
sequence if x,, Lz, 41 for all n € N.

Definition 1.11. Let X, be a modular metric space and M C X,,.

e M is an O*—modular metric space if (M, L) is an O*-set.

e T: M — M is L*—continuous in x € M if for each O*-sequence {z, }nen in
M, limy, oo wx(2n,x) = 0 for all A > 0, implies lim,,— oo wx (T2, Tz) = 0 for
all A > 0. Furthermore T is | *-continuous when 7T is 1 *-continuous in each
ze M.

T: M — CB(M) is L*—continuous in x € M if for each O*-sequence

{Zn tnen in M, lim, oo wr(2y, z) = 0 for all A > 0, implies lim,, o0 QA (T2, Tx) =

0 for all A > 0. Also T is L**-continuous when T is 1**-continuous in each
rzeM.

e T': M — M is L*-preserving if Tx LTy whence x_Ly.

T: M — CB(M) is L**-preserving, when z Ly implies ulv for all u € Tz
and v € Ty.

e Finally X, is w — O*-complete if every w-Cauchy O*-sequence is convergent.

If 2o Ly for all y € X then evidently 2 Ly for all y € X \ {z¢}. That is every O-
set (X, 1) is an O*—set, but the converse is not true. The following simple example
shows this fact.

Example 1.1. Let X = [0,00). For z,y € X, assume zly if < y. Then by putting
xo =0, X is an O*—set. In fact zo =0 < z for all z € [0,00) \ {zo = 0}. But 0 £ 0. That
is (X, 1) is not O-set.
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2. Main Results
To demonstrate our main theorems we need the following lemmas.

Lemma 2.1. Let X,, be a modular metric space such that w satisfies As— condition.
Let B be an w—closed subset of X,,. Then x ¢ B if and only if wx(x, B) > 0 for all
A > 0.

Proof. Let wy(z,B) > 0forall A > 0. Nowif z € B then wy(x, B) = infycpwi(z,y) =
0 for all A > 0, which is a contradiction. Hence = ¢ B.

Let 2 ¢ B. Now assume there exists \g > 0 such that wy, (z, B) = infycpwy, (z,y) =
0. Then there exists a sequence {y,}n>0 € B such that lim, oo wx,(x,yn) = 0.
As—condition implies lim,, oo wi(x,y,) = 0 for all A > 0. That is y, — 2z as
n — oo. Now since B is w—closed, then x € B, which is a contradiction. [

Lemma 2.2. Let X, be a modular metric space such that w satisfies the Fatou
property. Let A, B be two subsets of X, where B is w—compact. Then for each
x € A there exists y € B such that wy(x,y) < Qx(A, B) for all A > 0.

Proof. Let x € A. Then by using lemma 1.1 we can say for each n > 1 there exists

Yn € B such that

1
wa(z,yn) < QN(A, B) + e

On the other hand B is w—compact. Thus we may assume that {y,} w—converges
to y € B. Since w satisfies the Fatou property, we get

wx(z,y) < lminf wy(z,y,) < Qx(4, B),
n— oo
forall A >0. O

Lemma 2.3. Let X, be a modular metric space and @ # M C X,,. Let A,B €
CB(M) and q > 1. Then for each x € A there exists y € B such that wy(x,y) <
qQx(A, B) for all A > 0.

Proof. If in lemma 1.1 we take € = $(q — 1)Q\(A, B) then for each = € A there
exists y € B such that

wr(z,y) <ON(A,B)+e =Qx\(A,B)+ %(q —1DON(A,B) < Qx(A,B)+ (¢ — 1)Qx(A,B)

= qQ)\(A,B).

O

Now we are ready to prove our first theorem.
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Theorem 2.1. Let X, be a modular metric space such that w satisfies Ay — condition.
Let (M, 1) be a nonempty w — O*-complete subset of X,,. Let T : M — CB(M) be
an a-admissible and L**—preserving multifunction. Assume that for ¢ € U,

1) {0 )s1 = W@t < o).

Also suppose that the following assertion holds:
(i) there exist xg € C(M) and x1 € Txo such that a(xg,z1) > 1,
(i) T is 1**— continuous.

Then T has a fized point.

Proof. From (i) there exist 29 € C(M) and z1 € Tz such that a(xg,z1) > 1. We
know that zg € C(M), that is xg Ly for all y € M \ {zo}. If 29 = x; then z( is a
fixed point of T. Hence we assume that g # 1. So zgLxzy. Therefore from (2.1)
we have

(2.2) O\(T'wo, T'x1) < h(wa(wo, 71))-

Also if 1 € T'zy then 7 is a fixed point of T'. Assume that z1 ¢ T'z1. Then by
using lemma 2.1 we have

(2.3) 0 < wx(x1,Txq) for all A > 0.
Now if ¢ > 1 then from lemma 2.3 there exists x5 € T'x; such that
(2.4) wx(z1,x2) < ¢QA(Txg, Tx1) for all A > 0.
Since wy(x1,Tx1) < wx(z1,z2), for all A > 0 then from (2.3) and (2.4) we obtain
0 <wx(z1,Tz1) < wi(z1,22) < gQA(Tx0, T21) for all A > 0.
And so by (2.2) we get
0 <wr(z1,Tz1) < ws(z1, 22) < g (Tx0, T21) < g (Wi (X0, 21)).

That is

(2.5) 0 <walz1,22) < q¥p(wa(@o, 21)).

Note that z1 # zo (since x; ¢ Txp). Also since T is an a,-admissible then
o (Txo,Txy) > 1. This implies

a(xy,x2) > o (Txo, Txr) > 1.
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Further since T' is an 1 **—preserving then xg Lz implies ulv for all u € Txy and
v € Txy. This implies x1 L zs.

Therefore from (2.1) we have
(2.6) Ox(Tx1,Tas) < P(wr(z1,22)).

Put tg = wa(xo,x1). We know that z¢p # x1. Let B = {x1}. Then lemma 2.1
implies that wy(zp,z1) > 0 for all A > 0. That is ¢, > 0. So from (2.5) we
have wy(x1,22) < qu(to) where to > 0. Now since ¢ is strictly increasing then

Y(wi(z1,22)) < P(qp(to)). Put

__ ¥(gv(t))
Y(wa(1,72))

and so ¢ > 1. If 9 € Txo then x5 is a fixed point of T. Hence we suppose that
X9 ¢ Txo. Then
0 < wx(z2, Txza) for all A > 0.

So there exists x3 € T'xo such that
0 <wy(za,23) < 1\ (Ta1, Txo)
and then from (2.6) we get
0 <wa(w2,23) < @\ (T21,Ta2) < rip(walar, 22)) = P(qe(to))-
Again since ¢ is strictly increasing, then ¥(wy (22, z3)) < ¥(¥(q(to))). Put

_ ¥(@(gy(to)))

 Y(walaz,23))

So go > 1. If 23 € Txs then x3 is a fixed point of T. Hence we assume x3 ¢ Txs.
Then
0 < wx(x3,Txs) for all A > 0,

and so there exists x4 € Tx3 such that
(2.7) 0 < wr(z3,24) < @ (Tx2, Tx3).
Clearly zo # x3. Also again since T is a,-admissible and | —preserving then
a(zg,z3) > 1 and zo Lxs.
Then from (2.1) we have
O\ (Tza, Tas) < P(wyr(z2,x3)),
and so from (2.7) we deduce that

wa(w3,74) < @OA(T22, T23) < govp(wa(w2,23)) = Y(P(qy(to)))-
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By continuing this process we obtain a sequence {z,,} in X,, such that z,, € Ta,_1,
Ty # Tn_1, Tno1lan, a(ry_1,7,) > 1 and wi(Tn, Tne1) < Y (q(to)) for all
n € N. Let p be a given positive integer. Now we can write

n+p—1 n+p—1
WA(n Tntp) = wpa (T, Tntp) < > wa (Tk, Tpt1) < > W ay(to))-
k=n k=n

Therefore {x,,} is an w—Cauchy sequence. Since X, is an w—complete modular
metric space then there exists z € X such that z,, — z as n — oo. Since T is
1 **—continuous then

lim Q\(T2p-1,T2)=0

n—oo

for all A > 0. Let ¢ > 1. From lemma 2.3 for each z,, € Tx,_; there exist y, € Tz
such that

WA(Tn, Yn) < ¢@QA(Txp—1,Tz)

for all A > 0. Then lim,,— oo wx(Zn,yn) = 0 for all A > 0. Therefore

wa(z,yn) < W%(zamn) +W%(xn7yn)'

By taking limit as n — oo in the above inequality we get wy(z,y,) = 0, for all
A > 0. That is the sequence {y,} w—converges to z. Since Tz is w—closed then
zeTz. O

For multifunction T that is not | **—continuous we prove the following theorem.
Theorem 2.2. Let X, be a modular metric space such that w satisfies Ay — condition.

Let (M, 1) be a nonempty w — O*-complete subset of X,. Let T : M — CB(M) be
an a-admissible and L**—preserving multifunction. Assume that for ¢ € U,

(2.8) { Ziﬁ’y) S1 = W Ty) < dny)).

Also suppose that the following assertions hold:

(i) there exist xo € C(M) and x1 € Tz such that a(xg,z1) > 1,

(ii) if {xn} be an O—sequence in X, such that a(Ty,Tnt1) > 1 for all n € N with
T, — T as n — oo, then

a(Tp,x) > 1 and x, L
hold for all n € N.

Then T has a fized point.
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Proof. As in the proof of theorem 2.1 we deduce an O*-sequence {z,} starting at
xo 18 w—Cauchy and so w—converges to a point z € X,,. Then from (ii) we have

a(zn,z) > 1and z, Lz
So from (2.9) we have
O (Txp-1,Tz) < P(wr(zn-1, 2))
for all n € N. Taking limit as n — oo in the above inequalities we get

lim Q)\(Txz,—1,Tz)=0.

n—oo

Now as in the proof of theorem 2.1 we get z € Tz. O

Example 2.1. let X = {1, 2,3} and define modular metric w on X be defined by

0 T =y,

L ayex\(

4A 7y K
wr(t,y) =walpe) =4 1

o myeX\{3h

S eyex\ {1}

3N Y .

Suppose T2 = {1} and Tz = {3} for x # 2, a(z,y) = 1 and x Ly if and only if z < y. Let
¥(t) = 5. For Ly, we consider to the following cases:

e Let x =1 and y = 2, then,

ON(T1,T2) = w(1,3) = % — Pwn(1,2).

e Let x =1 and y = 3, then,
Q\(T1,T3) =wr(3,3) =0 < ¥(wr(1, 3)).

e Let x =2 and y = 3, then,

ON(T2,T3) = wa(1,3) = = < % — (wn(2,3)).

N

Therefore all conditions of theorem 2.2 holds and 7" has a fixed point.

Example 2.2. Let X = R, M = [0,00) and wx(z,y) = +|z — y|. Define T : M —»
CB(M) by
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and o : M x M — [0, +00) by
3 =myelod],
alz,y) = 0 otherwise

It is easy to check that T" is an a.-admissible. Let ¥(t) = % forallt >0and xlyif x <y.
Let Ly and a(z,y) > 1. Then z,y € [0,1] and 0 < z <y < 1. Then we write

(5,21 14, )) = Soen(@y) < groaleny) = v(en@y)),

If {,} C X is a sequence such that a(xn,Zny1) > 1 and zp < zpqq for all n € N with
ZTn — T as n — 400, then € [0,1] and z, < z for all n > 0. That is a(x,,z) > 1 and
nLx. Hence all conditions of theorem 2.2 holds and T has a fixed point. Let x = 0 and
y = 1. So for usual metric d(z,y) = |z — y| we have

(0, 1)H(T0,T1) = % > 1=d(0,1) > $(d(0,1)).

Therefore theorem 2.1 of [3] can not be applied for this example.

If in theorem we take a(x,y) = 1, then we obtain the following corollary.

Corollary 2.1. Let X, be a modular metric space such that w satisfies Ao — condition.
Let (M, 1) be a nonempty w — O*-complete subset of X,,. Let T : M — CB(M) be
an L **—preserving multifunction. Assume that for ¢ € VU,

rly = (T, Ty) < ¥(war(z,y)).

Then T has a fized point.

Corollary 2.2. Let X, be a modular metric space such that w satisfies Ao — condition.
Let M be a nonempty w-complete subset of X,. Let T : M — CB(M) be an -
admissible multifunction. Assume that for ¥ € U,

(2.9) a(z,y) > 1= Q(Tz,Ty) < P(walz,y)).
Also suppose that the following assertions hold:

(i) there exist xg € M and x1 € Txg such that a(zg,x1) > 1,

(i) if {xn} be a sequence in M such that o(xy,xp+1) > 1 for all n € N with
Tn =T €M asn — oo, then a(xy,,x) > 1 hold for all n € N.

Then T has a fized point.

Proof. Define a binary relation L € M x M by zly if (x,y) € M x M. Then
xly for all z,y € M. That is (M, L) is an O*—set and C(M) = M. Clearly
(z,y) € M x M and (u,v) € M x M for all z,y € M and all u € Tz and v € Ty.
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That is zly and ulw for all x,y € M and all u € Tx and v € Ty. Then T is a
L **—preserving multifunction. From (i) there exist 2o € M = C(M) and z; € Txg
such that a(xg,x1) > 1. Assume that {x,} be an O*—sequence in M such that
(X, Tpy1) > 1 for all n € N with @, — € M as n — oo. Thus from (ii) we
have a(xy,x) > 1 for all n € N. Also clearly (z,,,x) € M x M for all n € N. Now
if xly and a(z,y) > 1 then (z,y) € M x M and «a(z,y) > 1 and so from (2.9) we
get O\ (Tz, Ty) < ¥ (wa(z,y)). Hence all conditions of theorem 2.2 hold and T has
a fixed point. O

If in corollary we take a(z,y) = 1 then we obtain the following result.

Corollary 2.3. Let X,, be a modular metric space such that w satisfies Ao— condition.
Let M be a nonempty w-complete subset of X,,. Let T : M — CB(M) be a multi-
function. Assume that for ¢ € U,

holds for all x,y € M. Then T has a fixed point.

If in the above corollary we take 1(t) = rt where r € [0,1) then we deduce the
following result.

Corollary 2.4. Let X,, be a modular metric space such that w satisfies Ao— condition.
Let M be a nonempty w-complete subset of X,,. Let T : M — CB(M) be a multi-
function. Assume that for r € [0, 1),

O (Tz, Ty) < rw(z,y).
holds for all x,y € M. Then T has a fixed point.

The following corollary is Theorem 2.1 of Asl et al. [3] in the setting of modular
metric spaces.

Corollary 2.5. Let X, be a modular metric space such that w satisfies Ao — condition.
Let M be a nonempty w-complete subset of X,,. Let T : M — CB(M) be an -
admissible multifunction. Assume that for ) € U

(2.10) a(z, ) (Tz, Ty) < ¢ (wi(w,y))
holds for all x,y € M. Also suppose that the following assertions hold:
(i) there exist xg € M and x1 € Tz such that a(zo,x1) > 1,

(i1) if {xzn} be a sequence in M such that o(xn,zp+1) > 1 for all n € N with
Tp — x € M as n — oo then axy, ) > 1 hold for all n € N.

Then T has a fized point.

Proof. Let al(z,y) > 1. Then from (2.10) we get Qx(Tx, Ty) < 1 (wa(z,y)). Hence
all conditions of corollary 2. hold and T has a fixed point. [
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3. Some Results in Modular Metric spaces endowed with a graph

As in [11], let (X,,,w) be a modular metric space and A denotes the diagonal of the
cartesian product of X x X. Consider a directed graph G such that the set V(G)
of its vertices coincides with X and the set E(G) of its edges contains all loops,
that is E(G) 2 A. We assume that G has no parallel edges, so we can identify G
with the pair (V(G), E(G)). Moreover we may treat G as a weighted graph (see
[12], p. 309) by assigning to each edge the distance between its vertices. If z and y
are vertices in a graph G then a path in G from z to y of length N (V € N) is a
sequence {z;}¥ , of N + 1 vertices such that o = z, xx =y and (z;—1, ;) € E(G)
fori=1,...,N.

Definition 3.1. [11] Let (X, d) be a metric space endowed with a graph G. We
say that a selfmapping T : X — X is a Banach G-contraction or simply a G-
contraction if T' preserves the edges of G, that is

forallz,y € X, (x,y) € E(G) = (Tz,Ty) € E(G)
and T decreases the weights of the edges of G in the following way:

Ja € (0,1) such that for all z,y € X, (z,y) € E(G) = d(Tz,Ty) < ad(z,y).

Definition 3.2. [11] A mapping T : X — X is called G-continuous if given x € X
and sequence {z, }

Tn — xasn — oo and (T, xn41) € E(G) for alln € N imply Tx,, — T.

In this section we assert some | — 1 —contraction multifunction type fixed point
results in O* —modular metric spaces endowed with a graph G which can be deduced
easily from our presented theorems.

Theorem 3.1. Let X, be a modular metric space endowed with a graph G such
that w satisfies Ao—condition. Let (M, 1) be a nonempty w — O*-complete subset
of Xo,. Let T : M — CB(M) be a L**—preserving multifunction. Assume that for
Yev,

(3.1) { sz) cpe — WTnTy)< P (wa(z,9)).

Also suppose that the following assertions hold:
(i) there exist xg € C(M) and x1 € Txg such that (zo,z1) € E(G),
(i) if (z,y) € E(G), then (u,v) € E(G) for allu € Tx and v € Ty,
(ii3) T is L**— continuous.

Then T has a fized point.
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2, if (z,y) € E(G)
0, otherwise ’
First we show that T is an a.-admissible multifunction. Let a(x,y) > 1, then
(x,y) € E(G). From (ii) we have (u,v) € E(G) for all w € Tz and v € Ty.
Then o.(Tx,Ty) = inf{a(u,v) : v € Tz, v € Ty} =2 > 1. Thus T is an au-
admissible multifunction. From (i) there exist g € C(M) and x; € Tzo such that
(zo,21) € E(G). That is a(xg,x1) > 1. Assume that z 1y and «(x,y) > 1. Thus
zly and (z,y) € E(G). Hence from (4.1) we have Qx(Tz,Ty) < ¢ (wi(z,y)).
Therefore all conditions of theorem 2.1 hold and T has a fixed point. O

Proof. Define a : X, x X, — [0,4+00) by a(z,y) =

Theorem 3.2. Let X, be a modular metric space endowed with a graph G such
that w satisfies Ag—condition. Let (M, L) be a nonempty w — O*-complete subset
of Xo. Let T : M — CB(M) be an L**—preserving multifunction. Assume that for
Yev,

rly
{ (r.y) € B(G) (T2, Ty) < ¢ (walz,y)).
Also suppose that the following assertions hold:

(i) there exist xg € C(M) and x1 € Txg such that (zo,z1) € E(G),
(i) if (z,y) € E(G), then (u,v) € E(G) for allu € Tx and v € Ty,

(i) if {xn} be an O—sequence in X, such that (x,,xn11) € E(G) for alln € N
with x, — T as n — oo, then

(zn,x) € E(G) and xp Lz
hold for all n € N.

Then T has a fized point.

Proof. Define the mapping « : X, x X, — [0, +00) as in the proof of theorem 3.1.
Let {x,} be a O*—sequence in M such that a(x,,2,+1) > 1 for all n € NU {0}
and x, — x as n — oo. Then (xy,,zp41) € E(G) for all n € NU {0}. From (iii) we
get (xn,2) € E(G) and z,, Lx. That is a(xy,z) > 1 and 2, L for all n € NU{0}.
Similar to the proof of theorem 3.1 we can prove that other conditions of theorem
2.2 are satisfied. Therefore all conditions of theorem 2.2 hold and T has a fixed
point. [

4. Some Results in Modular Metric spaces endowed with a partial
order

The existence of fixed points in partially ordered sets has been considered in [18].
Let X, be a nonempty set. If X, be a modular metric space and (X, <) be a
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partially ordered set then X, is called a partially ordered modular metric space.
Two elements x,y € X,, are called comparable if x <y or y =< z holds.

In this section we will show that some | — 1 —contraction multifunction type
fixed point results in O* —modular metric spaces endowed with a partial order =<
can be deduced easily from our presented theorems.

Theorem 4.1. Let X, be a modular metric space endowed with a partial order
= such that w satisfies Ao—condition. Let (M, L) be a nonempty w — O*-complete
subset of X,,. Let T : M — CB(M) be an L**—preserving multifunction. Assume
that for ¥ € U,

(4.1) { iéyy — O\ (T2, Ty) < ¥(wr(z,y)).

Also suppose that the following assertions hold:

(i) there exist xg € C(M) and x1 € Txo such that zg < 21,
(i) if x <y, then u < v for allu € Tx and v € Ty,
(iii) T is L**— continuous.

Then T has a fized point.

2, ifx=<y

0, otherwise °
1 then ¢ < y. From (ii) we have v = v for all w € Tz and v € Ty. Then
o (Tz, Ty) = inf{a(u,v) : we€ Tz, ve Ty} =2>1. Thus T is an a,-admissible
multifunction. From (i) there exists zo € C(M) and z1 € Tz such that zo < 7.
That is a(zg,z1) > 1. Assume that 1y and a(z,y) > 1. Thus zLly and = < y.
Hence from (4.1) we have Qx(Tz,Ty) < 1 (wa(z,y)). Therefore all conditions of
Theorem 2.1 hold and T has a fixed point. [J

Proof. Define o : X, xX,, — [0,400) by a(x,y) = { Let o(z,y) >

Theorem 4.2. Let X, be a modular metric space endowed with a partial order
=< such that w satisfies Ag—condition. Let (M, L) be a nonempty w — O*-complete
subset of X,,. Let T : M — CB(M) be an L**—preserving multifunction. Assume
that for ¢y € U,

{ ij_ﬁyy = MW\(T'z,Ty) <y (walz,y)).

Also suppose that the following assertions hold:

(i) there exist xo € C(M) and x1 € Tz such that o =X x1,

(i) if x <y, then u < v for allu € Tx and v € Ty,
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(ii1) if {xzn} be an O—sequence in X, such that x, =< Tni1 for all n € N with
T, — X as n — oo, then
T, < x and r,Llx

hold for all n € N.
Then T has a fized point.

Proof. Define the mapping « : X, x X, — [0, +00) as in the proof of theorem 3.1.
Let {x,} be a O*—sequence in M such that a(x,,2,+1) > 1 for all n € NU {0}
and z, — z as n — oo. Then =z, < x4 for all n € NU {0}. From (iii) we get
xn = x and z,Llz. That is a(z,,z) > 1 and x, Lz for all n € NU {0}. Similar
to the proof of theorem 3.1 we can prove that other conditions of theorem 2.2 are
satisfied. Therefore all conditions of Theorem 2.2 hold and T has a fixed point. O

5. Some Integral type contractions
Let @ denote the set of all functions ¢ : [0, +00) — [0, +00) satisfying the following
properties:

e every ¢ € @ is a Lebesgue integrable function on each compact subset of
[0, +00),

e for any ¢ € ® and any € > 0, [; ¢(1)dr > 0.

Following arguments similar to those in Theorem 2.1 and 2.2, we can prove the
following theorems.

Theorem 5.1. Let X, be a modular metric space such that w satisfies Ay — condition.
Let (M, 1) be a nonempty w — O*-complete subset of X,,. Let T : M — CB(M) be
an au-admissible and L**—preserving multifunction. Assume that for ¢ € U,

Ly 0 (T2,Ty) wx (@)
{rsr = emar<u( [T o).
Also suppose that the following assertion holds:

(i) there exist xo € C(M) and x1 € Tz such that a(xg,z1) > 1,

(i) T is L**— continuous.

Then T has a fized point.

Theorem 5.2. Let X, be a modular metric space such that w satisfies Ay — condition.
Let (M, 1) be a nonempty w — O*-complete subset of X,,. Let T : M — CB(M) be
an a-admissible and L**—preserving multifunction. Assume that for ¢ € U,

xLy Q\(Tz,Ty) wx(z,y)
{ Az,y) =1 /0 glrdr < 111(/0 Hr)dr).
Also suppose that the following assertions hold:
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(i) there exist xg € C(M) and x1 € Txg such that a(xg,z1) > 1,

(ii) if {xn} be an O—sequence in X, such that a(Ty, Tnt1) > 1 for all n € N with
T, — X as n — oo, then

a(Tp,x) > 1 and x, L
hold for all n € N.

Then T has a fized point.

As consequences of the above theorems we can deduce the following results in the
setting of O* —modular metric space endowed with a graph G or a partial order <.

Theorem 5.3. Let X, be a modular metric space endowed with graph G such that
w satisfies Ao—condition. Let (M, 1) be a nonempty w — O*-complete subset of X,,,.
LetT : M — CB(M) be an L**—preserving multifunction. Assume that for ¢ € U,

r QN (Tz,Ty) wx(z,y)
{ e = /O o(r)dr < o /0 o(7)dr).

Also suppose that the following assertions hold:
(i) there exist xg € C(M) and x1 € Txo such that (zo,21) € E(G),
(i) if (x,y) € E(GQ), then (u,v) € E(G) for allu € Tx andv € Ty,
(ii) T is L**— continuous.
Then T has a fized point.

Theorem 5.4. Let X, be a modular metric space endowed with graph G such that
w satisfies Ao—condition. Let (M, L) be a nonempty w — O*-complete subset of X,,,.
LetT: M — CB(M) be an L**—preserving multifunction. Assume that for ¢ € U,

zly O (T, Ty) wx (z,y)
{epe = emarsu( [ o).
Also suppose that the following assertions hold:
(1) there exist xog € C(M) and x1 € Txg such that (zo,z1) € E(G),
(i) if (z,y) € E(G), then (u,v) € E(G) for allu € Tx and v € Ty,

(iti) if {xn} be an O—sequence in X, such that (xn,zn+1) € E(G) for alln € N
with ., — x© as n — oo, then

(Tn,x) € E(Q) and xplx

hold for all n € N.
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Then T has a fized point.

Theorem 5.5. Let X, be a modular metric space endowed with a partial order
= such that w satisfies Ag—condition. Let (M, L) be a nonempty w — O*-complete
subset of X,,. Let T : M — CB(M) be an L**—preserving multifunction. Assume
that for ¢ € U,

Q\(Tz,Ty) wx(z,y)
{ iéyy . /0 o(r)dr < ( /0 o(7)dr).

Also suppose that the following assertions hold:
(i) there exist xg € C(M) and x1 € Txo such that zg < 21,
(i) if ¢ <y, then u < v for allu € Tx and v € Ty,

(iii) T is L**—continuous.

Then T has a fized point.

Theorem 5.6. Let X, be a modular metric space endowed with a partial order
= such that w satisfies Ao—condition. Let (M, L) be a nonempty w — O*-complete
subset of X,,. Let T : M — CB(M) be an L**—preserving multifunction. Assume
that for ¥ € U,

Q\(Tz,Ty) wx(z,y)
{ wly /0 o(r)dr < o /0 o(r)dr).

T2y
Also suppose that the following assertions hold:
(i) there exist xo € C(M) and x1 € Tz such that o =X x1,
(i) if ¢ <y, then u < v for allu € Tx and v € Ty,

(ii1) if {xzn} be an O—sequence in X, such that x, =< Tni1 for all n € N with
T, — X as n — oo, then

T, < x and r,Llx

hold for all n € N.

Then T has a fized point.
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ON PARAMETRIZED HERMITE-HADAMARD TYPE
INEQUALITIES
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Abstract. In recent years, many results have been devoted to the well-known Hermite-
Hadamard inequality. This inequality has many applications in the area of pure and
applied mathematics. In this paper, our main aim is to give a parametrized inequality of
the Hermite-Hadamard type and its applications to f-divergence measures and means.
First, we prove the identity associated with the right side of the Hermite-Hadamard
inequality. By using this identity, the convexity of the function and some well-known
inequalities, we obtain several results for the inequality. The inequalities derived here
also point out some known results as their special cases.

Keywords. Hermite-Hadamard inequality; parametrized inequality; convex function.

1. Introduction

Almost no mathematician in applied mathematics, especially in nonlinear pro-
gramming and optimization theory, can ignore the significant role of convex sets
and convex functions. For the class of convex functions, many inequalities such as
Jensen’s, Hermite-Hadamard and Slater’s inequalities have been introduced since
this idea was introduced for the first time more than a century ago. Among the
introduced inequalities, the most prominent is the so called Hermite-Hadamard’s
inequality. The statement of this inequality is (see [15] ):

Let I be an interval in R and f: I C R — R be a convex function defined on [
such that a,b € I with a < b. Then the inequalities

(L.1) f (a;b> - bia /a”f(x)dx . f(a);rf(b)

hold. If the function f is concave on I, then both the inequalities in (1.1) hold in
the reverse direction. It gives an estimate from both sides of the mean value of a

Received December 01, 2018; accepted February 25, 2019
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convex function and also ensure the integrability of the convex function. It is also
a matter of great interest and one has to note that some of the classical inequalities
for means can be obtained from Hadamard’s inequality under the utility of peculiar
convex functions f. These inequalities for convex functions play a crucial role in
mathematical analysis and other areas of pure and applied mathematics.

For more recent results, generalizations, improvements and refinements related
to Hermite-Hadamard inequality see [2, 3, 9, 10, 11, 12, 13, 14, 24, 30, 23, 22] and
the references cited therein.

In 2010, Havva Kavurmaci et al. proved the following important lemmas:

Lemma 1.1. [18] Let f : I° C R — R be a differentiable mapping on I°, a,b € I°
with a < b. If f" € Lla,b], then the following identity holds:

b
(x —a)f(a) + (b~ 2)f(B) ia/fqu

—a

(=

1 1
2 2
/t—l (tx + (1 - tyayde + L5 /1—t (tz + (1 — t)b)dt.
0 0

.I—(l

b—a

(1.2)
Here I° denotes the interior of I.

The following results are the ultimate consequences of Lemma 1.1, which have been
presented in [18] .

Theorem 1.1. Under the assumptions of Lemma 1.1 and if | f'| is convex on [a, b],
then we have the following inequality:

(z—a)f(a)+ (b—x)f(b) 1
b—a b—a/f(m)dm

a

w—anf@)+2fwﬂm+@—xfpf@)+2f@q.

<
- b—a 6 b—a 6

Theorem 1.2. Suppose the conditions of Lemma 1.1 are satisfied and if the new
mapping |f'|9 (¢ > 1) is convex on [a,b], then the following inequality holds:

b—a b—a

) 6o DfO) 1 f

1 1

+w—mfp%mw+mfwwr]

b—a
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Theorem 1.3. Suppose the conditions of Lemma 1.1 hold and if the mapping |f'|4
(g > 1) is concave on [a,b], then the following inequality is valid:

b
(z—a)f(a) + (b—z)f(b) 1
b—a - b—a/f(m)dx

a

[<m—a>2 £ [+ 0 apfr (=52) \1
b—a '

<

| =

The main purpose of this paper is to present a parametrized inequality of the
Hermite-Hadamard type for functions whose first derivative absolute values are
convex. We prove the identity for the right side of the inequality and discuss their
particular case (Corollaries 2.2, 2.4, 2.6). By applying Jensen’s inequality, power
mean inequality and the convexity of functions in the identity, we obtain inequalities
for the right side of the Hermite-Hadamard inequality. As applications, some new
inequalities for f-divergence measures and means are established.

2. Main Results

In order to prove our main results, we need the following lemma.

Lemma 2.1. Lete € R andlet f : I° — R be a differentiable function on I°,a,b €
I° with a < b. If f' € L[a,b], then the following equality holds:

(z—a)[1—e)f(z) +ef(a)] + (b —2)[(1 =€) f(z) +ef(b)
b—a —a/f

1 1
—a)? )2
92 a) /t—e (tz + (1 —t)a)dt + bb ?) /e—t (tz + (1 — t)b)dt.
a
0 0

(2.1)

Proof. 1t suffices to note that

1
PRy
L = ”Z @) /t—e (tz + (1 — t)a)dt
0
1
_ (w—a)? | (t—of tx+(1—t)a)’1_/f(tm+(1—t)a)dt
N b—a T—a 0 T —a
1
_ (z—a)? | (1—e)f(x) +ef(a flz+ (1 —t)a)dt
 b—a T —a z—a ’

[}
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By substituting u =tz + (1 — t)a in (2.2) we have

n o= uﬂmVL«mm+d@_/fwm1

b—a T—a (x —a)?
0 _ Lol -0/ ¢ efla)] _a/f y
similarly
, 1
L = bb a)/e—t Ptz + (1 — t)b)dt
0

(2.3 - Ceollo ol 2O L [ ua

now by adding (2.2) and (2.3) we get (2.1). O

Remark 2.1. If we choose € = 1, then from Lemma 2.1 we obtain Lemma 1.1.

Lemma 2.2. Let € be a real number. Then

QE%—I7 € 2 1
/\6 —tldt=q 222t g<e<1
1—2¢ € S O

1
Proof. Case 1. If € > 1, then [ |e —t|dt = [(e — t)dt = 25L.
0 0

Case 2. If 0 < e < 1, then

1 . 1
[le—tldt = [(e —t)dt + [(t — e)dt = 2E=2eL,
0 0 €

Case 3. If € <0, then

1 1
[le—tldt = [(t —e)dt = 152,
0 0

2

O

Lemma 2.3. Let € be a real number. Then

36—27 621

/\t—e\tdt: D2 <e<
% e <0.
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Lemma 2.4. Let € be a real number. Then

1 366—17 621
/\t—e\(l—t)dt: 28463kl g << ]
1—3e¢

0

5 € <0.

Theorem 2.1. Let € € R and let f : I° — R be a differentiable function on
I°,a,b € I° with a < b such that ' € Lla,b]. If |f'| is convex on [a,b], then the
following inequality holds :

(z —a)[(1 —e)f(z) + ef(a)] + (b —2)[(1 — ) f(x) + €f(b)
b—a b—a/f

T

@) (*52) +1f'(a)] (*F
f’(l‘) ( 3 3€+2)_~_‘f(
(x)

'—‘Q

& ) ife>1
)l 87_263%22_36“) if0<e<1
()] (35%) + | ()] (252 ife<0

~

8

\
\
| <
(b—m‘)z f()‘(6)+|f()|( ) . ife>1
+ If’(x)\( < 35“)+f()%%) ifo<e<1
|f/ ()] (352) + 1 (b)] (252 if e <0.

Proof. Tt follows from the convexity of |f’| and Lemma 2.1 that

(z —a)[(1 —e)f(x) + ef(a)] + (b —2)[(1 — ) f(x) + €f(b)
b—a/f

b—a
b 2
< (1 —t)a)|dt + (b__i) /|e—t|\f’(tm+(1—t)b)\dt
0
< @)+ (1= t)f (a)])dt

(@) + (L= 1)If (b)[]dt

(m—a)2 ‘f/($)|(356;2)+\f’(a) (366—_1 . ife>1
= |f/ ()] (26 -636+2) +1f'(a)] W) ifo<e<l
)IH( f

ife<oO

()] ( F 01 (25) if e>1
+(b—l')2 { |f/($)‘ (2?5—636 2) +‘f’(b g_2€3+652_36+1> F0<e<1 }
(@) ( f'(b)

if e <0.
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Corollary 2.1. Under the assumption of Theorem 2.1 if we choose x = “T*'b, we
have
ef(a) +ef(b) +2(1—e)f ( i
2 S / fe
L (452) 1 (352) + (1 (@) + /(b )D(T ifex1,
Cba 1 () | (52 () + ) ()

1 (452) | (35%) + (1 (@) + [/ 0)) (£5%) ife<0.

Corollary 2.2. Under the assumption of Theorem 2.1 if we choose x = “TH’ and

e =1, we have
a(lf( 4 1f (a”’) |+|f’(b)l>

¢ (If’(a)l + f’(b)>-

Proof. The second inequality is obtained by using the convexity of |f/|. O

IN

IN

Theorem 2.2. Let ¢ € R and let f : I° — R be a differentiable function on
I°,a,b € I° with a < b such that f' € Lla,b]. If |f'|7,q > 1 is convex on [a,b], then
the following inequality holds:

(z—a)[(1 —e)f(x) + f(a)] + (b—2)[(1 — ) f(x) +€f(b)
b—a —a/f

q

(252)" (f’(x)l" (352) + | f'(a)|? (%)) ife>1

o (2pea) '™ (f’(x)l" (222) 4 |/ (a)| o (R2etg=iest) ) E
ifo<e<1

(1) (o )+ ) ) e

IN

Q=
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q

(%)1_% (f( )9 (352) + | £/ (b)) (352 1)) ife>1

Joom? ] (2egen) (f/<m)|q (282 1 p () (7‘253%22‘3”1))

ifo0<e<l1

Q=

q

1-3
(T) (f’<x>l"<%>+|f'<b>|q<%)> if e <0.

Proof. Using Lemma 2.1 and the Power mean inequality, we have

(z —a)[d —e)f(x) +ef(a)l + (b —2)[(1 —€)f(x) + ef(b)
b—a b—a/f

(x —a)? /
< e 0/t—e|f(tx+(1—t ot + & 0/ I (b (1 — b))t
() oo
< |t — el|dt (It — eI f (tx + (1 — t)a)|?dt
b—a 0/ 0/
(b—x)? (/1 o /1 v
+ — |e—tdt> ( le —t||f' (tx + (1 — 1) )|th>
b—a ) )
9 1 1—% 1 1
< (ml;__(;) (/t—ﬁdt> (/t—él[tlf( )+ (1 =)[f ()] >
b 9 01 1—% 01 s
+ (b__g;) (/le—tdt> (/e—t[tf’(x)l"+(1—t)|f( )] >
0 0

Q=

(23—‘1)1_“(|f'< )[4 (252) + |(a >|q(3e_6—1>> e 1

_ (x —a)? (262—22e+1>1_5 <|f/(m)q (2e 3e+2> 1f ()] (—2e3+6(§2—3e+1> ) !

if0<ex<1

(152) 7 (lf’(m)q (255) + |/ (a)? (%)) ife<o

Q=
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O

Corollary 2.3. Under the assumption of Theorem 2.1 if we choose x = 2£0

have

b—a
<

b—a

Corollary 2.4.

M. A. Khan and Y. Khurshid

q

26 1 (If’ )9 (252 +f()Q(366——1)> if e >1
1—

-QI»—‘

(b_gg)Q 262 —2¢+1
ot | ()
if0<e<1

1
q

-4
(T) (If’(m)q (5%) + 11 @) (%)) fe<0.

2 7

ef(a) +ef(b) +2(1 —e)f (%) 1 - /f(m)da:

2 b—

q

(ﬁ)l_% (f/(i) 7 (352) +1f'(a )Iq(ﬁ)> ife>1
2 2 5 >
(4) (f’ (22) Jo (22522) 4 | (oo (2t0etgetL ) )

if0<e<l1

q

() (f' (5£2) 1 (252) + | (@) (%)) fe<o

Q=

GO (f’ (52) 1 (352) + 170 (36—-1)> fez1
2 2 6 6 -
(2tspe) (f’ (252) 7 (222) |/ (2=t )

if0<e<1

q

() (f’ (52) 17 (22) + 11 o) (%)) ife<o.

€ =1, we have

<| "(2)]? (2€ _35“) +|f' (b)) (w

)

we

Q=

1
q

Under the assumption of Theorem 2.1 if we choose x = “TH] and

Q=
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)E K?If’(a)lqu () ]")E n <2f’(b)q+

) (b—a)(|f"(a)| + £ ®)])-

= )]
(

Proof. The second inequality is obtained using the convexity of |f’|? and the fact

that > (ap +bi)® < Y aj + > b for 0 < s < Lai,ag,....an > 0, by, ba, ..., >
k=1 k=1
0. O

1

3

a+b
2

a+b
2

IN

(

3%
8

4

k=1

Theorem 2.3. Let ¢ € R and let f : I° — R be a differentiable function on
I°,a,b € I° with a < b such that f' € Lla,b]. If |f'|9,q > 1 is concave on [a,b],
then the following inequality holds:

(2=l = fE@) + Slell + =D - TG 1 / f(z)da
252—1> £ W) ife>1
(32 - 6;)2 252_226+1> 7 ((2e3—Be+2§v€;g—_‘%‘2f++g€2—3f+l>a> ‘ fo<e<l
1—226> 7 W) ife <0
262—1> f W) ife>1
+(bb__g;)2 262_22€+1> £ ((263—3e+2;;(v;£:222+£e2—3e+1)b> ‘ ifo<e<l
%) f W) ife <0.

Proof. By concavity of |f’|9 and the power mean inequality we may write

[+ (1= Ny)l* Z Alf' (@) + 1 =N = AL @)+ 0 =D @)

Hence

have:

(z—a)[1—f() +ef(@]+ (- 2)[(1 - e)f(z) + ef(b)]

[F' Az + (1= Ny)l = Alf' ()] + 1 = N[ ()],

so |f’| is also concave. Now by applying triangular inequality and Lemma 2.1 we

b—a
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IN

IN

Corollary 2.5.

have

1
%?2 / It —e||f'(tz + (1 — t)a)|dt + (b
0

%(/t—edt) 7
0

M. A. Khan and Y. Khurshid

1

<f1 [t —e|(tr + (1 — t)a)dt>
0
[ |t — e|dt |
0

1

<f le — t|(tx + (1 — t)b)dt> ‘

1

()

[ e —tlat
0
2¢e—1 (3e—2)z+(3e—1)a .
2 ) f/ w) lf € Z 1
(z —a)? 2¢2 _2€+1 (2% —3e+2)z+(—26%4662—3e+1)a
b—a f 3(2e2—2e+1) 1f0<6<1
(2 35 )z+(1—3¢€)a .
) 1 sz > ife<O0
(3e=2)z+(3e—1)b
>f/ 3(26 1) ) 1f6>1
(b— 93)2 2¢%_2¢41 (263 —3e+2)z+(—263 4662 —3e+1)b | | .
b—a 7 3(2e2—2e+1) if0<e<1
1—2¢ (2—3€)z+(1—3¢)
2 > f 3(1—26)> if e <0.
Under the assumption of Theorem 2.3 if we choose x = aT'H’

)

1
i /|e—t|\f’(tm+(1—t)b)\dt
0

we
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2e—1 1| (9e—4)a+(3e—2)b .
( g ) f 6(2e—1) ) ife>1

< b—a (262_264_1) 7 ((—253+1262—95+4)a+(253—3e+2)b> | f0<e<1

D) 2 6(2Z—2¢+1)
() (g fe<o
(252) | (e=pimae =
I b ; a (262—22e+1) £ ((—2e3+12626z29;2t42)€bil()263—3e+2)a> ‘ ifo<e<1
()| —“‘922?33‘3”“) feso
Corollary 2.6. Under the assumption of Theorem 2.3 if we choose x = “TH’ and

e =1, we have

IN

b—al|, (5a+Db
8 [f( 6 )‘Jr

b—a f,<a—2¢—b> ’

4
Proof. The second inequality is obtained by using the concavity of |f'|7. O

(=)

<

3. Applications to f-Divergence Measures

One of the basic problem in various applications of Probability Theory is finding an
appropriate measure of distance between any two probability distributions. A lot
of divergence measures for this purpose have been proposed and extensively studied
by Kullback and Leibler [25], Renyi [29], Havrda and Charvat [16], Burbea and Rao
[5], Lin [26], Csiszar[8], Ali and Silvey [1], Shioya and Da-te [31] and others (see for
example [17] and the references therein). But here we will take only two of them
and for this purpose define the following terms.

Let the set x and the o-finite measure p be given and consider the set of all prob-
ability densities on p to be defined on Q := {p|p: x = R, p(z) > 0, fx p(x)dp(z) =

1}.
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Let f:(0,00) — R be given function and consider D¢(p, q) be defined by
p(x)

If f is convex function, then (3.1) is known as the Csiszar f-divergence [8].
In [31], Shioya and Da-te introduced the Hermite-Hadamard (HH) divergence

(3.1) D)= [ sty 20 aue). paeo

a(=)

p(x)
(32 Dhutr.a) = [ O% ),y geo,
X 1

where f is convex function on (0,00) with f(1) = 0. In [31] the authors gave the
property of HH divergence that D{I 1 (p,q) > 0 with the equality holds if and only
ifp=gq.

Proposition 3.1. Let all the assumptions of Theorem 2.1 hold with I = (0, 00)
and f(1) =0. If p,q € Q, then the following inequality holds:

7 ()| o]

Proof. Let X1 ={x € x :q(z) > p(x)}, Xo ={zx € x: ¢(x) < p(x)} and
Xy ={z €x:q(x) =p()}
If © € X3, then obviously the equality holds in (3.3).
Now if x € Xj, then by using Corollary 2.2 for a =1, b = %, multiplying both
hand sides of the obtained results by p(z) and then integrating over X, we get

1
’§Df(p7 q) — Dfry (p, q)‘

3= 51101 [ o) = i) + [ lata) =t

a(z)

% /X o [M] dp(z) — /X 1 p(m)%f@idtdﬂ(@

p(z) I
< 5 [ i) sl + [ atw) - st |7 (55 duto)|
(3.4)
a(x)

Similarly, if x € X5, then by using for a = (i), b = 1, multiplying both sides by

p(x)
p(x) and then integrating over Xs, we get

. =
5 [ v |20 anto ~ [ T

< grw
(3.5)

Ip(@) — a(@)ldu(z) + / Ip(a) — q(@)

X2

|
X2
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By adding the inequalities (3.4) and (3.5) and then using the triangular inequal-
ity we get (3.3). O

Proposition 3.2. Let all the assumptions of Theorem 2.2 hold with I = (0, 00)
and f(1) =0. If p,q € Q, then the following inequality holds:

1
L Ds(p.9) ~ D v q>\

< <3> [If ) [ ate) =)t

(3.6) ¥ / a(z) - f’(}%)\dmm].

Proof. The proof is similar to the proof of Proposition 3.1 but use Corollary 2.4
instead of Corollary 2.2. O

Proposition 3.3. Let all the assumptions of Theorem 2.3 hold with I = (0, 00)
and f(1) =0. If p,q € Q, then we have the inequality

1
—DARQW—DﬂH@ﬂﬂ

2
(5]

(37) < ﬂ JECE

Proof. The proof is similar to the proof of Proposition 3.1 but use Corollary 2.6
instead of Corollary 2.2. O

As in [10], we will consider the following particular means for any a,b,c € R,a #
b # ¢ which are well known in the literature:

wWea + wpb + wee

A(avb7 &) wavwbvwc) = a,b,c> 0,
Wq + Wy + We
Lab) = —2=% b bb>0
’ " lnb—Ina T ’

3=

L,(a,b) = a,beR,a<bn#-1,0,n€R.

(n+1)(b—a)

bn+1 _ an+1 ]

Proposition 3.4. Let0<a<b<c, neR,andn > 2. Then the inequality

Ao (S50) sz - 0) - Lofo )

521" (252 4 (Jaf bl () e >,
n(b— a) |a7+b| - (263‘—6&) + (la"= + [p|m1) 263 6 —3e+1)
B 2 if0<e<l,
b

\%rf/1@z§)+(WW‘1+WW‘U(Lﬁﬁ ife<0,
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holds.

Proof. By using the function f(s) = s",s > 0,n > 2, the proof can be obtained
from Corollary 2.1. O

Proposition 3.5. Let0<a<b<c, neR,andn > 2. Then the inequality

a+b

A, (52) 21— )~ La(asby|

E

1-1 n— .
(252—1> q<|a7+b|( 1)Q(3€6—2)+a|(n—1)q(3€6—1)> if e > 1,
(252—2e+1)1_% (
2
n(b—a)

+‘a|(n—1)q (—2€3+6g2_35+1) > ZfO <e<l1,

Ed (n—1)q (253—3e+2)
2 6

Q=

E

1—1
() q(@ﬁ"*”(%wa|<n—1>q<%>) fe<o

Q=

’(n 1)q (u)_’_“)‘n 1)q(3s61)> if e >1,

atb
2
(2e —2e+1 (n—1)q (2e —3e+2)
n(b— a) )
7

_|_|b‘(n—1)q (—263+6g2_3e+1)> ZfO <e<l,

Q=

122\ 177 [ a1 p2-3e (n—1)q (1=3¢ ;
(52) " [ et 7 (2520) 4 ot (35) ) e <o,
holds.

Proof. By using the function f(s) = s",s > 0,n > 2, the proof can be obtained
from Corollary 2.3. O

Proposition 3.6. Let0<a<b<c,neR,and1 <n < 2. Then the inequality

a+b

4, (52) see21 - )~ La(asby|

-1
( )‘W ife>1,
n|(b—a

< In( : ) (25 —2e+1)‘( 26> +1256z29:2+42)g:1()2e —3e+2)b if0<e<l,

1— ge) (4— 95 Jat(2—3e)b |1

6(1—2¢) if e <0,




holds.

Proof.

from Corollary 2.5.

10.

11.

12.

n—1
2e—1 | (9¢—4)b+(3¢—2)a .
( 2 )’W ife>1,
L‘(b — a) 2e2_2e4+1 \ | (=263 4+12¢2 —9e+4)b+(2¢> —3e+2)a n-1 .
2 ( 2 ) 6(2e2—2¢+1) if0<e<l,
n—1
1—2¢ \ | (4—9¢)b+(2—3¢€)a .
( 2 )’W if € <0,
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By using the function f(s) = s™,s > 0,1 < n < 2, the proof can be obtained
O
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Abstract. The purpose of this paper is to prove some common fixed point results for
rational contraction type via the C-class functions on metric spaces. As an application,
we study the existence of solutions to the system of nonlinear integral equations.
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1. Introduction

The Banach contraction principle [2] is a basic tool in studying the existence
of solutions to many problems in mathematics and many different fields. In re-
cent times, the contraction principle has been extended in many various directions.
Geraghty’s theorem [7] is one of the generalized result. In 2013, Cho et al. [5]
introduced the notion of a-Geraghty contraction type maps and proved some fixed
point theorems for such maps in complete metric spaces. In 2014, Popescu [14]
extended the results in [5] by proving certain fixed point theorems for generalized
a-Geraghty contraction type maps. Later, Karapina [12] introduced the notion
of a-1)-Geraghty contraction type maps and proved the existence and uniqueness
of fixed points for such maps in metric spaces. In 2016, Chuadchawna et al. [6]
improved and generalized the results in [12, 14] by proving some fixed point the-
orems for a-n-y-Greraghty contraction type maps in a-n complete metric spaces.
Recently, Ansari and Kaewcharoen [1] extended the results in [12] and proved the
fixed point theorems for a-n-1-p-F contraction type maps in a-n complete metric
spaces by using the C-class function.

In 1977, Jaggi [11] also extended the Banach contraction principle by prov-
ing some fixed point theorems for a contractive condition of rational type in metric
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spaces. After that, some authors extended the main results in [11] by many different
ways. Furthermore, certain fixed point results for rational contractions were estab-
lished in metric spaces and generalized metric spaces (see, for example, [4, 8, 9, 13]
and the references therein).

In this paper, we state some common fixed point theorems for rational con-
traction type via the C-class functions on metric spaces. The obtained results are
generalizations of the main results in [1, 12, 14]. In addition, we study the existence
of solutions to the system of nonlinear integral equations.

2. Preliminaries

First, we recall some symbols that

1. C is the family of all functions F : [0,00) x [0,00) — R such that for all
s,t € [0,00),

(a) F is continuous.
(b) F(s,t) <s.
(c) F(s,t) = s implies that either s =0 or t = 0.
2. U is the family of all functions ¢ : [0,00) — [0, c0) such that
(a) 1 is nondecreasing and continuous.
(b) ¥(t) =0 if and only if t = 0.
3. @ the family of all functions ¢ : [0,00) — [0, 00) such that
(a)  is continuous.
(b) ¢(t) > 0 for all ¢ > 0.

In [1], the authors gave some functions which are elements in C.

Example 2.1. ([1], Example 1.12) The following functions F : [0, 00) X [0,00) — R are
elements in C.

1. F(s,t) =s—tfor all s,¢ € [0, 00).
2. F(s,t) =ms for all s,t € [0,00) where 0 <m < 1.

3. F(s,t) = ﬁ for all s,t € [0,00) where r € (0,00).
4. F(s,t) = sp(s) for all s,¢ € [0,00) where S : [0,00) — [0, 1) is a continuous func-
tion.

5. F(s,t) = s — ¢(s) for all s,¢t € [0,00) where ¢ : [0,00) — [0,00) is a continuous
function such that ¢(¢) =0 iff t = 0.

In 2014, Popescu [14] introduced the notion of a-orbital admissible mappings
and triangular a-orbital admissible mappings as follows.
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Definition 2.1. ([14], Definition 5) Let X be a non-empty set and f: X — X,
a: X x X — [0,00) be two mappings. Then f is called an a-orbital admissible
mapping if for all z € X,

a(z, fr) > 1 implies o fz, f2x) > 1.

Definition 2.2. ([14], Definition 6) Let X be a non-empty set and f: X — X,
a: X x X — [0,00) be two mappings. Then f is called a triangular a-orbital
admissible mapping if

1. f is an a-orbital admissible.
2. Forall z,y € X, a(z,y) > 1,a(y, fy) > 1 imply a(z, fy) > 1.
In 2016, Chuadchawna et al [6] introduced the notion of a-orbital admissible

mappings respect to n and triangular a-orbital admissible mappings respect to 7
as follows.

Definition 2.3. ([6], Definition 2.1) Let X be a non-empty set and f: X — X,
a: X x X — [0,00) be two mappings. Then f is called an a-orbital admissible
mapping respect to n if for all z € X,

a(z, fr) > n(x, fr) implies o fz, f2x) > n(fz, f2x).

Definition 2.4. ([6], Definition 2.2) Let X be a non-empty set and f: X — X,
a: XxX — [0,00) be mappings. Then f is called a triangular a-orbital admissible
mapping respect to n if

1. f is an a-orbital admissible respect to 7.

2. For all z,y € X, a(z,y) > n(z,y), oy, fy) > n(y, fy) imply a(z, fy) >
n(x, fy).

In 2014, Hussain et al. [10] introduced the notion of a-n-complete metric spaces
and a-n-continuous functions.

Definition 2.5. ([10], Definition 4) Let (X, d) be a metric space, o, : X x X —»
[0,00) be mappings. Then

1. (X,d) is called a-n-complete if every Cauchy sequence {z,} in X with
a(xn, Tnt1) > n(xn, xpy1) for all n € N is a convergent sequence in (X, d).

2. (X,d) is called a-complete if X is a-n-complete with n(z,y) = 1 for all
z,y € X.

Remark 2.1. Every complete metric space is an a-n-complete metric space. However,
[6, Example 1.12] proves that there exists an a-n-complete metric space which is not a
complete metric space.
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Definition 2.6. ([10], Definition 7) Let (X, d) be a metric space, f : X — X and
a,n: X X X — [0,00) be mappings. Then f is called an a-n-continuous mapping
on (X,d) if for all z € X, ILm Tn = &, 0(Tp, Tnt1) = N(Tn, Tnt1) for all n € N

imply nh_)rréo frn = fx.

Remark 2.2. 1. Every continuous mapping is an a-n-continuous mapping. How-
ever, there exists an a-n-continuous mapping is not a continuous mapping, (see [6,
Example 1.14]).

2. T is called a-continuous if T' is a-n-continuous with n(x,y) =1 for all z,y € X.

In 2016, Ansari and Kaewcharoen [1] introduced the notion of a generalized -
n-y-p-F-contraction type and stated some fixed point results for such contraction
type in metric spaces as follows.

Definition 2.7. ([1], Definition 2.1) Let (X, d) be a metric space, a,n : X x X —
[0,00) and f : X — X be mappings. Then f is called a generalized a-n-i)--F-
contraction type if there exist ¢ € W, p € ® and I’ € C such that for all z,y € X
with a(z,y) = n(z,y), we have

V(d(fz, fy)) < F((M(2,y)), o(M(z,y)))

where

M(z,y) = max{d(z,y), d(z. fz), d(y, fy)}.

Theorem 2.1. ([1], Theorem 2.3, Theorem 2.4, Theorem 2.5) Let (X,d) be a
metric space, f: X — X and a,n: X x X — [0,00) be mappings such that

1. (X,d) is an a-n-complete metric space.

2. f is triangular a-orbital admissible respect to .

Co

. [ is an a-n--p-F-contraction type.

+~

There ezists xg € X such that o(zo, fzo) > n(xo, fxo).

o

(a) Fither f is a-n-continuous or

(b) If {x,} is a sequence in X and Um x, = x such that o(z,,Tpt1) =
n—oo

N(Zn, Tny1) for all n € N, then there exists a subsequence {x,)} of
{xn} such that a(z,m), ) = N(Tnw), ) for all k € N.

Then f has a fized point. Moreover, if for all x,y € X, x # y there exists z € X
such that oz, fz) > n(z, f2),a(x, 2) > n(x, 2) and oy, z) > 1y, z), then f has a
unique fized point.
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3. Main results

First, we generalize the notion of triangular a-orbital admissible mappings to a
pair of mappings as follows.

Definition 3.1. Let X be a non-empty set, f,g: X — X anda: X x X —
[0,00) be mappings. Then the pair (f,g) is called triangular a-orbital admissible if
for all z,y,z € X,

1. (L1) a(z, fz) > 1 implies a(fx,gfz) > 1.
2. (L2) a(z,y) > 1 and a(y, fy) > 1 imply a(z, fy) > 1.
3. (L3) a(x, gz) > 1 implies a(gz, fgz) > 1.

4. (L4) a(z,y) > 1 and a(y, gy) > 1 imply a(z, gy) > 1.

Lemma 3.1. Let X be a non-empty set, f,g: X — X anda: X x X — [0, 00)
be mappings such that

1. The pair (f,g) is triangular a-orbital admissible.

2. There exists xg € X such that a(xg, fxg) > 1.

Then the sequence {x,} defined by xopt+1 = fxon and Topt2 = gTont1 satisfies
(T, xy) > 1 for allm,n € N with m # n.

Proof. Since a(xg, 1) = a(zg, fro) > 1 and the property (L1) of the pair (f,g),
we obtain «a(z1,z2) = a(fxo,g9fxo) > 1. Since a(xi,z2) > 1 and xo = g1,
we get a(x1,gr1) > 1. By using the property (L3) of the pair (f,g), we ob-
tain «(gx1, fgx1) > 1. This implies that a(xs,z3) > 1. Since z3 = fza, we
obtain «a(zsz, fx2) > 1. By using the property (L1) of the pair (f,g), we obtain
a(fxa, gfxe) > 1. This implies a(zs,24) > 1. By continuing the process as above,
we obtain «(xy,,x,4+1) > 1 for all n € N.

Now, suppose that a2y, ;) > 1 for m > n. We will prove that a2y, Zpmy1) > 1
for m > n. If m is odd, a(zm, gzm) = @(Tm, Tm+1) > 1. Note that a(z,, z,) > 1.
From the property (L4) of the pair (f,g), we have a(zy, Tm+1) = a(Tn, gTm) > 1.
If m is even, a(xm, fTm) = &(Tm, Tm+1) > 1. Note that a(z,, ;) > 1. From the
property (L2) of the pair (f,g), we get a(xn, Tms1) = a(zn, fom) > 1. Therefore,
(X, Tm) > 1forallm >n. O

Next, we introduce the notion of a pair of ¥-¢-F-rational contraction type map-
pings in metric space.
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Definition 3.2. Let (X,d) be a metric space, a : X x X — [0,00) and f,g :
X — X be mappings. Then the pair (f, g) is called a 1-¢-F-rational contraction
type if there exist ¥ € U, p € ® and F' € C such that for all z,y € X,z # y with
a(z,y) = 1, we have

(3.1) V(d(fz,gy)) < F(o(H(2,y)), o(H(z,y)))

where

d(z,gy) +d(y, fx) d(z, fr)d(y, gy) }

H(z,y) = max {d(z.y). d(z. f2).d(y. 9y). 5 )

Definition 3.3. Let (X,d) be a metric space, a : X x X — [0,00) and f,g :
X — X be mappings. Then the pair (f, g) is called a ¥-¢-Fy-rational contraction
type if there exist k > 0, ¢ € U, p € ® and F € C such that for all z,y € X with
afz,y) = 1, we have

(3.2) Y(d(fz,gy)) < F(Y(Hi(z,y)), o(Hr(z,y)))

where

d(z,gy) +d(y, fz) d(z, fz)d(y,gy) }

Hy(w,y) = max {d(z.y).d(z f2). d(y.gy). ; T

The first main result is a sufficient condition for the existence of a common
fixed point of a pair of mappings satisfying w-p-F-rational contraction type in
metric spaces.

Theorem 3.1. Let (X,d) be a metric space, f,g: X — X and o : X x X —
[0,00) be mappings such that

1. (X,d) is an a-complete metric space.
The pair (f,g) is triangular a-orbital admissible.
The pair (f,g) is a ¥-@-F-rational contraction type.

There exists xg € X such that a(zg, fzo) > 1.

f and g are a-continuous.

Then f or g has a fized point, or f and g have a common fized point.

Proof. We define a sequence {z,,} in X by xa,+1 = fx2, and Zopi2 = grany; for
all n € N, where a(zg, frg) > 1. If there exists n € N such that za, = x2,41,
then x9, = fxay,, that is, 2, is a fixed point of f. Similarly, if there exists n € N
such that xop4+1 = Topyo, then xo, 11 = gxoyy1, that is, xo,41 is a fixed point of
g. Therefore, we assume that x,, # x,41 for all n € N. Since the pair (f,g) is
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triangular a-orbital admissible, by using Lemma 3.1, we obtain the following for all

m,n € Nym >n,

(3.3) Ty, Ty) > 1.

Since (f, g) is a ¥-p-F-rational contraction type and using (3.3), we have
(d(2n11,Tans2)) = Y(d(fran, grany1))

(3.4) < F(¢(H(z2n, 22n+41))s p(H (220, T2n+41)))

where
H(z2n, T2n+1)

= max {d(@m Tant1), d(T2n, fr2n), d(T2ng1, 9T2n41),

d(132n7 gm2n+1) + d(LL’Qn_H, fl‘Qn) d(l’gn, f.’L’Qn)d(.’L’QnJ,_l, g$2n+1) }
2 ’ d(T2n, Tan+1)
d(.’Egn7 -T2n+2) }
2
d(l’gn, 1'2n+1) + d($2n+1, 1'2n+2) }
2

= max{d($2n7$2n+1)7d(x2n+17x2n+2)7

< max {d(asgn,x2n+1),d(m2n+1,m2n+2),
= max {d(22n, T2nt1), d(T2n+1, Tans2) }-
If there exists n € N such that
max {d(@2n, T2nt1), d(T2n+1, Tons2) } = d(Tons1, T2ngz) > 0,
then (3.4) becomes
P(d(@2ns1, Tany2)) < F((d(@2n41, T2042))s 9(d(@2n11, T2n12)))
< P(d(ren+t1, Tant2)).
It is a contradiction. Therefore,
max {d(z2n, T2n+1), d(T2n+1, Tant2) } = d(T2n, Tons1) > 0
for all n € N. Then (3.4) becomes
(3:5)  Y(d(@2mt1,72n42)) < F(P(d(@2n, 22041)), 0(d(@20, T2nt1)))
< ¢(d(m2n,x2n+1))
for all n € N. Moreover, since 1 is nondecreasing, we have
(3.6) d(x2n+1, Tont2) < d(Xon, Tont1)

for all n € N. Also, from (3.3) and(f,g) is a 1-p-F-rational contraction type,
we have

V(d(@2n41,720)) = P(d(fr2n, 9T2n-1))
< F(Y(H (w2, 22n-1)), (H(T2n, T2n-1))).
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Similar to the above arguments, we also have
(3.7) d(Tany1,T2n) < d(T2n, T2n—1)

for all n € N;n > 1. Therefore, from (3.6) and (3.7), we obtain {d(zn,xn+1)}
is a decreasing sequence of positive numbers. Hence, there exists » > 0 such that
lim d(zn,zn+1) = r. Then, taking the limit as n — oo in (3.5), we obtain
n—oo

P(r) < F(w(r), <p(r)). This implies that F(v,b(r), @(r)) = 4(r). Then, ¥(r) = 0 or
o(r) = 0. So, we have r = 0. Therefore,

(3.8) lim d(zp, 2pe1) = 0.

n—oo

Next, we will prove that {x,} is a Cauchy sequence. It is sufficient to show that
{xa,} is a Cauchy sequence. On the contrary, suppose that {x2,} is not a Cauchy
sequence. Then, there exist € > 0 and two sequences of positive integers {m(k)}
and {n(k)} where n(k) is the smallest index for which n(k) > m(k) > k and

(3.9) d(Zam (k) Tan(k)) > €.
It implies that

(3.10) d(Tam (k) T2n(k)—2) < €.
Then, from (3.9) and (3.10), we have

(311)e < d(@2m(k), T2n(k))

< d(Zam), Tank)—2) T A ZTank)—2; Tank)—1) + ATon(k)—15 Tank))
< e+ d(Tanr)—2, Tan(k)—1) + A(Tonk)—1, Tan(k))-

Taking the limit as kK — oo in (3.11) and using (3.8), we get

(3.12) lim d(@om k), Tan(k)) = €-

k—o0

Moreover, we have

(3.13) |d(T2m (k) s Ton(k)—1) — AX2mk)s Tan(k))| < A(Tonk)—1> T2n(k))-
(3.14) |d(Z2m (k) Ton(k)—1) = A(@2n(k)—15 T2m(k)+1)| < AT2m () > T2m () +1)-
(3.15) |d(T2m (k)+15 Tan(k)) = AZam)+1> Tank)—1)| < d(Tan(k)s Tank)—1)-

Taking the limit as k — oo in (3.13), (3.14), (3.15) and using (3.8), (3.12) we obtain

(316) kli)ngo d(-TQm(k)van(k)—l) =E&.
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(3.17) kli)rgo ($2n(k)—17$2m(k)+1) =E.
.1 li =e.
(3.18) i d(@amk) 41, Tan(k)) = €

Since klim d(Zom (k) Tan(k)y—1) = € > 0, we have d(2opm k), Tonk)—1) > 0 for all
— 00

k > ko with some ko € N. For all k > ko, since 2m(k) < 2n(k) — 1 and using (3.3),
we obtain a(Lam k), Tan(k)—1) > 1. By using (3.1), we have

V(d(@2m)+15 T2nr))) = (A Tamm)s 9T2n(k)—1))
(3.19) < F((H(@amm) Tan)—1)) @(H (Tamk) » Tank)-1)))
where

(3.20) H(zom k), Tan(k)—1)
= max{d(me(k)nyn(k)—l)yd($2m(k)7$2m(k)+l)7d($2n(k)—17x2n(k))v
(T2 (k) > T2n(k)) + A2 (k) =15 T2m(k)+1)
2 )
A(T2m (k) T2m (k) +1)A(T2n(k)—15 Tan(k)) }
d(Zom(k)> T2n(k)—1) '

Taking the limit as k& — oo in (3.20) and using (3.8), (3.12), (3.16), (3.17),
we obtain

ete
21 li H m ) n — = {a7a—a}:'
(3.21) Jim (T2m(k)s Tan(k)—1) = max ¢,0,0 5 0 €
Taking the limit as k — oo in (3.19), using the continuity of F, 1, ¢ and (3.18),
(3.21), we have

U(e) < F(¥(e), p(e))-

It follows from the property of F that ¥(g) = 0 or ¢(¢) = 0. This implies that
¢ = 0 which is a contradiction. Therefore, {x,} is a Cauchy sequence. Since X is
an a-complete metric space and a(xy,, x,41) > 1 for all n € N, there exists x € X
such that lim z, = x. Since f and g are a-continuous mappings, we have

n— oo

= lim zop41 = lim fxo, = f( lim z9,) = fx
n—00 n—00 n—00

and

x = lim Zopio = lim grant1 = g( lim 9,41) = ga.
n—oo n—oo n— o0

This implies that x is a common fixed point of f and g. O

The second main result is a sufficient condition for the existence of a common
fixed point of a pair of mappings satisfying -p-Fj-rational contraction type in
metric spaces.



240 N. T. T. Ly and N. T. Hieu

Theorem 3.2. Let (X,d) be a metric space, f,g: X — X and o : X x X —
[0,00) be mappings such that

1. (X,d) is an a-complete metric space.

2. The pair (f,g) is triangular a-orbital admissible.

3. The pair (f,g) is a Y-p-Fj-rational contraction type.
4. There exists xg € X such that oz, fzo) > 1.
5

. If{x,} is a sequence in X such that lim x, =z and a(zy, Tpi1) > 1 for all

n—
n € N, then a(zon,x) > 1 and a(x,xop41) > 1 for alln € N.
Then f or g has a fized point, or f and g have a common fized point.

Proof. As in the proof of Theorem 3.1, we conclude that either f or g has a fixed
point or the sequence {z,} defined by xo,+1 = fra, and xop12 = gra,y for all
n € N satisfies

(3.22) X, ) = 1,
(3.23) li_)m d(Tn, Tpt1) =0

for all n,m € N with n > m and there exists £ € X such that

(3.24) lim z, = =.

n— oo

Then, from the assumption (5), we obtain a(x2,,x) > 1 and a(z, z2p4+1) > 1 for
all n € N. Since a(z2n,2) > 1, (f,g) is triangular a-orbital admissible, we have

(3'25) ¢(d($2n+17 gm)) = ¢(d(f$2n7 gm)) < F(¢(H($2n7 x)7 QOH(‘%'%H l‘)))
where

H(m2n7x) = max {d($2n7$)7d($2n7332n+1),d(l’,gl’),

d(2an, 9x) + d(x, v2n41) d(T2n, T2ni1)d(z, g) }

2
(3:26) 2 ’ k+ d(z,z2,)

Taking the limit as n — oo in (3.26) and using (3.23), (3.24), we get
(3.27) lim H(zo,,z) = d(z, gx).

n— oo
Taking the limit as n — oo in (3.25), using the continuity of F,, ¢ and (3.27),
we obtain

w(d(m7 gx)) < F(ql)(d(x, gz), p(d(z, gm)) .
By using the property of F, we have ¢(d(z, gz)) = 0 or (d(z, gz)) = 0. This implies
that d(x, gx) = 0. Hence, gz = x. Similarly, we also have fx = x. Therefore, x is a
common fixed point of f and g. O
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The following theorems are the sufficient conditions for the existence of a unique
common fixed point of the pair of mappings satisfying 1-p-F-rational contraction
type and -p-Fy-rational contraction type in metric spaces.

Theorem 3.3. Suppose all assumptions of Theorem 3.1 hold. Assume that for
all z,y € X,z # vy, there exists z € X such that a(z, fz) > 1, a(z,z) > 1 and
a(y,z) > 1. Then [ or g has a fized point or f and g have a unique common
fixed point.

Proof. By Theorem 3.1, f or ¢g has a fixed point or f and g have a common fixed
point. Suppose that x,y are two common fixed point of f, g such that x # y. By the
assumption, there exists z € X such that a(z, fz) > 1,a(x, 2) > 1. Since (f,g) is
triangular a-orbital admissible, we have a(x, fz) > 1. Since a(z, fz) > 1 and using
Theorem 3.1, we deduce that

(3.28) lim z, = 2"

n—oo
where z* € X and {z,} is defined by zo = 2, 20n4+1 = f22, and 22,42 = gzop41 for
all n € N.

Moreover, a(x,z1) = a(z, fz) > 1, and (f,g) is triangular a-orbital admissi-
ble, we have a(z, 29) = a(fz,gz1) > 1. This implies that a(x, z3) = a(gz, fz2) > 1.
Continue this process, we have a(x, z,) > 1 for all n € N. We consider two follow-
ing cases.

Case 1. If there exists z,, € X such that z,, = z, then

(3.29) lim z, = .

n— oo

By using (3.28) and (3.29), we obtain z = z*.
Case 2. If z, # z for all n € N, then using (3.1), we obtain

Y(d(z, zany2)) = (d(fr,gz2n41))

(3.30) < F(q/)(H(a:7 22n+1)),<p(H(x, 22n+1)))
where
H(z,29n41) = max {d(m, Zon+1), d(x, fx), d(z2n+1, 922n+1),
d(@, gzon+1) + d(22n+1, f2) d(z, fr)d(22n41, 972n41) }
2 ’ d(x, zon+1)
(3.31) = max {d(m, Zon+1), d(Zan+1, 22n+2), (@, 22n+2) ; dz2nt1,2) }

Taking the limit as n — oo in (3.31), we have

(3.32) lim H(x,zp41) = d(z, 2%).

n— oo
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Taking the limit as n — oo in (3.30) and (3.32), we have

(3.33) U(d(z,2%)) < F(¥(d(z,2)), o(d(z, 2))).-

By using the property of F, we have ¥ (d(x, 2*)) = 0 or ¢(d(z, 2*)) = 0. This implies
that d(z, z*) = 0. This means z = z*.

From the above cases, we conclude that = z*. Similar, we also obtain y = z*.
Therefore, x = y and hence the common fixed point of f and ¢ is unique. [J

Theorem 3.4. Suppose all assumptions of Theorem 8.2 hold. Assume that for
all z,y € X,x # y, there exists z € X such that a(z, fz) > 1, a(z,z) > 1 and
a(y,z) > 1. Then f or g has a fixed point or f and g have a unique common
fixed point.

Proof. The proof is similar to the proof of Theorem 3.3. O

By choosing f = ¢ in Theorem 3.1, Theorem 3.2, Theorem 3.3 and Theorem 3.4,
we get the following results.

Corollary 3.1. Let (X,d) be a metric space, f : X — X and o : X x X —
[0,00) be mappings such that

1. (X,d) is an a-complete metric space.
2. f is a triangular a-orbital admissible mapping.

3. For all z,y € X,z # y with a(x,y) > 1, there exist p € ¥, o € ® and F € C
such that

alz,y)(d(fz, fy)) < F(W(H (z,y)), o(H (2,9)))
where

d(z, fy) +d(y, fx) d(z, fr)d(y, fy)

1 (2,y) = max {d(z.y), d(z. fx),d(y. Jy) 5 )

4. There exists xg € X such that a(zg, fzo) > 1.
5. f is a-continuous.

Then f has a fized point. Moreover, if for all x,y € X, x # vy, there exists z € X
such that oz, fz) > 1, a(x,2) > 1 and oy, z) > 1, then f has a unique fized point.

Corollary 3.2. Let (X,d) be a metric space, f: X — X and a« : X x X —
[0,00) be mappings such that

1. (X,d) is an a-complete metric space.

3
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2. f is a triangular a-orbital admissible mapping.

3. For all x,y € X with a(x,y) > 1, there exist k >0, € U, € ® and F € C
such that

a(z,y)(d(fz, fy)) < F(b(HL (2,9)), o(HL (z,1)))

where

(z, fy) +d(y, fx) d(z, fx)d(y, fy) }

d
1] (2.y) = max {d(z,y). d(a. J2). d(y. Jy). ; R R

4. There exists xg € X such that a(xg, fzg) > 1.

5. If{z,} is a sequence in X such that lim x, =z and a(zy, Tpt1) > 1 for all
n—oo

n € N, then a(x,,z) > 1 for alln € N.

Then f has a fized point. Moreover, if for all x,y € X, x© # y, there exists z € X
such that a(z, fz) > 1,a(x,2) > 1 and a(y, z) > 1, then f has a unique fized point.

By using the arguments as in the proof of [3, Theorem 2.2], from Corollary 3.1
and Corollary 3.2, we obtain the following results. These can be viewed as extending
analogues of Theorem 2.1.

Corollary 3.3. Let (X,d) be a metric space, f: X — X and a,n: X x X —
[0,00) be mappings such that

1. (X,d) is an a-n-complete metric space.
2. f is a triangular a-orbital admissible mapping respect to 1.

3. For all x,y € X,x # y with a(z,y) > n(z,y), there exist Y € ¥, p € & and
F € C such that

V(d(fz, fy)) < F(O(H (2,y)), o(H (z,y)))

where

(z, fy) +d(y, fx) d(z, fx)d(y, fy) }

1Y (a,1) = wax {d(a, ). do. fo),dly, ), LU AL S TE

4. There exists xg € X such that a(xo, fxo) > n(zo, fzo).

5. f is a-n-continuous.

Then f has a fized point. Moreover, if for all x,y € X, x # vy, there exists z € X
such that oz, fz) > n(z, f2),a(z,2) > n(x, z) and a(y,z) > n(y,z), then f has a
unique fized point.
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Corollary 3.4. Let (X,d) be a metric space, f: X — X and a,n: X x X —
[0,00) be mappings such that

1. (X,d) is an a-n-complete metric space.
2. f is a triangular a-orbital admissible mapping respect to 1.

3. For all x,y € X with a(x,y) > n(x,y), there exist k > 0, ¢ € ¥, p € & and
F € C such that

V(d(fz, fy)) < FO(H] (2,9)), o(H] (2,9)))

where

1 (2.9) = wax {ale.p). e, 1),y fy), WL A8 T TU)),

4. There exists xg € X such that a(xo, fxo) > n(zo, fzo).

5. If{x,} is a sequence in X such that lim z, = x and a(zy, Tni1) = N(Tn, Tni1)
n—oo

for all n € N, then a(xy, ) > n(xy,x) for alln € N.

Then f has a fized point. Moreover, if for all x,y € X, x # vy, there exists z € X
such that a(z, fz) > n(z, f2),a(z,z) > n(z, z) and aly,z) > 1y, 2), then [ has a
unique fized point.

In Corollary 3.1 and Corollary 3.2, by choosing F'(s,t) = sf(s) for all s,t €
[0,00) where 8 : [0,00) — [0,1) is a continuous function, we obtain the following
corollaries. These results can be viewed as the extending analogues of [12, 14]
with the condition ” nh_)rrgo B(t,) = 0 implying that nh_)rr;o t, = 1”7 replaced by ”f is

continuous”.

Corollary 3.5. Let (X,d) be a complete metric space, f: X — X and a: X %
X — [0,00) be mappings such that

1. f is a triangular a-orbital admissible mapping.

2. For dall z,y € X,z # y with a(x,y) > 1, there exist v € V,p € ¢ and
B:[0,00) — [0,1) is a continuous function such that

ale, ) (d(fe, fy)) < (H (2,9)).8(H (,y))

where

11 (2,9) = max {dle.p). e, 1), d(y, fy), WL A T U],

3. There exists xo € X such that a(xg, fro) > 1.



Some Common Fixed Point Results for Rational Contraction Type 245

4. [ is continuous.

Then f has a fized point. Moreover, if for all x,y € X, x # vy, there exists z € X
such that oz, fz) > 1,a(x,2) > 1 and oy, z) > 1, then f has a unique fized point.

Corollary 3.6. Let (X,d) be a complete metric space, f: X — X and o : X %
X — [0,00) be mappings such that

1. f is a triangular a-orbital admissible mapping.

2. For all xz,y € X with a(x,y) > 1, there exist k > 0, ¥ € ¥, p € ® and
B:]0,00) —> [0,1) is a continuous function such that

a(z,y)¢(d(fz, fy)) < (HL (2,y)).8(0(HL (z,y))

where

d(z, fy) +d(y, fx) d(z, fx)d(y, fy) }

H (2, y) = max {d(z,), d(a. fz),d(y, fy). . R T

3. There exists xo € X such that a(xg, fro) > 1.

4. If {x,,} is a sequence in X such that li_>m Tp =2 and aTp, Tpt1) > 1 for all

n € N, then a(ry,x) > 1 for all n € N.

Then f has a fized point. Moreover, if for all x,y € X, x # vy, there exists z € X
such that a(z, fz) > 1,a(x,z) > 1 and a(y,z) > 1, then f has a unique fized point.

In Corollary 3.3 and Corollary 3.4, by choosing F\(s,t) = sf(s) for all s,t €
[0,00) where 8 : [0,00) — [0,1) is a continuous function, we obtain the following
corollaries. These results can be viewed as extending analogues of [6, Theorem 2.7,
Theorem 2.8, Theorem 2.9] with the condition ” nll)néo B(t,) = 0 implies nh_)rrgo t, =1"

replaced by " is continuous” .

Corollary 3.7. Let (X,d) be a complete metric space, f: X — X and «a,n :
X x X — [0,00) be mappings such that

1. f is a triangular a-orbital admissible mapping respect to 1.

2. For all v,y € X,z # y with ax,y) > n(x,y), there exist » € U, p € & and
B:[0,00) — [0,1) is a continuous function such that

G(d(fr, fy)) < (H (2,y)).8(0(H (2,y))

where

(z, fy) +d(y, fx) d(z, fx)d(y, fy) }

1 (a,1) = wax {d(a, ). do. fo),dly, ), LU S TC
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3. There exists xy € X such that a(zg, fzo) > n(xo, fxo).

4. [ is continuous.

Then f has a fized point. Moreover, if for all x,y € X, x© # y, there exists z € X
such that a(z, fz) > n(z, f2),a(z,2) > n(z,2) and a(y,z) > n(y, z) then f has a
unique fized point.

Corollary 3.8. Let (X,d) be a complete metric space, f: X — X and «a,n :
X x X — [0,00) be mappings such that

1. f is a triangular a-orbital admissible mapping respect to n.

2. For all x,y € X with a(x,y) > n(x,y), there exist k > 0, ¢ € ¥, € ¢ and
B:]0,00) —> [0,1) is a continuous function such that

G(d(fz, fy) < O(H] (2,9)).B(0(H] (2,y))
where

d(z, fy) +d(y, fx) d(z, fr)d(y, fy)
2 " k+d(x,y)

H{(w,y) = max {d(@, ), d(z, f2), d(y, fy),

3. There exists xo € X such that a(zg, fzo) > n(xo, fxo).

4. If{x,} is a sequence in X such that im x, =z and a(@p, Tpi1) > N(Tn, Tpi1)
n—oo

for all n € N, then axy,z) > n(zy,x) for alln € N.

Then f has a fived point. Moreover, if for all x,y € X, x # y, there exists z € X
such that a(z, fz) > n(z, fz),a(x,2) > n(z, z) and aly, 2) > n(y, z), then [ has a
unique fixed point.

The following example shows that there exist f, F, a,n,1,¢ such that Corol-
lary 3.3 can be applied.

Example 3.1. Let X = {1,2,3,4,5} and metric d on X as follows.
7 F(@y) € {(2,4); (3,4):(3,5); (4,2); (4,3); (4,5): (5: 3); (5, 4)}
dz,y) =<0 ifz=y
1
— otherwise.
Define f : X — X, a,n: XxX — [0,00), F': [0,00) X [0,00) — R and ¢, : [0,00) —>

[0, 00) by
fl=fa=1;f2=3;f3=f5=2,

a(m,y) = % if (Iay) € {(17 1); (37 5)? (47 1); (47 2); (47 3)? (47 5); (57 3)}
0 otherwise,
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1
n(z,y) = 3 for all z,y € X,

F(s,t) =s—t for all s,t € [0, 00),
2
U(t) =t,(t) =  for all £ € [0, 00).

Then Corollary 3.3 can be applied to f, F,a,n, 9, ¢.

Proof. For all x,y € X,z # y with a(z,y) = n(z,y), we obtain

(m7y) € {(37 5)§ (47 1)§ (47 2)§ (47 3)§ (47 5)§ (57 3)}

We consider the following cases.
Case 1. (z,y) € {(3,5); (4,1); (5,3)}. Then ¥ (d(f(x), f(y))) = 0 and

HIG.5) = max {d(3.5), d(3. 3).d(5, 75), T A0S, ACSHEAS IO
1111
= mx{pyyy )
- 1,

H'(4,1) = max {d(4, 1), d(4, £4),d(1, £1), 7D ; d(l, f4) d(4’£2dg’fl)}
11 1
= max{5.5:0.3:0}
!
-
H(5,3) = max{d(5,3),d(5,f5),d(3, f3), 4. f3) ; d3,75) o, J;‘Z’;dg” f3)}
11 1 1
= me{5505051)
.Y

Therefore, F(w(H? (z,9)), o(H (z,9))) = H (z,5)~ ZE0E > 0 = p(d(f (), £(1))).
Case 2. (z,y) € {(4,2);(4,3);(4,5)}. Then

v(d(f4, f2)) =0 (d(1,3)) =

N = N =

v(d(f4, 3)) = ¢(d(1,2)) =

)
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vd(fa, £5) = 6(d(1,2)) = 5

H/(4,2) — max {d(4,2),d(4,f4),d(2,f2),d(4’f2)“;d(2’f4),d(4’1;2dg’f2)}
1113
= max{pop el
- 1
H'(4,3) = max {d(4,3)7d(47f4),d(3,f3)7d(4’f3);d(3’f4),d(4’£2d$’f3)}
1113
= max{p555l)
- 1
H'(4,5) = max {d(4,5)7d(47f4),d(5,f5)7d(4’f5);d(5’f4),d(4’£2d$’f5)}
1113
= max{35551)
- 1
Therefore

(H @) 3

PO (0). o (2,9)) = Y (w0)— D= 2 D (a (o), £ ).

Hence, the inequality (3.1) is satisfied for all z,y € X,z # y with a(z,y) > n(z,y).

Next, we claim that f is a triangular a-orbital admissible respect to 1. Indeed,
since a(z, fz) = n(z, fz), we have x = 1 or x = 4. Then

O‘(flvle) = Oé(l, 1) 2 n(la 1) = n(flvle)’a(f4’f24) = O‘(lv 1) =2 77(17 1) = n(f4af24)'

Hence, f is an a-orbital admissible respect to 1. Since a(z,y) = n(x,y), aly, fy) =
n(y, fy) implies (z,y) = (1,1) or (z,y) = (4,1). Then,

O‘(47 fl) = O‘(47 1) 2 77(4a 1) = "7(4’ fl),()é(l, f4) = a(la 1) 2 77(1’ 1) = 77(17 fl)

Hence, f is a triangular a-orbital admissible respect to 7. Furthermore, all as-
sumptions in Corollary 3.3 are satisfied. Then Corollary 3.3 can be applied to

vavaﬂ?’%bMP given' o

Finally, we apply Theorem 3.2 to study the existence of solutions to the system
of nonlinear integral equations.
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Theorem 3.5. Let Cla,b] be a set of all continuous functions on [a,b] and d be a
metric defined by

d(u,v) = sup |u(t) —v(t)|
t€la,b]

for all u,v € Cla,b]. Consider the system of nonlinear integral equations

b
u(t) = p(t) —|—/ Ki(t,s,u(s))ds
(3.34) a

b
t —|—/ Ks(t,s,u(s))ds

where t € [a,b],p : [a,b] — R, K1, K> : [a,b] X [a,b] x [a,b] — R. Suppose that
the following statements hold.

1. Ki(t,s,u(s)) and Ka(t,s,u(s)) are integrable with respect to s on [a,b].

2. fu,gu € Cla,b] for all u € Cla,b], where

b

—|—/ K (t, s,u(s))ds,
b

—|—/ Ks(t, s,u(s))ds

3. For all u € Cla,b] such that u(t) > 0 for all t € [a,b], we have fu(t) > 0 and
gu(t) > 0 for all t € [a,b].

for all t € [a,b)].

4. For all s,t € [a,b] and u,v € Cla,b] such that u(t) # v(t) and u(t),v(t) €
[0, 00), we have
|K1(t, 5,u(s)) — Ka(t, s,v(s))|
< ¢(t’8)max{\u(8)—U(S)\v\u(é’) u(s)l, [v(s) — gu(s)l,

(s
[u(s) — gu(s)| + |v(s) — fu(s)| |u(s) — fu(s)|[v(s) — gv(s )|}
2 ’ 1+ |u(s) —o(s )|

where ¢ : [a,b] X [a,b] — [0,00) is a continuous function satisfying

b
0 < sup (/ ¢(t7s)ds) <1
t€la,b] a

5. There exists ug € Cla,b] such that ug(t) > 0 for all t € [a,b].

Then the system of nonlinear integral equations (3.34) has a solution u € Cla, b).
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Proof. Consider f,g: Cla,b] — Cla, ] defined by

fu(t) = / Ki(t,s,u(s))ds and gu(t / Ko(t, s, u(s))ds

for all u € Cla,b] and t € [a,b]. It follows from assumptions (1) and (2) that f and
g are well-defined. Notice that the existence of a solution to (3.34) is equivalent to
the existence of the common fixed point of f and g. Now, we shall prove that all
assumptions of Theorem 3.2 are satisfied.

Define a mapping « : Cla, b] x Cla,b] — R by

1 ifu(t),v(t) €0,00) forall ¢ € a,b]
a(v,v) = { 0 otherwise.

(1) Since (Cla, b],d) is a complete metric space, (C[a,b], d) is a a-complete met-
ric space.

(2) We claim that the pair (f,g) is triangular a-orbital admissible. Indeed,

(L1) For all u € Cla,b] such that a(u, fu) > 1, we have u(t), fu(t) € [0,00) for
all t € [a,b]. It follows from assumption (3), we conclude that gfu(t) > 0 for all
t € [a,b]. Therefore, a(fu,gfu) > 1.

(L2) For all u,v € C[a,b] such that a(u,v) > 1 and a(v, fv) > 1, we obtain
u(t), fu(t) € [0,00). Thus, a(u, fv) > 1.

(L3) For all u € C[a,b] such that a(u, gu) > 1, we have u(t), gu(t) € [0, 00) for
all t € [a,b]. It follows from assumption (3), we conclude that fgu(t) > 0 for all
t € [a,b]. Therefore, a(gu, fgu) > 1.

(L4) For all u,v € Cla,b] such that a(u,v) > 1 and a(v,gv) > 1, we obtain
u(t), gv(t) € [0,00). Thus, a(u,gv) > 1.

From the above, we conclude that the pair (f, g) is triangular a-orbital admis-
sible.

(3) We claim that the pair (f,g) is a ¥-p-F-rational contraction mapping with
F(s,t) = As for all s,t € [a,b] and 0 < A < 1. Indeed, let u,v € Cla,b] with
u # v and a(u,v) > 1. Then u(t),v(t) € [0,00) for all ¢t € [a,b]. Therefore, from
assumption (4), we have

b
fut) o] < [ Kaltsu(s) - Kalt, s o()lds
b
< [ (ot 9y max {Juts) = o(s)l u(s) = Fuls)L o) - gu(s)L
[u(s) = gv(s)| + [v(s) = fu(s)| fuls) = fu(s)l[v(s) = gu(s)|
2 T T4 Ju(s) = o(9)] })ds
b
< H(u,v)/ o(t,s)ds

< AH(u,v)
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b
where A = sup (/ a(t,s)ds) and H(u,v) defined by (3.1). It implies that
t€la,b] a

d(fu, fv) < AH(u,v).

Therefore, the pair (f,g) is a ¥-¢-F-rational contraction mapping with ¢(t) = ¢,
F(s,t) = As for all s,t € [0,00), 0 <A < 1.

(4) We claim that there exists ug € Cla,b] such that a(ug, fug) > 1. Indeed,
from assumption (5), there exists ug € Cla, b] such that wug(t) > 0 for all ¢ € [a, b].
By using assumption (3), we see that fug(t) > 0 for all ¢ € [a,b]. Therefore,
a(ug, fug) > 1.

(5) We claim that assumption (5) in Theorem 3.2 holds. Indeed, let {u,} be a
sequence in C|[a, b] such that ILm tp, = w and a(uy, up+1) > 1. Then u(t) > 0 and

un(t) > 0 for all ¢ € [a,b] and n € N. Therefore, a(ugy,u) > 1 and a(u, ugpt1) > 1.

By the above, all assumptions of Theorem 3.2 are satisfied. Then, f and g have
a common fixed point u € C[a,b] and the system of integral equations (3.34) has a
solution u € Cla,b]. O
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Abstract. In this paper, we define tubular surface by using a Darboux frame instead
of a Frenet frame. Subsequently, we compute the Gaussian curvature and the mean
curvature of the tubular surface with a Darboux frame. Moreover, we obtain some
characterizations for special curves on this tubular surface in a Galilean 3-space.
Keywords. Tubular surface; Darboux frame; Frenet frame; Gaussian curvature.

1. Introduction

A Galilean space may be considered as the limit case of a pseudo-Euclidean
space in which the isotropic cone degenerates to a plane. This limit transition
corresponds to the limit transition from the special theory of relativity to classical
mechanics. On the other hand, the Galilean space-time plays an important role in
non-relativistic physics. The fact is that the fundamental concepts such as velocity,
momentum, kinetic energy, etc., and the principles, laws of motion and conservation
laws of classical physics are expressed in terms of the Galilean space[7].

As it is well known, the geometry of space is associated with a mathematical
group. The idea of invariance of geometry under transformation groups may im-
ply that on some spacetimes of maximum symmetry there should be a principle
of relativity, which requires the invariance of physical laws without gravity under
transformations among inertial systems. Surface theory has been a popular topic
for many researchers in many aspects[3, 9, 8]. Furthermore, canal surfaces are more
popular in computer aided geometric design (CAGD), including designing mod-
els of internal and external organs, preparing terrain infrastructures, constructing
blending surfaces, reconstructing shape or robotic path planning. Several geometers
have studied canal surfaces and tube surfaces and have obtained many interesting
results[4, 1, 10, 2, 5]. Maekawa [6] et al carried out a research on the necessary and
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sufficient conditions for the regularity of tube surfaces. Besides, Ro and Yoon [10]
studied the tubes of the Weingarten type in a Euclidean 3-space. M. Dede [2] stud-
ied tube surfaces in a Galilean 3-space. Recently, Dogan and Yayli [4] investigated
tubes with a Darboux frame in a Euclidean 3-space. In this study, we investigate
tubular surfaces by taking a Darboux frame instead of a Frenet frame in a Galilean
3-space.

2. Preliminaries

The Galilean space G3 is a Cayley-Klein space equipped with the projective met-
ric of signature (0,0, +, +). The absolute figure of the Galilean space consists of an
ordered triple {w, f, I}, where w is the ideal(absolute) plane, f is the line(absolute
line) in w and I is the fixed elliptic involution of points of f.

In the non-homogeneous coordinates the similarity group Hg has the form

(21) T =a11 + a2x
¥ = a21 + a22% + a3y cos + aszzsin b
Z = a3 + azzx — az3ysind + aszz cos b

where a;; and 6 are real numbers[7]. In what follows, the real numbers a2 and as3
will play the special role. In particular, for a12 = as3 = 1, (1) defines the group
Bg C Hg of isometries of the Galilean space G3.

Planes * = constant are Euclidean and so is the plane w. Other planes are
isotropic. A vector u = (u1,u2,us) is said to be non-isotropic if u; # 0. All unit
non-isotropic vectors are of the form u = (1, us,u3). For isotropic vectors, u; = 0
holds [7].

Since = 0 plane is a Euclidean in Galilean space, it is easy to see that isotropic
vectors are on the Euclidean plane.

Definition 1.1. Let a = (z,y,2) and b = (21, y1, 21) be vectors in a Galilean
space. The scalar product is defined as

(2.2) <a,b>=umzx

and the scalar product of two isotropic vectors, p = (0,y, z) and q = (0,y1, 21), is
defined as

(2.3) <P, a>1=yy + 22

Definition 1.2. Let u = (u1, ug, us) and v = (v1, v, v3) be vectors in a Galilean
space [8]. The cross-product of the vectors u and v is defined as follows:

0 €9 €3
(2.4) uAv=|u wus usg |=(0,usv; —uiv3, u1vs — UV1)
v1 V2 U3
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The curve a : I C R — G35 of the class C* in the Galilean space G3 is defined
by the parametrization
a(s) = (s,y(s),2(s)),

where s is a Galilean invariant arc-length of o. Then the curvature x(s) and the
torsion 7(s) are given by, respectively

k(s) = Vii(s)? + 2(s)%,7(s) = det((a(s), a(s), &(s))

K2(s)

On the other hand, the Frenet vectors of a(s) in G are defined by

The vectors t,n, b are called the vector of tangent, principal normal and binormal
of a, respectively. For their derivatives the following Frenet formula is satisfied[8]

(2.5) K(s)n,

t =
n'(s) =7(s)b,
b/

Since the curve «(s) lies on the surface M, there exists another frame along
the curve . This new frame is called Darboux frame and is denoted by {T,Y,N}
where T is the unit tangent of the curve, N is the unit normal of the surface M
along the curve «(s) and Y is a unit vector given by Y = N x T. This frame
gives us an opportunity to investigate the properties of the curve according to the
surface. Since the unit tangent T is common in both Frenet frame and Darboux
frame, the vectors n, b, Y and N lie on the same plane. The derivative formulae
of the Darboux frame of a(s) is given as[9]

(2.6) T (s) =ke(s)Y +Ek,N,
Y'(s) =t,(s)N,
N'(s) =t.(s)Y

where kg, k,, and ¢, are called the geodesic curvature, the normal curvature and the
geodesic torsion, respectively.

Now, we shall mention the surface theory in the Galilean space G.

Let us consider the surface M given by the parametrization

(27) @(u1’u2) = (m(ul,uz),y(ul,uz),z(ul,uz))
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where z(ut, u?), y(u!,u?), 2(u!,u?) € C® and v, u? € R .
The isotropic unit normal vector field Z is given by

P1ANPp2

(2.8) S AL I
o1 Aol

where w = [|¢,1 A ¢2||; and the partial differentiation with respect to u?! and u??
denoted by suffixes 1 and 2, respectively.

The first fundamental form of the surface is defined as

I = (gij + chy;)du’du’

where
(2.9) 9ij = (#,i>0,5) s hij = (@i, 0,50,
and € is
0, dv' : dv?® non-isotropic
€ =
1, dv! : dv? isotropic

The coefficients L;; of the second fundamental form are given by

Pijl,1 — LijP1
T 1

s

(210) Lij =< 4>

Finally, the Gauss curvature K and the mean curvature H of the surface M are
defined as

(211) K — de;é’ij _ L11L12022_L12
(212) 2H = g’JL” — gllLll +912L12 +922L22

respectively, where

2.13 11:@7 12 _ 912’ 22 _ 91
(2.13) 9= o .

3. Tubular surface with Darboux frame in G3

M.Dede defined the tubular surface by using a Frenet frame in a Galilean 3-
space. In this section, we define tubular surface by using a Darboux frame instead
of a Frenet frame.

Let the center curve a(s) be on the surface M. The characteristic circles of the
canal surface lie in the plane which is perpendicular to the tangent of the center
curve a(s). In light of this definition, the tubular surface can be defined by using a
Darboux frame as

(3.1) M (s,8) = a(s) +r(cos Y + sin SN)
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Using (2.6) we get partial derivatives of M with respect to s and /3 as follows:

(3.2) Ms =T +r(cos B(t,N) —sin (¢, Y))
(3.3) Mg = —rsin fY + rcos BN

The cross-product of these two vectors is given as
(3.4) Ms AN Mg = —rcos Y —rsin SN

Using (2.8) and (3.5), we obtain an isotropic normal vector of the tubular surface
as

(3.5) Z = —cos fY —sin N

From (2.13) and (3.5), we obtain the first fundamental form of the tubular
surface with a Darboux frame in a Galilean space as

(3.6) I =ds* + er’dp?
where € is

0, du # 0
(3.7) €=

1, du=0

The second order partial differentials of the surface M are obtained as
(3.8) M,y = (k, —rcosft? —rsinft,)Y + (k, + 7 cos ft, — rsin ft2)N,
(3.9) Mg, = (—rcosBt,)Y + (—rsin Bt )N,

(3.10) Mpgp = —rcosfY —rsin SN

Equations (3.12), (3.13) and (3.1) lead to the coefficients of the second funda-
mental form obtained by,

(3.11) Ly1 = —cosBky — ky sin 8 + rt2,
(312) L12 = ’I"tr7
(313) L22 =T.

Thus, the Gaussian curvature K is given by:
— cos Bkg — ky sin 3

.14 K=
(3.14) -
From the equations (2.11), (3.4) and (3.5), we get
1
(3.15) g =g =0, g% =

Then, substituting (3.14), (3.15) and (3.16) into (3.1), we obtain the mean
curvature of the tubular surface as

1
1 H=—
(3.16) 2r
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4. Some Characterizations for Special Curves on Tubular Surfaces in
Gs

In this section, we investigate the relation between parameter curves and special
curves such as geodesic curves, asymptotic curves, and lines of curvature on this
tube surface M (s, () in a Galilean space

Theorem 3.1 Let M (s, 5) be a tubular surface in G3. Then
i) B— parameter curves are also geodesic.

ii) s— parameter curves are also geodesic if and only if kg, k, and t, of «(s)
satisfy the equation:

(4.1) — cos fky + sin fky — rt; =0.

Proof:
i) For s— and S— parameter curves, we get
(4.2) ZNMgsg = (—cosfY —sinfN) A (—rcos Y — rsin fN)
=rcosfsin BT — rsin S cos BT = 0.

Since Z A Mgg = 0, it follows that S— parameter curves are geodesic.
ii)
(4.3) Z N Mys = (—cos Bky, +sin Bk, — rt/r)T(s)

It is easy to see that Z A M, = 0 if and only if — cos Sk, 4 sin kg — rt; =0.
This completes the proof.

Corollary 3.1 Let « (s) be a geodesic curve on the tubular surface M (s, 3) in
Gs. If s— parameter curves are also geodesic on M (s, 3), then the curvatures x
and 7 of « (s) satisfy the equation:

cos Bk — rr = 0.

Proof: Since the center curve « (s) is geodesic curve, we have k; = 0, k, = &
and t, = 7. Substituting k; =0, k, = x and t, = 7 in (4.1) the equation, we get

cos Bk — rr = 0.

Hence, the proof is completed.

Corollary 3.2 Let a (s) be an asymptotic curve on the tubular surface M (s, 8)
in G3. If s— parameter curves are also geodesic on M (s, 3), then the curvatures
and 7 of «(s) satisfy the equation:

sin Bk — rr =0.
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Proof: Since the center curve «a (s) is an asymptotic curve, we have k, = 0,
kg = k and t, = 7. Substituting k, =0, k; = x and ¢, = 7 in (4.1), we get

’
cosBrk —r7 =0.

Hence, the proof is completed.
Theorem 3.2 For the tubular surface M (s, 8) in Gs.
i) f— parameter curves cannot be asymptotic curves.
ii) s— parameter curves are also geodesic if and ounly if M (s, ) is generated by
a moving sphere with the radius function
cos Bky + sin Bky,
7 .

(4.4) r=

r

Proof: i) Since (Z, Mgg) = r # 0, f— parameter curves cannot be asymptotic
curves on M (s, f3)

ii) s—parameter curves are also asymptotic curve on M (s, ) if and only if
(4.5) (Z, M) = — cos Bky — sin Sk, + rt; =0.

Thus, we get the radius function:

cos Bky + sin Bk,
r= .
t/

T

This completes the proof.

Corollary 3.3 Let s— parameter curves are also asymptotic curves on M (s, ()
in Gg.

i) If the center curve « (s) is a geodesic curve on M (s, 3) ,then

sin Bk

’

u
ii) If the center curve « (s) is an asymptotic curve on M (s, 3) ,then

cos Bk

’

T
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Abstract. We define a Bertrand-B curve « in the three dimensional sphere S?(r) such
that there exists an isometry ¢ of S®(r), satisfying (¢ o ) (s) = X (s,t(s)) for another
curve 8 and both curves have common binormal geodesics at corresponding points. We
analyze the condition of being Bertrand-B curves in S*(r) and prove that the immersed
curve with curvatures €1,e2 in Ss(r) is a Bertrand-B curve if and only if it satisfies
€2 4+ 2 = 1. Also, we analyze some conclusions about a pair of Bertrand-B curves in
S3(r). As an application, we give an example that the conclusions are verified.
Keywords. Bertrand-B curve; isometry; curvature.

1. Introduction

The theory of curves examines the geometric property of the plane and space
curves by means of algebraic and calculus methods. The most common applica-
tion areas of these methods are special curves such as helices, Bertrand curves,
Mannheim curves, etc. The special curves in ambient spaces (semi-Euclidean space
R+ Galilean space G2, etc.) are generally characterized by the algebraic equa-
tions relating their curvature and torsion functions [1],[2],[3],[4]. For instance,
Bertrand curves and Mannheim curves in the three dimensional Euclidean space
R3 are characterized by, respectively;

)\K+HT=1andl€=)\(KQ+T2)

where A # 0 and p are some constants, k and 7 are the curvature and torsion
functions of these special curves, respectively [5],[6].

Naturally, it gives rise to the following question: Is it possible to extend the
studies concerning the mentioned curves to 3-dimensional Riemannian or Lorentzian
space forms? As an answer to this question, Choi et al. have given a definition
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of Bertrand curves in 3-dimensional Riemannian space forms M and they have
proved that a Frenet curve a with the curvature x and the torsion 7 in M is a
Bertrand curve. It satisfies 7 = 0 or k + at = b for constants a and b # 0 [7] as
a necessary and sufficient condition. Recently, a definition of Mannheim curves in
both Riemannian and Lorentzian space forms has also been given [8],[9]. All of the
surveys mentioned above are done with reference to the Frenet-Serret frame which
was adopted to formulate a space curve in ambient spaces. On the other hand, it is
known that there are other frames in which all invariant properties of a space curve
are investigated. These are called Bishop frames. The basic idea of creating such
frames is to provide minimum bending. The minimum bending of space curves has
a wide range of applications such as the creation of a continuous robot model from
the analysis of the DNA structure [10], [11]. Thus, it is appropriate to expect all
new types of curves that can be introduced on the Bishop frames to contribute to
such areas of application.

The notion of Bertrand B-curves in 3-dimensional Euclidean space has been
defined by Yerlikaya et al. and has been given the characterizations of Bertrand
B-curves related to mate [12]. In this paper, we expand the definition of Bertrand
B-curves to the three-dimensional sphere S?(r) and give the algebraic qualification
of Bertrand B-curves in S?(r).

2. Basic definitions and notations

Let S3(r) denote a three-dimensional sphere with the constant curvature ¢ = 1,
defined by

i=1

4
83(7’):{(331733273:37534)6R4Zx?:TZ }7 r>0.

Note that we regard S3(r) as a subcase of R* equipped with the inner product for
z,y € T,53(r):
(x,y) = x1y1 + T2y2 + T3ys + T4y
where T,53(r) denotes the tangent space of S3(r) at p € R%. We also need to
note the definition of wedge product (or cross product) in R If z,y,2 € R4
the vector (x x y X z,w) is defined as a unique one that satisfies (x x y X z,w) =
det (z,y, z,w) for every w € R*

Let o = a(s) : I C R — S3(r) be an immersed curve and suppose, without
loss of generality, that « is parametrized by the arc-length parameter and there
exists an orthonormal frame {7, N, B} with functions {x,7} (called the curvature
and torsion of a) along « (called the Frenet-Serret frame), satistying the derivative
formula

1
VT =kN - Sa,
r

(2.1) VrN =—xT + 1B,
VrB =-7N.
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where V symbolises the Levi-Civita connection of R*.

On the other hand, a new version of the Bishop frame in a three dimensional
Euclidean space R? is introduced by Yilmaz and Turgut such that type-2 Bishop
and Frenet-Serret frames have a mutual vector field, i.e. binormal vector fields
[13]. They present both a relationship between Frenet and Bishop vectors and
type-2 Bishop derivative equation. From now on, it is possible to ask the following
question in the light of the mentioned work.

Question: Is it possible to get the covariant derivative equations of type-2
Bishop for an immersed curve in S3(r)?

As an answer to the above question, we need to be reminded of the following
expressions:

Definition 2.1. The rotation matrix for two arbitrary vectors in the Euclidean
plane is defined by the following expressions, respectively:

( cosf(s) —sinf(s) )

sinf(s)  cosf(s)

. ( cosf(s) sinf(s) )
—sinf(s) cosf(s)

where 6(s) is the angle between two vectors [14].

Definition 2.2. Let a be an immersed curve in the three dimensional sphere
S3(r). Then, the Gauss formula of S3(r) along « is given by the following equation
for any vector field X:

X' =vsX — (X,
where ’ and 17, are symbolised by the natural differentiation of R* and the covariant
derivative of S3(r) along «, respectively [14].

We can now express the covariant derivative equation of type-2 Bishop using
the above definitions in S3(r) as follows:

V&1 = —e1B—cosf(s)a,
Vs€a = —e9B +sinf(s)a,
VsB = €161 + €282
Remark 2.1.
T cosf(s) sinf(s) O &
(2.2) N | = | —sinf(s) cosf(s) 0 & |,
B 0 0 1 B
(2.3) k= —0(s)
and

(2.4) cos0(s)e1(s) = —sinb(s) ea(s).
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3. Bertrand-B curves in 3-dimensional sphere

We begin by getting a crucial definition that is used to expand the concept of
Bertrand-B curves to the sphere S3(r).

Definition 3.1. For v € T,5%(r), let 7, denote a unique maximal geodesic in
S3(r) with the initial velocity v/ (0) = v. Let

U={veTS*r):1¢€ domain v,}
and let exp : U — S3(r) be defined by

expy,(v) = Yv(1).

exp is called the exponential map of S3(r),where U is an open set in T'S®(r) and
p is the start point of v, [14].

We can now give the definition of Bertrand-B curves:

Definition 3.2. Let a(s) be an immersed curve in a 3-dimensional simply con-
nected space form S3(r) and {;_, &, Ba} be type-2 Bishop of . With the aim of
exponential map, a ruled surface Xp, is defined such that

XB,(8,t) = expy(s) (tBa(s)) -

An immersed curve 3 = B(s) in S3(r) is said to be a Bertrand-B mate of « if
the binormal vector field of 8 determined by 8(s) = Xp,, (s,t(s)) is congruent to
B (50) or —Bg(s0) for each sg. By the time an immersed curve « in S3(r) accepts
its Bertrand-B mate, we call « a Bertrand-B curve in S3(r).

Another concept related to this exponential map: parallelism can be used to
transport tangent vectors from one point of a surface to another. Accordingly,
for p € S3(r) and v € T,5%(r) with ||v|| = 1 are considered as vectors in R?,
a relationship between the exponential map and the parallel transport P!(v) as
follows:

exp,(tv) = costp+ sintv

and
P'(v) = — sintp + costw,

In the light of the concepts described above, our goal is to find the condition of
being a Bertrand-B curve for an arbitrary immersed curve in the three dimensional
sphere:

For @ = a(s) let there be an immersed curve parametrized by arc-lenght in
S3(r), let B = B(5) with |8 (3)|| = 1 be a Bertrand-B mate of a. Note that we
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can assume, without loss of generality, that % > 0 and the curve 3(3) and Bg (3),
called its binormal vector field, stated by

B(5) = expys) (t(s) Bals))

(3.1) .
= cos (t(s)) a (s) + sin (£(s)) Ba(s)

and Bg (5) = P'®) (B,(s)), where 3(5) is the point in 3 corresponding to a(s).

By taking the derivative of the equation 3.1 in R* and applying the Gauss
formula and the Bishop type-2 equation of a, we get

(32) B () = {eos(t(s))} a(s) + %2 {cos(t(s)) cosO(s) + 1, (s) sint(s))} &, (5)
+ 5 {eos(t(s) s 0(s) + 3, () sin(t(3))} &2, (5) + {sn(5))} Bals)
Considering the fact that
(8, Bs) =0, (8,5) =0
and
(3.3) By = —sin(t(s)) a + cos(t(s)) Ba
j' is orthogonal to « and B, in R*. Thus from 3.2, we easily get
(3.4) {eos (#(s)))’ = {sin (¢(s))}’ = 0.

Now that ¢ is a non-zero smooth function, #(3) designate for u # 0. Besides, 3.1
and 3.2 are respectively determined by

B(5) = cospa(s) + sinp By (s)

and
_ _ds [ cospcosf(s) ds sinpea, (s) _
/ _ = i «
(3.5) Bs) = ds { +e1, (s)sinp SHOA ds | +cospsiné(s) £2.(5)
from which,

ds/ds = \/(cosu cos0(s) + &1, (s)sinp)” + (sinpea, (s) + cospsinf(s))>

or equivalently,

(3.6) ds/ds = \/cosz,u +sin’u (3 (s) +€3_(s)).
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Now we can calculate the tangent vector of 8 with regard to the Frenet vectors of
a that is

(3.7) T3(5) = c1(s) Ta(s) + c2(s) Na(s)

or bearing in mind that the equation 2.2
(3.8)
T3(5) = {c1(s) cosB(s) — ca(s)sinb(s)} &1, (s)+{ci1(s) sinB(s) + ca(s) cosB(s)} &a, (s).

Equating the coefficients of the equations 3.5 and 3.8, we get a linear equation
system as follows:

cosO(s) c1(s) —sind(s) ca(s) = % (cospcosO(s) + €1, (s)sinu)
siné(s) c1(s) + cos(s) ca(s) = % (sinpeg, (s) + cosusinf(s)) .

Solving this system according to the cramer method, the functions ¢; and ¢y are
determined such that

d
(3.9) ci(s) = —z cos

d
(3.10) cos) = d—; sin p (cos 6(s) ea,, (s) —sinf(s)e1_(s))
By taking the covariant derivative of 3.7 with regard to 5 in R* and using the chain

rule, the Gauss formula and the Frenet-Serret equation of o, we get

Vet (5) = {cosn = 1(6) % pate) + {9~ alehma() 7ol

+ {CQ’(S) n cl(s)ﬂa(s)g} Nals) + {sinu n cQ(s)mg} Ba(s).

In what follows, since V;T3(5) is proportional to
Np(5) = c3(8)Ta(s) + ca(s)Na(s),

it reduces to
(3.11)
ds

ViTh(5) = {Cl’(s) _ Cg(s)ﬁa(s)ﬁ} To(s) + {02'(8) 4 Cl(s)na(s)%} Nuls).

Lemma 3.1. Let as) be an immersed curve parametrized by arc-length and let
B (3) be a Bertrand-B mate with ||3' (3)|| = 1 in the three dimensional sphere S3(r).
Then, the following equalities hold:
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1. cosp—c(s)% =0

2. sinp + co(s)y /€2 +e3 9 =0.

‘We can now evaluate two cases from the lemma 3.1 as follows:

Case 1.From lemma 3.1, we have

d
cospL — ¢ (s)d—g =0.

Then, from the equations 3.6 and 3.9 and the necessary arrangement, we can write

sin®p cosp (€3 +¢€3.) —1)

2

: —0.
cos?p +sin’p (2 +¢€3)

Subcase 1.1. Let cosp = 0. 3.6 and 3.9- 3.10 is reduced to ¢; = 0, co = £1
and ds/ds = ,/ei + Ega. According to the previous expressions, from 3.7, we get
Ts = £N,. Then, apply these to 3.11:

Ka

/2 2
€1, t¢e3,

We distinguish four subcases according to the sign of the vector field.

(3.12) ViT5(5) = + Ta(s).

Subsubcase 1.1.81. (T = Nq, VsT3(5) > 0). Eq. 3.12 becomes

Ko

VeT5(5) = ——e T (s)
E%LY + E%LY
from which, |VsTs(3)| = 62“7‘152 and Ng = T,. From the wedge product in
la 2

[e"

E*, Bg is given by
Bg = —sinpa+ cos p By = P*(B,).
Thus 3 is a Bertrand-B mate of a.

Reasoning as in the subsubcase 1.1, one says whether § is a Bertrand-B mate
of a or not.

Subcase 1.2. Let sinu =0, say u = wk, k € Z. Thus, S is isometric to a.

Subcase 1.3. Let €7 +¢e3 = 1. Egs. (3.6) and (3.9)-(3.10) is reduced to ds = ds,
c1 =cosp and cg = +sinp. According to the previous expressions, from 3.7, we
get T3(5) = cos uTa(s) £ sinp Ny (s). Then, apply these to 3.11:

(3.13) VsT3(5) = Ka(s) {E£sin uTa(s) + cos uNa(s)}



268 F. Yerlikaya, I Aydemir
from which,
IVsTs(5)]| = |rals)|
Note that if k(s) = 0, then V5Ts(5) = 0, that is, B is a geodesic in S3. Its

principal normal vector field N3 is given by

N3(5) = £sinp To(s) + cosp Nu(s).

Considering the wedge product in E*, the binormal vector field Bs is obtained
by
Bg(3) = sinpa(s) — cos pu Bu(s)

= P*(Ba((5))) -
Thus 8 is a Bertrand-B mate of a.

Case 2. From the lemma 3.1, we have
sing 4 ca(s)y /el +¢e3 - =0.

Then, from the equations 3.6 and 3.10 and the necessary arrangement, we can write

sinpcos?p (1 — (3, +¢€3.))

: —0.
cos?u+sin’p (2 +¢€3)

In this case, it is clear that the curve § is again a Bertrand-B mate of «, examined
as in the case 1.

Proposition 3.1. Let a = a(s) be an immersed curve parametrized by arc-lenght
in S3(r) with curvatures €1, and e, and B(3) = cos ppa(s) +sin p By (s). Then, we
have

e When 0 < p < 3, B is not a Bertrand-B mate of .
o When 3 < u <m, B is a Bertrand-B mate of

o If ko = 0 then B is a geodesic in S3(r).

Theorem 3.1. Let o = «(s) be an immersed curve in the 3-dimensional sphere
S3(r) with curvatures €1, and €a,. Then, « is a Bertrand-B curve if and only if
2 2

Ela + €2Q = 1

After finding the condition of being a Bertrand-B curve in the three dimensional
sphere S3(r), we can now give results concerning a pair of Bertrand-B curves:
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Let «a(s) and 3(S) be a pair of Bertrand-B curves having the Bishop type-2
frames {¢1,,&,, Ba} and {&1,,&,, Ba}, respectively, then there exists a differen-
tiable function #(8) such that

(3.14) B (8) = cos (t(s)) a (s) +sin (¢(s)) Ba (s)

where 3(5) is the point in 8 corresponding to «(s).

Proposition 3.2. Let o and B be a pair of Bertrand-B curves in S®. Then the
following properties hold:

1. The function t(3) is constant.

2. The angle between the tangent vectors T, (s) and T(5) at corresponding points
equals to L.

3. The angle between &1, and &1, vectors at corresponding points is constant.

4. The angle between &3, and &2, vectors at corresponding points is constant.

Proof. (1) It can be seen that the function ¢(5) is the constant from Eq. (3.4), which
completes the proof.
(2) Taking the derivative of Eq. (3.1) with respect to s in R*, we have

ds .
T3(5) 75 = CosH To(s) +sinp {&,(s) 1, (8) + &, () €2, (8)}.
By multiplying the previous equation with T'a(s), we get
(Ts(5), Ta(s)) =cospu+sinp {e1, (s) cosb(s)+ea, (s) sinb(s)}

where we use (&1, (), Tu(s)) = cosO(s) and (&2, (s), Ta(s)) = sinf(s). Finally,
taking into account Eq.(2.4), we deduce (2).
(3) By a straightforward computation, we get

dis <€10¢ (8)7 glﬁ (§)> = —€l1, (S) <Ba(s)7 glﬁ (§)> - COSH(S) <a(8)7 glﬁ (§)>
— 95 61,(3) (€1.(s), B(3) — £ cosb(s) (€1 (s), BG)),

that jointly with (3.1), (3.3) and &1, € Sp{Ta, No} yields

d _
% <£1a (5)7 51/3 (S)> =0,

which completes the claim.

(4) Similarly as in the item (b), one can see that the proof of the claim can be
ended.
O
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Theorem 3.2. Let a and 8 be a pair of Bertrand-B curves in S® and let ko and
kg be the curvatures of the pair, respectively. Then there exists a constant 1 and 1
such that the following relations hold:

1. K% (5) = cos® u K2 (s) + sin? p {E‘fa (s) + 5'21 (s)}
2. k2 (s) = cos? p k% (5) + sin” {6‘12B (s) + 6‘22 (5)}
3. cos2n = cos2u {e1,(s) €1,(5) + 2. () €2, (5)}
where €1,,, €2,, €1, and €2, stand for the curvatures of o and 3, respectively.

Proof. (1) By the covariant derivative of Eq. (3.1), we get Eq. (3.5). Using Eq.
(2.2) for the curve 8, we have the following equation

{cos@ (5) &1, (5) +5inb (5) &op (5)} % = {cosp cosf(s)+sinpu ey, (8)}&r, (s)
+ {cosp sinf (s) +sinu eq, (5)} &2, (5).

On the other hand, we have a constant angle  because of the items (3) and (4) of
Proposition (3.2), thus we can write

(3.15) cos[0(3) —n] = % {cosp cosf(s)+sinu e, (s)}

(3.16) sin[f (5) —n] = % {cosp siné (s)+sinp 2, (s)}.

By taking the derivative of Egs. (3.15) and (3.16) wrt s in R* and applying Egs.
(2.3) and (2.4), we deduce (1). This ends the proof.
(2) Now we have to hold Eq. (3.1) according to the curve a:

a(s) =cospu B (3) + sinp Bg (3).

Thus, a straightforward computation leads to the following two equations:

(3.17) cos[0(s)+n] = % {cosp cosO(3) —sinper, (5)}

(3.18) sin[f (s) +n] = g {cosp sin6(5) + sinp €2, (5)} .

By following a similar path in the item (a), one can easily see that the claim con-
cludes.

(3) It is a consequence of the way followed by the multiplication of the Egs.
(3.15-3.17) and (3.16-3.18). O
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Example 3.1. Let o = a(s) be a model helix in the 3-dimensional sphere S*(r), given
by
a(s) = (cos¢ cos(as), cos¢ sin(as), sin¢ cos(bs), sin¢ sin (bs) ),

where s is arc-length when a2 cos? ¢ + b?sin® ¢ = 1. Also, a straightforward computation
gives us the following Frenet apparatus of a:

To (s) = (—a cos¢sin(as), a cos¢cos(as), —b sin¢sin(bs), b sin¢cos (bs) )
Na (s) = (—singcos (as), —singsin(as), cos@cos(bs), cos¢sin (bs) )
B, (s) = (—b sin¢sin (as), b singcos (as), a cos¢sin (bs), —a cos¢cos(bs) )

Ko = /(a2 — 1) (1 - b2)

Ta = ab

By applying the first two equations of the apparatus to (2.2), we get the Bishop-type 2
vector field as follows:

&1, (s) = (—f (s) sin (as) + sin ¢sin 6 (s) cos (as) , f (s) cos (as) + sin ¢sin O (s) sin (as) ,
— g (s)sin (bs) — cos ¢sin 0 (s) cos (bs) ,
g (s) cos (bs) — cos ¢sin O (s) sin (bs)) ,

where f(s) = acos¢cosf(s) and g (s) = bsin¢gcosf (s). Similarly, we get the remaining
vector field &, (s). Note a case that if b = 1, then the curve « is a helix in S%(r)
parametrized by arc-length with 7 = 1. In such a case, by taking the covariant derivative
&1, (s) and &2, (s) with respect to s and using the derivative formula of the Bishop type

2, we obtain the following Bishop type 2 curvatures:
(3.19) €1, (8) = —sinf(s), ez, (s) = —cosb(s)
from which

el, (s) +e3, (s) = 1.

This means that the curve o with 7 = 1 is a Bertrand-B curve in S*(r). Morever, the
Bertrand-B partner curve 3 of « is given by §(5) = cosp a (5) + sinu Bq (5) with

5= \/cos2 p+sin® o {e3_ (s)+e3_ (s)} s. Observe that the last equation supports Eq.
(3.6). Furthermore, by calculating the curvature of 3, it is easy see that the item (1) of
the theorem (3.2) is satisfied when the curve « is a Bertrand-B curve, i.e. for ab = 1:

ks (s) = /(a2 = 1) (1 - 02) 4 sin® 0 {((ab)* 1) (a2 + b2 — 2)}

Consequently, we have the following proposition:

Proposition 3.3. A model heliz with 7 = 1 in the 3-dimensional sphere S3(r) is
a Bertrand-B curve. Moreover, the Bertrand-B partner curve of a model helix in
S3(r) is also a Bertrand-B curve.
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4. Conclusion

In this paper, we obtained a lemma which states the condition of what it takes to

be a Bertrand-B curve. In creating this lemma, we used another curve (mentioned as
B(3))as its mate and saw that it is possible for these curves to be Bertrand-B curves
only if their mates exist. In addition, some conclusions about a pair of Bertrand-B
curves in the three dimensional sphere (called a special Riemannian manifold) are
stated. On the other hand, recent studies show that Bishop frames have attracted
the attention of many scientists and geometers due to various applications in areas
from engineering to computer graphics. Hence, we hope that the results of this
study will serve the areas of application associated with Bishop frames.
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Abstract. In this paper, we introduce the notion of radical transversal screen Cauchy-
Riemann (SCR)-lightlike submanifolds of indefinite Kaehler manifolds giving a charac-
terization theorem with some non-trivial examples of such submanifolds. Integrability
conditions of distributions D1, Do, D and D on radical transversal SCR-lightlike sub-
manifolds of an indefinite Kaehler manifold have been obtained. Further, we obtain
necessary and sufficient conditions for foliations determined by the above distributions
to be totally geodesic.

Keywords. Semi-Riemannian manifold, degenerate metric, radical distribution, screen
distribution, screen transversal vector bundle, lightlike transversal vector bundle, Gauss
and Weingarten formulae.

1. Introduction

The theory of lightlike submanifolds of a semi-Riemannian manifold was in-
troduced by Duggal and Bejancu ([7]). Various classes of lightlike submanifolds
of indefinite Kaehler manifolds are defined according to the behaviour of distribu-
tions on these submanifolds with respect to the action of (1, 1) tensor field J in
Kaehler structure of the ambient manifolds. Such submanifolds have been studied
by Duggal and Sahin in ([8], [10]). In [9], Duggal and Sahin introduced the notion
of generalized CR-lightlike submanifolds of an indefinite Kaehler manifold which
contains CR-lightlike and SCR-lightlike submanifolds as its sub-cases. In [3], Sahin
and Gunes studied geodesic CR-lightlike submanifolds and found some geometric
properties of CR-lightlike submanifolds of an indefinite Kaehler manifold.

However, all these submanifolds of an indefinite Kaehler manifold mentioned
above have invariant radical distribution on their tangent bundles i.e J(RadT M)
C TM, where RadT M is the radical distribution and 7'M is the tangent bundle.
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In [2], Sahin introduced radical transversal and transversal lightlike submanifolds
of an indefinite Kaehler manifold for which the action of (1, 1) tensor field J on
radical distribution of such submanifolds does not belong to the tangent bundle,

more precisely, J(Rad(T'M)) = ltr(T M), where ltr(T M) is the lightlike transversal
bundle of lightlike submanifolds.

Thus motivated sufficiently, we introduce the notion of radical transversal screen
Cauchy-Riemann (SCR)-lightlike submanifolds of an indefinite Kaehler manifold.
This new class of lightlike submanifolds of an indefinite Kaehler manifold includes
invariant, screen real, screen Cauchy-Riemann, radical transversal, totally real and
generalized transversal lightlike submanifolds as its sub-cases. The paper is arranged
as follows. There are some basic results in Section 2. In Section 3, we study radical
transversal screen Cauchy-Riemann (SCR)-lightlike submanifolds of an indefinite
Kaehler manifold, giving some examples. Section 4 is devoted to the study of
foliations determined by distributions Dy, Do, D and D= involved in the definition
of the above submanifolds of an indefinite Kaehler manifold.

2. Preliminaries

A submanifold (M™, g) immersed in a semi-Riemannian manifold (Mm+n, g) is

called a lightlike submanifold [7] if the metric g induced from g is degenerate and
the radical distribution RadT M is of rank r, where 1 < r < m. Let S(TM) be
a screen distribution which is a semi-Riemannian complementary distribution of
RadT M in TM, that is

(21) TM = RadT M Dorth S(TM)

Now consider a screen transversal vector bundle S(T'M 1), which is a semi-Riemannian
complementary vector bundle of RadTM in TM~. Since for any local basis {&;}
of RadT M, there exists a local null frame {N;} of sections with values in the
orthogonal complement of S(TM=) in [S(TM)]* such that g(&, N;) = &;; and
g(N;,N;) = 0, it follows that there exists a lightlike transversal vector bundle
ltr(TM) locally spanned by {N;}. Let tr(T'M) be a complementary (but not or-
thogonal) vector bundle to TM in TM|y;. Then

(2.2) tr(TM) = ltr(TM) @open, S(TM™),
(2.3) TM|y =TM & tr(TM),
(2.4) TM|n = S(TM) ®oren [RadT M & ltr(TM)] @open S(TML),

where @ denotes the direct sum and @,.¢p denotes the orthogonal direct sum.
Following are four cases of a lightlike submanifold (M, g, S(TM),S(TM*)):

Case.l  r-lightlike if < min (m,n),



Radical Transversal SCR-Lightlike Submanifolds 277

Case.2  co-isotropic if r =n <m, S (TM™*) = {0},

Case.3  isotropicif r =m < n, S(TM) = {0},

Case.4 totally lightlike if r = m = n, S(TM) = S(TM~) = {0}.
The Gauss and Weingarten formulae are given as

(2.5) VxY =VxY +h(X,Y), VX,YeD(TM),

(2.6) VxV =—-AyX + VLV, VYV eTl(tr(TM)),

where {VxY, Ay X} and {h(X,Y), V4 V} belong to I'(T'M) and T'(tr(TM)), re-
spectively. V and V! are linear connections on M and the vector bundle tr(TM),
respectively. The second fundamental form h is a symmetric F(M)-bilinear form
on I'(T'M) with values in T'(¢r(TM)) and the shape operator Ay is a linear endo-
morphism of I'(TM). From (2.5) and (2.6), we have

(2.7) VxY =VxY + A (X,Y)+h*(X,Y), VX, Y cT(TM),
(2.8)  VxN=-AxX +V% (N)+D*(X,N), VN eT(tr(TM)),

(2.9) VxW = —Aw X + V% (W) + D' (X, W), VYW eI(S(TM™)),

where h(X,Y) = L(h(X,Y)), B*(X,Y) = 8 (h(X,Y)), DI(X,W) = L(V4W),
D(X,N) = S(V4N). L and S are the projection morphisms of tr(TM) on
ltr(TM) and S(T M), respectively. Viand V* are linear connections on ltr(T M)

and S(TM™) called the lightlike connection and screen transversal connection on
M, respectively. For any vector field X tangent to M, we put

(2.10) JX = PX + FX,

where PX and FX are tangential and transversal parts of JX, respectively.
Now by using (2.5), (2.7)-(2.9) and metric connection V, we obtain

(2.11) g(h*(X,Y), W) +g(Y, D' (X,W)) = g(Aw X, Y),

(2.12) G(D*(X, N), W) = G(N, Ay X).

Denote the projection of TM on S(TM) by P. Then from the decomposition of
the tangent bundle of a lightlike submanifold, we have

(2.13) VxPY =V5PY +h*(X,PY), VX,Y eD(TM),

(2.14) Vx&=—A{X + V¥, € eT(RadlM).
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By using the above equations, we obtain

(2.15) g(h' (X, PY),€) = g(A; X, PY),
(2.16) g(h*(X,PY),N) = g(AnX,PY),
(2.17) g(h'(X,€),8) =0, Ag=0.

It is important to note that in general V is not a metric connection. Since V is a
metric connection, by using (2.7), we get

(2.18) (VXQ)(KZ):g(hl(X7Y)7Z)+§(hl(X7Z)7Y)'

An indefinite almost Hermitian manifold (M,g,.J) is a 2m-dimensional semi-
Riemannian manifold M with a semi-Riemannian metric g of the constant index g,
0 < g < 2mand a (1, 1) tensor field J on M such that the following conditions are
satisfied:

(2.19) T'X =-X, VXeTD(TM),

(2.20) GIX,TY) =G(X,Y),

for all X,Y € T(TM).

An indefinite almost Hermitian manifold (M,g,J) is called an indefinite Kaehler
manifold if .J is parallel with respect to V, i.e.,

(2.21) (VxJ)Y =0,

for all X, Y € T'(T'M), where V is the Levi-Civita connection with respect to g.

A plane section S in tangent space T, M at a point x of a Kaehler manifold M is
called a holomorphic section if it is spanned by a unit vector X and JX, where X is
a non-zero vector field on M. The sectional curvature K (X, .JX) of a holomorphic
section is called a holomorphic sectional curvature. A simply connected complete
Kaehler manifold M of the constant sectional curvature c is called a complex space-
form and denoted by M (c). The curvature tensor of the complex space-form M (c)
is given by ([12])

(2.22) R(X,Y)Z =[g(Y,Z2)X - 9(X, Z2)Y +g(JY, 2)JX

—-9(JX,2)JY +29(X,JY)JZ],

for any smooth vector fields X, ¥ and Z on M. This result is also true for an
indefinite Kaehler manifold M.
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3. Radical Transversal SCR-Lightlike Submanifolds

In this section, we introduce the notion of radical transversal SCR-lightlike sub-
manifolds of an indefinite Kaehler manifold.

Definition 3.1. Let (M,g,S(TM),S(TM1)) be a lightlike submanifold of an

indefinite Kaehler manifold M. Then we say that M is the radical transversal
SCR-lightlike submanifold of M if the following conditions are satisfied:

(i) there exist orthogonal distributions Dy, Do, D and D+ on M such that
RadTM = Dy @op4p, D2 and S(TM) = D @opi, D,

(i) the distributions Dy and D are invariant distributions with respect to J, ie.
JDy = Dy and JD = D,

_ (iii) the distributions D and D+ are transversal distributions with respect to
J,ie. JDy CT(Itr(TM)) and JD+ C TS(TM™).

From the above definition, we have the following decomposition
(3.1) TM = D1 @orth D2 ®orth D Gopen D*.

In particular, we have
(i) if Dy =0, then M is a generalized transversal lightlike submanifold,
(ii) if D1 =0 and D = 0, then M is a transversal lightlike submanifold,
(iii) if D; = 0 and D+ = 0, then M is a radical transversal lightlike submanifold,
(iv) if Do = 0, then M is a screen CR-lightlike submanifold,
(v) if D =0 and D = 0, then M is a screen real lightlike submanifold,
(vi) if Dy =0 and D+ = 0, then M is an invariant lightlike submanifold.

Thus this new class of lightlike submanifolds of an indefinite Kaehler manifold
includes radical transversal, transversal, generalized transversal, invariant, screen
real, screen Cauchy-Riemann lightlike submanifolds which have been studied in ([2],
[8], [10], [15]) as its sub-cases.

Let (R3",g,J) denote the manifold R3™ with its usual Kaehler structure given by
g= i(— 1, det @ dat + dy' @ dy' + Z;iq.u dz® ® dz* + dy' @ dyt),
T (X0 + Yidy:)) = 3070, (Yidw; — Xi0y:),
where (2',3") are the cartesian coordinates on R3/".

Now, we construct some examples of radical transversal SCR-lightlike subman-
ifolds of an indefinite Kaehler manifold.

Example 1. Let (R 5, J) be an indefinite Kaehler manifold, where g is of signa-

ture (_a ] +a +a +a +a +a +a T T +a +a +a +7 +7 +) with reSpeCt to

{a$178$278$378$478335783367axﬁaxsvaylyay27ay37ay4vay578116781/7781/8}~
Suppose M is a submanifold of Ri® given by 2! = —y® = uy, 23 = y! = uo,

ot =yt =us, 2t =yt =, 2 =yt = us, 2 =y = w2 =y =

28 =y = ug.
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The local frame of TM is given by {Z1, Za, Z3, Z4, Zs, Zs, Z7, Zs }, where

Zy = 2(0x1 — Oy3),  Zo = 2(0x3 + 0y1),

Z3 = 2(81‘1 — 8y4), Z4 = 2(3334 — 0y1),

s = 2(83;‘5 — 8y6), Zg = 2(8336 + 8y5),

Z7 = 2(0x7 + dys),  Zs = 2(0xs + Ayr).

Hence RadT M = span{Zi,Za, Z3,Zs} and S(TM) = span{Zs, Zgs, Zr7, Zs }.

Now ltr(T M) is spanned by Ny = 0x1 + 9ys, No = 0x3 — Oy1, N3 = 2(dz1 +
0y4), Ny = 2(0z4 + Oy1) and S(TM~) is spanned by

Wy = 2(81‘5 + 8y6), Wy = 2(81‘6 — (9:[/5)7

W3 = 2(0x7 — Oys), Wy = 2(dxg — Oyr).

It follows that Dy = span{Z1, Za2} such that JZy = —Zo, JZy = Z1, which
implies that Dy is invariant with respect to J and Dy = span {Z3, Z4} such that
JZ3 = =Ny, JZ4 = — N3, which implies that /Dy C ltr(T'M). On the other hand,
we can see that D = span {Zs, Z¢} such that JZ5 = —Zg, JZs = Z5, which implies
that D is invariant with respect to J and D+ = span {Z7, Zg} such that JZ7 = Wy,
JZg = W3, which implies that D' is anti-invariant with respect to J. Hence M is
a radical transversal SCR-lightlike submanifold of R}S.

Example 2. Let (R}% 7, J) be an indefinite Kaehler manifold, where g is of signa-
ture (—, —, +,+,+,+,+,+,—, —, +,+, +, +, +, +) with respect to
{a$17 83:27 83:37 83:47 8.175, a.’EG, 8.1777 83:87 ayh 81127 81137 ay47 8y57 ay67 81177 ayS}

Suppose M is a submanifold of R% given by 2® = uy, ¥ = us, 2% = uj cosa —
U2 Sin a, y2 = uysina + uscosa, 2 = ug, y2 = —uyg, 2* = uzcosf — Uy Sin 3,
y* = uzsin B + ugcos B, 2° = us cosy, y® = ussiny, 2% = ugsin~y, y® = —ugcos~,
27 =ugcosd, y® = ugsind, 28 = uycosé, y’ = ursind.

The local frame of TM is given by {Z1, Za, Z3, Z4, Zs, Zs, Z7, Zs }, where

71 = 2(0x3 + cos adxa + sin adys), Zy = 2(0ys — sin adxy + cos adys),

Z3 = 2(0x2 + cos BOx4 + 8in fOys),  Z4 = 2(—Jya — sin fOx4 + cos fOy4),

Z5 = 2(cosy0xs + sinydys),  Zg = 2(sinydxg — cosyAys),

Z7 = 2(cos 60xg + sin 60y7), Zg = 2(cos00x7 + sin 00ys).

Hence RadT M = span{Zy,Za, Z3,Z4} and S(TM) = span{Zs, Zg, Zr, Zs }.

Now ltr(TM) is spanned by N1 = —dz3 + cos adxa + sinadys, No = —dys —
sin adxs +cos adya, N3 = 2(—0xa+ cos B4 +sin BOys), Ny = 2(—0ya+sin fOx4 —
cos f0y4) and S(T' M) is spanned by

W1 = 2(sinydzs — cosydys),  Wa = 2(cosydze + sinydys),

W3 = 2(sind0xg — cos §0y7), Wiy = 2(sind0x7 — cos §dys).

It follows that Dy = span{Zi, Z2} such that JZy = —Zo, JZy = Z1, which
i_mplies that_ D1 is invariant with respect to J and Dy = span{Zs, Z4} such that
JZ3 = Ny, JZy = N3, which implies that J Dy C ltr(T'M). On the other hand, we
can see that D = span{Zs, Zs} such that JZ5 = Zs, JZs = —Zs5, which implies
that D is invariant with respect to J and D+ = span {Z, Zs} such that JZ; = Wy,
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JZg = W3, which implies that D~ is anti-invariant with respect to .JJ. Hence M is
a radical transversal SCR-lightlike submanifold of R}S.

Now, we denote the projection morphisms on D, Dy, D and D+ in TM by
Py, P,, P; and Py respectively. Similarly, we denote the projection morphisms of
tr(TM) on v, JDy, u and JD*+ by Q1, Q2, Q3 and Q4 respectively, where v and
p are orthogonal complementry distributions of JDy and JD* in ltr(TM) and
S(T M) respectively. Then, we get

(3.2) X = PX + BX +PX + PX, VX eD(TM).
Now applying J to (3.2), we have
(3.3) JX = JPX +JPX + JPsX + JPX.

Thus we get JPX € Dy C RadTM, JP,X € JDy C ltr(TM), JP3X € D C
S(TM), JP,X € JD+ C S(TM*). Also, we have

(3.4) W =Q1W + QW + QsW + Q4W, VYW € T'(tr(TM)).
Applying J to (3.4), we obtain
(3.5) JW = JQ\W + JQ2W + JQ3sW + JQ4W.

Thus we get JQ\W € v C ltr(TM),JQ:W € Dy C RadTM, JQsW € p C
S(TM*) and QW € D' ¢ S(TM).

Now, by using (2.21), (3.3), (3.5) and (2.7)-(2.9) and identifying the components
on Dy, Dy, D, D+, v, JDso, i and JD*, we obtain

PI(VxJPY)+ PI(VxJP3Y) — Pi(Agp,y X) — Pi(Agp, v X)

(3.6) -
= JPVxY,
57) Py(VxJPY)+ Py (VxJP3Y) — Py(Agp, y X) — Pa(Agpy X)
' = JQ:h' (X, Y),
58) Ps(VxJPY) + Ps(VxJPsY) — P3(Agp  X) — Ps(Agpy X)
. = JP;VxY,
(3.9) Py(VxJPY) + Py(VxJP3Y) — Py(Agp, X) — Pa(Agp, X)

' = JQ4h*(X,Y),
(3.10) Q1RN(X,TPY) 4+ QAN (X, TPsY) + Q1VX JPY + QDY (X, JP,Y)
' = JQ11'(X,Y),
(3.11) Q2P (X, TPY) 4+ Qoh (X, TPsY) + QoVi\ JPY + Q2DY (X, JP,Y)

= JP, VY,
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Q3h* (X, JPY) + Q3h* (X, JPY) + Q3V5%JP1Y + Q3D% (X, JRY)

(3.12) i
= JQ3h*(X,Y),
(3.13) Q4h* (X, JPY) + Quh* (X, JPY) + Q4V% JJPY + Q4D* (X, JPY)
’ =JP,VyY.

Theorem 3.1. Let M be a radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then p is an invariant distribution with respect to

J.

Proof. Let M be a radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. For any X € I'(i), ¢ € T'(RadT M) and N € T'(Itr(TM)), we
have g(JX, &) = —g(X,J¢) =0 and g(JX,N) = —g(X,JN) = 0. Thus JX has no
components in RadT M and ltr(TM).

Now, for X € I'(u) and Y € I'(D%), we have g(JX,Y) = —g(X,JY) = 0, as
JY € I'(JD'), which implies that JX has no components in D+. Hence J(u) C
I'(u), which complete the proof.

Now we give a characterization theorem for radical transversal SCR-lightlike
submanifold.

Theorem 3.2. Let M be a lightlike submanifold of an indefinite complex space-
form (M(c),g), ¢ #0. Then M is a radical transversal SCR-lightlike submanifold
if and only if

(i) the maximal invariant subspace of T,M, p € M defines a distribution D=
D1® D, where RadT'M = D1® D3 and D is a non-degenerate invariant distribution

on M,
(i) G(R(E, N)&1,&2) # 0, for all€ € T(D1), N € D(Itr(TM)) and &, & € T(Dy),
(iii) g(R(X,Y)Z,W) = 0, for all X,Y € T'(D) and Z,W € I'(D+), where D+
is the complementry distribution of D in S(TM).

Proof. Let M be a radical transversal SCR-lightlike submanifold of an indefinite
complex space-form (M(c),g), ¢ # 0. Then proof of (i) follows from the definition
of radical transversal SCR-lightlike submanifold. For & € I'(D;), N € T'ltr(TM)

and &1,& € T'(Dy), from (2.22), we have

(3.14) G(R(E Ve, &) = 55076 N)g(6r, T&a).

Since D is invariant distribution, we obtain g(J& N) # 0, V¢ € I'(D1),N €
Dlitr(TM). Also JDo C ltr(TM), so we get g(&1, J&) # 0, V&1, & € T'(Ds). Hence
F(R(E, N1, &) £ 0 for all € € D(Dy), N € D(itr(T'M)) and &, & € I(Ds), which
proves (ii). For X,Y € I'(D) and Z, W € I'(D%), from (2.22), we have

(3.15) FR(X,Y)Z, W) = gg(jX, Yg(Z, TW).
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In view of JW € S(T'M%1), we have g(Z,JW) = 0, VZ,W € I'(D+). Hence
G(R(X,Y)Z,W) = 0, which proves (iii).

Now, conversely suppose that the conditions (i), (ii), (iii) are satisfied. Since
Dy is invariant distribution, we have g(J¢, N) # 0 V€ € I'(Dy), N € T(litr(TM)).
Thus from (ii) and (3.14), we have g(&1, J&) # 0 V&1, & € T(D2), which implies
JDy C ltr(TM).

Further, since D is non-degenerate invariant distribution, we may choose X,Y €
['(D) such that g(JX,Y) # 0. Thus from (iii) and (3.15), we have g(Z, JW) = 0,
VZ,W € I'(D+), which implies that JW have no components in (D+). For any
X € I'(D), we have g(JW, X) = —g(W, JX) = 0, which implies that JW have no
components in D.

Now, form (i) and (ii), we also have g(JW, &) = —g(W, J§) = 0 and g(JW, N) =
—g(W,JN) = 0, V¢ € T'(RadTM) and N € T'(itr(TM)), which implies that JW
have no components in RadT'M and ltr(TM). Thus, we get JD+ C S(TM™),
which completes the proof.

Theorem 3.3. Let M be a radical transversal SCR-lightlike submanifold of an in-
definite Kaehler manifold M. Then the induced connection V is a metric connection
if and only if PsVxJP\§ = P3Ag, X, Quh®(X, JPi&) = 0 and Q4D*(X, JP¢) =
0, VX e I'(TM) and £ € T'(RadT M).

Proof. Let M be a radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. Then the induced connection V on M is a metric connection
if and only if RadT M is parallel distribution with respect to V ([10]), i.e. Vx& €
IP(RadT M), VX € T(TM),V¢ € T(RadT M). From (2.21), we have

(3.16) VxJ&é=JVxé VX €T(TM),VE € T'(RadT M).
From (2.7), (2.8), (2.19) and (3.16), we obtain

IV xTP&+ T (X, TP&) + Th* (X, TPi§) — JAzp, X+

3.17 o _ _
(3.17) IV TP + JD*(X, JPs€) + Vx& + I (X, €) + h* (X, €) = 0.

Now, taking tangential components in (3.17), we get

(3.18)
TPV x JPi& 4+ TP3N x P& + JQoh! (X, TP1€) + JQuh* (X, TP£)—

TP Agp X = TPsAgp X +JQoV TPoé +JQuD* (X, TPot) + Vx& = 0.

Thus Vx& = JP1Ajp, X — JPIVxJPIE — JQah (X, JP1E) — JQaVi JP2E €
['(RadT M) if and only if PsVxJP € = P3A7P2€X7 Q4h*(X,JPi€) =0 and
Q4D (X, JPy¢) = 0,VX € T(TM) and ¢ € T'(RadT M), which completes the proof.
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Theorem 3.4. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then D, is integrable if and only if
(i) Q2h' (Y, JP1X) = Qoh! (X, JPY) and Q4h* (Y, JP1X) = Q4h* (X, JP1Y),
(ii) P3(VxJPY) = P3s(VyJP X), VX,Y cI'(Dy).

Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefinite
Kachler manifold M. Let X,Y € I'(D;). From (3.8), we get P3(VxJPY) =
JP3VxY, which gives P3(VxJPY) — P3(VyJPX) = JP3[X,Y]. In view of
(3.11), we have Qghl(X, 7P1Y) = 7P2VXY Thus QQhZ(X7 7P1Y)—Q2hl(y7 7P1X)
= JP[X,Y]. Also from (3.13), we obtain Q4h*(X, JP,Y) = JP,VxY, which gives
Qah* (X, JPY) — Q4h*(Y,JP1X) = JP,[X,Y]. This concludes the theorem.

Theorem 3.5. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then D5 is integrable if and only if

(i) Pr(Agp,y X) = Pr(Aygp,xY) and Ps(Ajp, X) = Ps(Azp, YY),

(ii) QuD*(Y,JP,X) = QuD*(X,JPY), VX,Y cI'(Dy).

Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. Let X,Y € I'(Dg). From (3.6), we get Pi(Ajp,X) =

~TP,VxY, which gives Py(A7p, v Y)— Pi(Agp,yX) = TPX,Y]. In view of (3.8),
we obtain P3(Azp,yX) = —JP3VxY, which implies P3(A7p, xY)— P3(A7p,y X) =
JP3[X,Y]. Also from (3.13), we have Q4D*(X,JPY) = JP4VxY, which gives
QuD*(X,TPY) — QuD*(Y, JP,X) = JP,[X,Y]. This completes the proof.

Theorem 3.6. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then D is integrable if and only if
(Z) Qghl(y7 7P3X) = QQhZ(X, ngY) and Q4hs(l/, ngX) = 624}13()(7 7P3Y),
(ii) PL(VxJP3Y) = P|(VyJP3X), VX,Y cI'(D).

Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. Let X,Y € I'(D). From (3.6), we get P (VxJPY) =
JPVxY, which gives P,(VxJPY) — P,(VyJPsX) = JP[X,Y]. In view of
(3.11), we have Qghl(X, 7P3Y) = 7P2VXY Thus QQhZ(X7 7P3Y)—Q2hl(y7 7P3X)
= JP[X,Y]. Also from (3.13), we obtain Q4h*(X,JP3Y) = JPyVxY, which
gives Q4h* (X, JP3Y) — Q4h*(Y, JP;X) = JP,[X,Y]. Thus, we obtain the required
results.

Theorem 3.7. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then D™ is integrable if and only if

(Z) Pl(A7P4YX) = Pl(AY7P4XY) and P3(A7P4YX) = P3(A7P4XY)7
(ii) QaDY(Y, TPy X) = Q2 D' (X, JP,Y), VX,Y € T(D4).
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Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. Let X,Y € T(D*). From (3.6), we get P(A3pX) =
—JPIVxY, which gives Pi(A5p, xY)— Pi(Azp,yX) = JP[X,Y]. Inview of (3.8),
we have P3(Azp X) = —JP3VxY, which implies P3(A5p, xY) — Ps(A7p,yX) =
JP3[X,Y]. Also from (3.11), we obtain Q2D' (X, JP,Y) = JPVxY, which gives
Q2D' (X, JP,Y) — QD' (Y, JPyX) = JPs[X,Y]. This proves the theorem.

4. Foliations Determined by Distributions

In this section, we obtain necessary and sufficient conditions for foliations deter-
mined by distributions to be totally geodesic on the radical transversal SCR-lightlike
submanifold of an indefinite Kaehler manifold.

Theorem 4.1. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then Radl' M defines a totally geodesic foliation in
M if and only if

(i) W'(X,JZ) =0 and DY(X,JW) =0,

(i) VxJZ and Asy, X have no components in Rad TM,
VX € I'(RadTM), Z € (D) and W € I'(D1).

Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. The distribution RadT M defines a totally geodesic foliation
if and only if VxY € RadTM, VX,Y € I'(RadTM). Since V is metric a con-
nection, from (2.7), (2.20) and (2.21), for any X,Y € I'(RadT M) and Z € I'(D),
we have g(VxY, Z) = g(VxJY, JZ), which gives g(VxY,Z) = —g(VxJZ,JY) =
—9(VxJZ,JPY) —g(hY(X,JZ),JPY). In view of (2.7), (2.20) and (2.21), for
any X,Y € I'(RadT M) and W € I'(D%), we obtain g(VxY, W) =g(VxJY, JW),
which implies g(VxY, W) = g(A5,, X, JRY) — g(D'(X,JW), JPY). This com-
pletes the proof.

Theorem 4.2. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then D defines a totally geodesic foliation in M if

and only if A5, X, AleNX and A*7Q2NX have no components in D, VX € T'(D),

VN € D(itr(TM)) and VW € T(DL).

Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefinite
Kaehler manifold M. The distribution D defines a totally geodesic foliation if and
only if VxY € D, VX,Y € I'(D). Since V is metric a connection, from (2.7),
(2.20) and (2.21), for any X,Y € I'(D) and W € I'(D}), we have g(VxY, W) =
g(VxJY,JW), which gives g(VxY, W) = —g(VxJW,JY) = G(A7,,X,JY). In
view of (2.7), (2.20) and (2.21), for any X,Y € I'(D) and N € T'(itr(TM)), we ob-
taing(VxY,N) = g(VxJY, JN), which implies g(VxY, N) = —g(JY, Vx (JQ1 N+
JQ2N)). This concludes the theorem.
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Theorem 4.3. Let M be the radical transversal SCR-lightlike submanifold of an
indefinite Kaehler manifold M. Then D+ defines a totally geodesic foliation in M
if and only if

(i) D*(X,JQ1N) =0 and h*(X, JQ2N) =0, YN € I'(Itr(TM)),

(ii)h*(X,JZ) =0, VX € T(D1) and VZ € T(D).

Proof. Let M be the radical transversal SCR-lightlike submanifold of an indefi-
nite Kaehler manifold M. The distribution D+ defines a totally geodesic foliation
if and only if VxY € D', VX,Y € I'(D'). Since V is metric a connection,
in view of (2.7), (2.20) and (2.21), for any X,Y € I'(D%) and Z € T'(D), we
have §(VxY,Z) = g(VxJY,JZ), which gives §g(VxY,Z) = —g(VxJZ,JY) =
g(h*(X,JZ),JY). From (2.7), (2.20) and (2.21), for any X,Y € I'(D*) and N €
L(itr(TM)), we obtain g(VxY,N) = g(VxJY, JN), which implies g(VxY, N) =
—9(Vx(JQIN +JQ2N),JY) = —g(h*(X,JQ2N) + D*(X,JQ1N),JY). Thus, we
obtain the required results.
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Abstract. In this paper we consider the problem of efficient computation of cross-
moments of a vector random variable represented by a stochastic context-free gram-
mar. Two types of cross-moments are discussed. The sample space for the first one is
the set of all derivations of the context-free grammar, and the sample space for the
second one is the set of all derivations which generate a string belonging to the lan-
guage of the grammar. In the past, this problem was widely studied, but mainly for the
cross-moments of scalar variables and up to the second order. This paper presents new
algorithms for computing the cross-moments of an arbitrary order, while the previously
developed ones are derived as special cases.

Keywords. Stochastic context-free grammar; cross-moments; semiring; moment-generating
function; partition function; inside-outside algorithm.

1. Introduction

The cross-moments of random variables modeled with stochastic context-free gram-
mars (SCFG) are important quantities in the SCFG modeling [10] and statistics
[1]. They are defined as the expected value of the product of integer powers of the
entries of a random vector variable, which can represent string or derivation length,
the number of rule occurrences in a derivation or uncertainty associated with the
occurring rule. The expectation can be taken either with respect to the sample space
of all SCFG derivations or with respect to the sample space of all derivations which
generate a string belonging to the language of the grammar. Throughout this paper,
the name cross-moments is usually used in the former case, while in the latter case
the term conditional cross-moments is used.
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The computation of cross-moments may become demanding if the sample space
is large. In the past, this problem was widely studied, but mainly for the cross-
moments of scalar variables (called simply moments) and up to the second or-
der. The first order moments computation, such as expected length of derivations
and expected string length, is given in [26]. The computation of SCFG entropy is
considered in [17]. The procedure for computing the moments of string and deriva-
tion length is given in [10], where the explicit formulas for the moments up to the
second order are derived. First order conditional cross-moments are considered in
[11], where the algorithm for conditional SCFG entropy is derived. A more general
algorithm for computing the conditional cross-moments of a vector variable of the
second order is derived in [16].

In this paper we give the recursive formulas for computing the cross-moments
and the conditional cross-moments of an arbitrary order, for a vector variable which
factorizes according to a certain rule which is satisfied in the case of string or
derivation length, the number of rule occurrences in the derivation or uncertainty
associated with the occurring rule. The formulas are derived by differentiation of
the recursive equations for the moment-generating function [22], which are obtained
from the algorithms for computing the partition function of a SCFG [18] for the
cross-moments and with the inside algorithm [15], [8] for the conditional cross-
moments.

The paper is organized as follows. Section 2 introduces multi-index notation
which is used throughout the paper, and reviews some preliminary notions about
generalized Leibniz’s formula, basic algebraic structures, and context free gram-
mars. In Section 3 we give the formal definition of SCFG cross-moments and derive
the recursive equations for cross-moments computation. The conditional cross mo-
ments are considered in Section 4.

2. Preliminaries

This section provides some basic definitions and theorems which are used in the
paper. We review the multi-index formulation of the Generalized Leibniz’s formula
[21], and basic notions from the theory of weighted context free grammars, according
to [18] and [19].

2.1. Multiindexes, Multinomial theorem and Generalized Leibniz’s
formula

Multi-indexes. A multi-index is defined as a tuple of nonnegative integers a =
(1,...,q) € Nd. We define its dimension as dim(a) = d and its length as the
sum |a] = a3 + a9 + -+ + @g. The multi-index factorial is a! = «1!---ay!. The
zero multi-index is 0 = (0,...,0).

If B=(B1,...,B4) € Nd, we write B < a if 8; < o for i = 1,...,d. We write
B < a provided B; < «; for i = 1,...,d. The sum and difference of o and 3 are
defined to be a + 3 = (a1 + B, ..., g £ Ba)-
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IfB,,..., By are multi-indexes and 8, +- - -+ 8By = a, we define the multinomial
coefficients to be

(5. "a ) 5T
ﬁl7"'7ﬁN /61 ﬁN

For vectors z1,...,zy) € R? and a multi-index 8 = (B, ..., 34) € NZ, the multi-
index power is defined to be
2P = zfl ---zgd.
Multinomial theorem and Generalized Leibniz’s formula. With these
settings, the multinomial theorem [20] can be expressed as

(2= 5 (5 I

i=1 Bit+By=a
for a vector z = (z1,...,24) € R? and a = (a1, ..., q) € Ng.
Let a = (ai,...,aq) and let Cy denote the set of all functions u : R? — R

having a-th partial derivative at zero. For a function u : R — R, we define the
partial derivative at zero of an order « as

ololu(ty, ... tq)
a) 1a s bd
{ }_ 0ty ... 0%ty

t=0

Note that D© {u} = u(t). According to the generalized Leibniz’s formula [21],
the following equality holds:

(2.1) DFGY = > (g> DB F} . DE-P{GY,
0<BL

for all F,G € Cy. The derivative of the product of more than two functions can be
found according to [25]

N o N
EE I 0| CO R R (R )| LR

:61 +'+ﬁ7n:a

forall F; € Cy; i=1,...,N.
Tuples of elements indexed with multi-indexes. The set of all multi-
indexes lower than or equal to v is denoted with A,,,

A, = {0 e NI™) | o < w),

and |A,| denotes its cardinality.

For a = (a1,...,a4) and B8 = (B1,...,084), we define the lexicographic order
relation <, so that a < 3 if

o] = 517. e, Oy = ﬂn and pig < 5n+1-
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Let v = (v1,...,v4) € Ng be a multi-index and a;, ..., a4, be multi-indexes
from A, such that 0 = oy < a2 < -+ < aj4,| = V. Let z be a function which
associates a real number z(®) to each a; from A, , l.e. z is a vector from R
indexed by multindexes. We use the following notation for the vector z:

2= (59) g, = (G, 200000),

2.2. Semirings

A monoid is a triple (K, ®,0), where & is an associative binary operation on the
set K and 0 is the identity element for @, i.e. a®0=0®a = a, for all a € K. A
monoid is commutative if the operation @ is commutative.

Example 2.1. Let ¥ be a non-empty set. The free monoid X% = (X, -,¢) over X is a
monoid, where the carrier set ¥* = {a1...an|n € No, a; € ¥ (1 <4 < n)} is the set of all
strings over X and € is the (unique) empty string of length zero. The operation - denotes
the composition (concatenation) of strings defined by w1 - us = uius for all ui,us € X7,

A semiring is a tuple (K, @, ®,0,1) such that
1. (K,®,0) is a commutative monoid with 0 as the identity element for @,

2. (K,®,1) is a monoid with 1 as the identity element for ®,

3. ® distributes over @, i.e. (a®b)R@c=(a®c)D(b®c) and c® (a®b) =
(c®a)® (c®b), for all a,b,cin K,

4. 0 is an annihilator for ®, i.e. a®0=0® a = 0, for every a in K.

A semiring is commutative if the operation ® is commutative. The operations @
and ® are called the addition and the multiplication in K. For a topology 7 we
define the topological semiring as a pair (K, 7).

Example 2.2. If Cy denotes the set of all functions u : RY — R having the a-th partial
derivative at zero, 1 is identity function and O is zero function, then we can define a
semiring of a-continuous functions as (Cq, -, +,0,1).

2.3. Weighted and stochastic context-free grammars

By a weighted context-free grammar (WCFG) over a commutative semiring (]K7 +,-,1, 0)
we mean a tuple G = (3,N, S, R, w), where

e X = {wl7 .. 7’LU|2‘} is a finite set of terminals,
o N = {Al, cee AIN\} is a finite set of nonterminals disjoint with X,

e S e N is called the start symbol (throughout the paper it is usually assumed
that S = A4;),
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e R CN x (XUN)* is a finite set of rules. A rule (4,«) € R is commonly
written as A — «, where the nonterminal A is called the premise. The set of
all rules A; — B, ;, B;; € (N UX)* will be denoted by R;.

e w: R — Kis the function called weight.

The left-most rewriting relation = associated with G is defined as the set of
triples (a, 7, 8) € (EUN)* x R x (S UN)*, for which there is a terminal string
u € ¥* and a nonterminal string § € (XUN)*, along with a nonterminal A € N and
a string v € (XUN)* such that a = uwAd, 8 = uyd, and 7 = A — 7 is a rule from R.
The left-most relation triple (a,ﬁ, B) will be denoted by o = S. The left-most
derivation (hereinafter the derivation) in this grammar is a string m,...,m, € R*
for which there are grammar symbols a, 3 € ¥ U N such that we can derive 3
from a by applying the rewriting rules m,...,mn: a = --- 2= 3. The weight
function is extended to derivations such that w (m---7n) = w(m) -+ - w(wy), for
allm ---mny € R*. A nonterminal A is productive if there exists a derivation y - - - 7y,
such that A 2 .- 2 u,u € ¥*. A nonterminal A is accessible from a nonterminal
B if there exist derivations 7y - - - m, such that B 2 - - Z& nA¢ where n, £ € (ZUN)*
(if A is accessible from S, then it is simply accessible). A nonterminal A is useful if
it is accessible and productive (otherwise, it is useless). We say that a WCFG has
a cycle if there is a derivation 7y, ..., 7T,, such that for a nonterminal A it holds

that A2 ... 22 A, Otherwise, the WCFG is cycle-free.

A weighted context-free grammar G = (X,N, A1, R,p) over the probability
semiring (Ry,+,-,0,1) is called a stochastic context-free grammar (SCFG) if the
weight p maps all rules to the real unit interval [0,1]. A SCFG is reduced if p(A —
v) > 0 for all A — v € R and each nonterminal A, and all nonterminals are useful.
In this paper we consider only the reduced SCFGs. In addition, we assume that
the SCFG is proper, which means that the weight function p gives us a probability
distribution over the rules that we can apply, i.e. Z‘lell p(Ai — B; ;) =1 for all
1<i <N

For a stochastic context-free grammar G = (Z,N AL R, p) we define the sub-
grammar G; = (E7J\/;,Ai77€i,pi) with the start symbol A;, where N is the set
which consists of A; and nonterminals accessible from A; and R; C R is the set of
rules in which only nonterminals from N; appear as premises and p; is restriction
of p to Ry, such that p;(7) = p(w) for each m € R;. Note that if G is reduced, then
G; also has this property.

Let G = (E,]\f7 Ay, R,p) be a stochastic context-free grammar and 2 the set of
all derivations in G. The grammar G is consistent if

Z p(m) = 1.

e

Booth and Thompson [2] gave the consistency condition by the following theorem.
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Theorem 2.1. A reduced stochastic context-free grammar G is consistent if p(M) <
1, where p(M) is the absolute value of the largest eigenvalue of the expectation matriz
M= [M;,],1 <i,n<|N| defined by

IRl
(2.3) M;n = ZP(Ai = Bij)ra(i, §),

Jj=1

where 1, (i, §) denotes the number of times the nonterminal A, appears on the right-
hand side of the rule m = A; — B, ;.

Note that if G is reduced, then G; also has this property. In addition, the
expectation matrices M® of all subgrammars G; are the principal submatrices of
M, and according to [9] (Corollary 8.1.20), p(M¥) < p(M). Thus, the conditions
from Theorem 2.1 are satisfied and G; are also consistent, i.e.

(2.4) Z p(m) =1,

e,

for 1 <1 < |V, where Q; is the set of all derivations starting at A4; € N.

3. Cross-moments computation of SCFG

In this section we first define cross-moments and the moment-generating function
of SCFG. After that, we provide formulas for the computation of cross moments up
to an arbitrary order. In the end, we retrieve, as special cases, the formulas for the
first and the second order moments, previously derived in [2] and [10].

3.1. Cross-moments and moment-generating function of SCFG
Let G = (EM\/', Ay, R,p) be reduced and consistent SCFG, and let X; = [Xim e ,Xi7D]T :
Q; — RP be random variables distributed according to the p;, which are restrictions
of p to R; (pi(m) = p(w)), for 1 < ¢ < |N|. The i-th cross-moment of an order

v=(v1,...,vp) of X; is defined with

B % =3 p) - Xia(m) - Xop(m) = 3 plm) Xi(w)”
we; weQ;

In this paper we consider random vectors X; : ; — R, which can be repre-
sented as the sum of random vectors Y : R — RP:

(32) Xi(ﬂ'l"'ﬂ'N):Y(ﬂ'l)+"'+Y(7TN),

for all my ---7n € ;. This assumption may seem too restrictive, but it holds in
some important cases: (1) If X () represents derivation length starting from a



Cross-moments Computation for Stochastic Context-Free Grammars 295

nonterminal A;, then Y (mr;) = 1; (2) if X (ar) is the length of a string derived from
a nonterminal A;, then Y (7;) equals the number of terminals on the right-hand
side of m;; (3) if X () represents the self-information of derivation 7 [11], then
Y (m;) = —log p(m;).

Following Proposition 6 from [4], it can be shown that the cross-moments are
bounded if the factorization (4.5) holds and, for all t = (t1,...,tp); |t:] < 1, we
have

Z p(m) (tTXi(ﬂ'))V < Z p(m) X;(m)¥ <C < 0

e, wEeEQ;

= Z > pm(EXi(m)" = > plm)et X,

k! TEeQ; TeQ;

(3.3)

Accordingly, we can define the i-th moment-generating function (MGF), as the
function M, x, : R — R, where

(3.4) My x,(t) = > p(m)et” X,
weQ,;

for all t € RP, and the cross-moments can be retrieved from the MGF by differen-
tiating:

v
(v) _ 9 MP;Xi(t) ‘ _ _ ) v
(3:5) Po.Xo = Guigy . ovntyle—o D"{M“Xi} a w%.p(ﬂ_) Xalm”
Note that
T
(36)  mx, =Do{Mpx,} = (D plme X@)| =3 p(m) = 1.
TEQ; - weQ,;

The direct cross-moments computation by enumerating all derivations is ineffi-
cient since it requires the O(|Q2]) operations, and it even becomes infeasible when
Q is an infinite set. On the other hand, if we can derive an expressions for efficient
computation of the moment-generating function (4.2), the moment can be retrieved
by differentiation.

3.2. Cross-moments computation of SCFG

For the grammar G = (EM\/', Ay, ’R7p), we define the moment-generating grammar

G= (E, N, A1, R, w) endowed with a topology induced by the supremum norm and
with the weight function taking values from the semiring of a continuous functions,
w: R — Cgq, defined with

(3.7) w(m) = p(m)et ¥,
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forallm € R. A derivation w = 71 - - - m in G with the weight p(7) = p(m1) - - - p(7n)
is also a derivation in G, for which the weight is given with

(3.8) w(m) =w(m) - wlry) = p(r)et Y . pry)et Y = pigr)et’ X (™),

The i-th MGF can now be expressed as the weights sum of derivation in €2; as

(3.9) Myx,(t) =Y plm)et X0 = 3™ ().

wEeQ,; TeEQ;

Thus, the i-th MGF represents the i-th partition function of grammar G and the
problem of MGF computation is reduced to the problem of the partition function
computation. By factoring out the first rewriting of each derivation in the sum,
using the distributive law, the partition function can be expressed with the system
[18]:

IR IV
(3.10) My x, = > w(Ai — Bij)- [[ M7,
j=1 k=1
where 1 < i < |N| and 74(i,j) denotes the number of times the nonterminal Ay

appears on the right-hand side of the rule 4; — B; ;.

The cross-moments, u;a))( = DQ{M% Xi}, can be obtained by applying the

generalized Leibniz’s formula (2.1) to (3.10), which leads us to the following system:

IR:| V] o
(3.11) /J’pX = Z Z ( )’Da_lg{w(Ai — Bi)j)} -'D@{ H M;S((}:)}7
j=1B<a k=1

where
(312)  Da-pl{w(A; = Bi;)} =p(Ai = Bij) Y (Ai = Bi;)* 7,
since w(mw) = p(ﬁ)etT'Y, for m € R. According to the generalized Leibniz’s rule
(2.2), we have
IV IV

(3.13) Dﬁ{lﬂM5f¥;j)}= > (71,? A,W)HDM{M;%;“
=1 5 5

Y1+ YN =6

and
(3.14) -,
Tk Z] T (4,7
Tr(6,3) ) _ (81)
D’Yk{Mp,kaJ }_D’Yk{ H M7Xk} Z (51 ) H uprk
Sit oAb = L Or(id) /i)

By substituting (3.14) and (3.13) in (3.11), we obtain:

IR |
(3.15) % =33 Qijla

Jj=1pBLa
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where

(316) Qz}j (a,ﬁ) = ( g >p(14z — Bi)j) Y(AZ — Bi)j)a_ﬁ'

[N T (1,3)

Yk (&)
Z (717""7|N>H Z (61""76rk(i,j)> H Fop, X -

VitV N =8 k=161+-- -‘r(sr (4,9 =Yk =1

To solve the system (3.15), we split it into two parts: one dependent and the other

not dependent on ul(f))(i:

|R:| IR
(3.17) W%, = ZQW a,a)+) > Qijla
=1 B<a
where
(3.18) Qij (0é7 Oé) = P(Ai — Bz‘,j) Wi (a)
and
(3.19)
V] T (i,5)

Wis(e) = 2 (71,...,'7|N ) 11 2 (51,-~- ) [Tk

Yt YA —a k=1 81448, (1.5 =7 Or(i) /15

Further, if we set

(3.20)
‘Nl T (4,3)

Hij(v1,- s = ®)
300 ) (’717 SRRlIY ) 11 2 (51’-~- 5m(m>> H VX

k=1814+8, (i,)H=7r
the expression for W (B; ;) can be rewritten as:

||

(321)  Wi,( ZH,J (Yoo ) + > Hij(v15- )

71+"'+’7|N|:a
ViV N | <X

where Hl(z) (Y1s- - ’7|N\) stands for H; j(vy,. .. ’7|N\) with «,, = o and all other
~-s equal zero, which, according to (3.20), is
(3.22)

1 _ o ) e
(71aa7|}\/\)_ Z (61,...,6 . ) H Mp,i)('n,. Hp X,

S1tet0,, (i = ) =1 I/g;}L =1
Finally, after using of %) =1 btai
inally, after using of u, %, = 1, we obtain
T (,5)

" o
(3.23) Hf7j)(71,...,7|N\) = Z (51"” . > H Nj(f_l)gnv

61448, (i,j) =
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which can be rewritten using the same procedure as

(3.24)

T (4,5) rn (i,4)

(n) _ (o) « (81)
H (i omw) = D2 mpx, 2, (51 e )H Hy X,
s=1 51"!‘""*57«,6(1‘,]‘):& ’ » Orn (4,) =1
81,000y 57,”’(1-,]-)<a

rn(1,5)

= (i) - 1% + > (51,... 8ro i) ) H i

61448, (i,j)=
61,30, (i,5) <o

By substitution of (3.24) in (3.21), it follows that:

[N
(325) 7J Z"An { J +
[NV rn(i,9)
@ (81)
2 2 <6 8 (i >H mpx, D Hig(nma)-
n=1 51+"'+5rn(i,j):a 1y---509r,(i,9) =1 Vit v =
617---76rn(i,j)<0‘ 717"')7|N|<0‘

Further, by substitution of (3.25) and (3.18) in (3.17), the moment can be expressed
with:

IRl V]
(3.26) 1%, =S p(Ai = Bij) > ralig) - 1%, +
J=1 n=1

[N (i)

|R|
Sty S (5 % )T
Jj=

n=1§14-- +6r  (i,§) =C¢ T (4,5) =1
81, v5m(u><a

IR IRl
Yop(Ai=Biy) Y Hij(vevw) 00 Y Qigla
=1 Vit v = =1 <

Vs YN <&

where H; ; (71, e ’7IN\) and Q; ; (a,,@) are given with (3.20) and (3.16). Finally,
if we introduce

(3.27)
[N rn(ig)

|R|
Y CEEN) D SEN (SIS B | 7 O
Jj=

n=181++6,, ;)= 1 Orn(i,4) =1
8150580y, (i) <

IR | R
Yop(Ai=Bi) D> Hig(v-vw) )0 ) Qila
=1 71+...+7|N|:a Jj=1pB<a

VsV N <&
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the equation (3.26) can be more compactly written as:

[NV
(328) Hp X - Z Mz n H(a) + C(a)7
or in a matrix form:
(3.29) NZ(,Q) M- ,ul(f") + (@),
where m(,a) = [“1(;,1;(1 ey u;‘g{lm] is the cross-moment vector ¢(® = [cﬁ“), . cl(f\x/)‘]

and M is the momentum matrix defined in Theorem 2.1. Since we assume that the
condition p(M) < 1 given in Theorem 2.1 is satisfied, I — M is invertible, and the
matrix equation has a unique solution given with

(3.30) ple) = (1 M) el

Provided that the we have computed the inverse (I — M)_l7 which does not depend
on a, the cross-moment is completely determined by the term ¢(®), which depends
on all cross-moments of the order lower than o and can be computed using (3.27).
In the following sections, we derive ¢(®) for scalar random variables up to the second
order, and retrieve the previous results for the first and second order moments [2],
[10] as a special case of the equation (3.30).

3.3. First order moments computation of SCFG

In the case of the first order moments o« = (1) and the expression (3.9) reduces to
the expectation of X,

1

(3.31) 1% = p(m)X ().
TwEeQ,;

The moment vector, m(,a) = [ué%}cl,..., ul(f;(wl], is computed as in the equation
(3.30),
(3.32) pD = (1—=M) " e,
where ¢(1) = [cgl), . fjl\}‘] " The first and second sum in the expression (3.27) for
cga) reduce to zero and c ZlR i Qi,j(1,0), or, after the use of the expression

(3.16) for Q; ;(a, B),

IRil
(3.33) A = => p(Ai = Bi;) Y (A — Bij).
j=1

Let 71 -- -y be a derivation starting at the start symbol A; and ending with
a string uw € ¥*. If we set Y (4, — B;;) = 1, according to (4.5), we have
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Xi(my - my) = 25:1 Y(ﬂ'n) = N, i.e. X isthe length of the derivation. Accord-

ing to the expression (3.31), the moment ul(:;(l is the expected derivation length

which agrees with [2] and [10].

Similarly, if we set Y (4; — B, ;) = Z‘nx:ll tn(i,7), where tn(i7j) denotes the
number of terminals in the string B; ;, the variable X (7 ---mn) reduces to the

length of the word derived from 7 - -- 7. In this case, the moment u; ;(1 reduces

to the expected string length and the formula (3.33) reduces to the result from [2].

3.4. Second order moments computation of SCFG

The formula for the second order moments is somewhat more complicated. In the

(o)

case when o = (2), ¢;” is reduced to:

(3.34)
IV 7 (1.5)

lji (A; — By ;) Z Z (61,... ) H ,upX +

n=1 81+ +6,, ;= (i
81,0360, (i, 5) <2

Rl [Ril

IR
Sop(Ai = Big) > Hij(vi-om) Y Qii(2,0) + > Qij(2,1
Jj=1 j=1 j=1

Y1t Ay R =2
YiseeY|RI<2

The first sum in the previous expression can be transformed to:

||

| R4 T (4,5)
e N

n=1 51+"'+5m,(i,j):2 =1
51,...,5”1(7;1]') <2

[Ri| [N . )
S p(Ai = Big) 3 ralis ) (raird) — 1) - (10 )2
j=1 n=1

To compute the second sum we introduce Hi(f;’b) (Y15 - a), whichis Hi j (v1, -+, Y a)
with v, =7, = 1 and with all other «-s equals to zero. We have:

raisg
(3.36) HG” (71, ) = 2 > (51,,” 8roiis) ) H “p‘?;k

§1+-“+57'a(’iwj):’ya
o 5 (1,7) . [NV - 1, (i,9) o
b 1 k 1
S (o Jo eIl S (5 7 )T

61+...+6Tb(i7j):7b s Yrp(e =1 k’;é:]-b‘sl""""'l‘érk(i,j):"(k ey rk(hj) 1=1

s
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and
(3.37)

ra(4,5) 5 (%,7)
a,b 1 1 .. .. 1 1
HS (Vi) =20 3 ke, D i, = 2ali §) 1o, ) il ik,

By substitution of the second sum in (3.34),

(3.38)
|R;| NN .
Zp(Ai—>Bm-) Z Hi,j(vl,...,*y‘Nl) Z (A; = Bi ;) Z Z H(a )71""’7\/\”)
j=1 Y1t =2 a=lb=a+1
V1oV N| <2
IRl NN ) )
=2- ZpA — Bij) Z Z ra(iy7) - ro(iy7) - M;;c ,u,z();cb:
a=1b=a+1
IR | [N N IR | [N )
=Y p(Ai = Bij) > > raliyj)re(is ) )1l Mz(f;;b > p(Ai = Bij) Y ra(ig)? (1% )7
j=1 a=1b=1 j=1 n=1
Now, (3.34) reduces to
[Ril IRl
(339) ng) = ORZ + Z inj (2, O) + Z inj (2, 1),
j=1 j=1
where
(3.40)
IR | [N V] IRl [N )
CR; Zp (Ai = Bij) SN rali, ) m (i) ul e, ml, = > p(Ai = Bij) > rali 5) (k)
a=1b=1 j=1 n=1
and
(341) Qiﬂ‘ (270) = 10(14z — Bi)j) . Y(Al — Bi)j)2,
[N 7 (3,5) )
Qi,j(271):2'p(Ai_>Bi,j) A —)BZ] Z Z ﬂ( )
n=1 a=1
3.42
(3.42) W 1
}?(14z — Bi)j) . Y(AZ — Biﬂ‘) Z ’I’n(i,j N;}("
n=1

If we set Y (A; — By ;) = 1 for all A; — B;; € R, X1 becomes derivation
length. The formula for computing the second order moments of derivation length
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is given in [10] and it can be derived from the equation (3.39), since

Z‘R il ng (2 0) ZlR il (14z — Bi)j) Y(AZ — Bi7j)2 =

(3.43) = S p(Ai = Biy) =1,
N . .
SR Q@D =2 XY (S b4 - Big) - ralid) bk,
(3.44) =2- T einniy, =2 mk, — 2,

where the last equation follows from (3.30), and

(3.45) P =CR+2- 4% —1.

Finally, by substituting (3.45) in (3.30), we obtain

(3.46) m@{X} = ((=M) 7"+ (CRi +2-my — 1),

where CR; = [C’Rl, ceey C’RW|] and 1 = [1, cey 1], in agreement with [10].

4. Conditional cross-moments computation of SCFG

In this section we consider the computation of conditional SCFG cross moments.
We derive two equivalent versions of the algorithm for the computation, based
on inside algorithm. The first one is obtained in the same manner as in Section
3 via the conditional moment-generating function. In the second version we use
dynamic programming over the binomial semiring, which relates the algorithm to
the previously developed special cases by Hwa [11], [5], for the first order moments,
and by Li and Eisner [16] for higher order cross-moments.

4.1. Conditional cross-moments and conditional moment-generating
function of SCFG

Let G = (X,N,A1,R,p) be reduced SCFG and let €2;(u) be a set of derivations

starting at A; € N and finishing at u. Let X; = [Xi,l, .. .,Xi)D]T : Qi(u) — RP,
where u € ¥*, be random variables distributed according to the p;, which are
restrictions of p to R; (pi(w) = p(=w)), for 1 < i < |N]|. The i-th conditional

cross-moment of an order v = (v1,...,vp) of X; conditioned on u is defined with
@) 1Y%= S ) Xia (@) Xip(r) = Y plr) Xi(m)”.
TENQ; weQ,;

The i-th conditional moment-generating function (MGF), conditioned on wu,
M, x,ju : RP — R, is defined as:

Tx (n
(4.2) My, x ju(t) = Y plm)et X,
TeQ;
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for all t € RP, and the cross-moments can be retrieved from the MGF by differen-
tiating:

O\ M, x,1u(t)

(v) _ Xilu _ _ v

(43) 1= G gty o = Do Moxiuf = 2{:} p(m) Xi(m)”.
el
and
T ™
(44) Dol My} = (30 plmet X)) =3 plm) =1,
weQ; e,

Let X; : Q;(u) — RP be represented as the sum of random vectors Y : R — R”:
(45) Xi(ﬂ'l"'ﬂ'N):Y(ﬂ'l)+"'+Y(7TN),

forall m ---7n € ;.

Then, for G we can construct the conditional MGF grammar G= (Z, N,A,R, w)
with a weight function which takes values from the semiring of v continuous func-
tions w : R — C,,, defined as:

(4.6) w(m) = p(m)et ¥,

for all m € R.
A derivation © = 71 - - - in G with the weight function p(w) = p(m1) -+ p(7n)
is a derivation in G, with the weight function

tTY(7r1) . tTY(‘n'N) — p('ﬂ-)etTXi(ﬂ-).

(4.7) w(m) = w(m) - w(rn) = p(m)e p(mn)e

The i-th conditional MGF of the vector random variable X; can now be computed
as a sum of derivations in G:

(4.8) My x )= Y plm)et X = 3™ w(m).

weQ(u) weQ(u)

In this manner, the computation of conditional M GF' can be performed using the
inside algorithm [8] over the semiring of v-continuous functions at zero, which is
done in the following section.

4.2. Conditional cross-moments computation of SCFG

Let G = (Z,N, A1, R, w) be a weighted context-free grammar over a commutative
semiring (K, +,-,1,0), and Q;(u) be a set of all derivations which derive u € £*
starting from a nonterminal A;. The i-th inside weight of the weighted grammar G

is the function o; : ¥* — K, defined as the sum of weights of all derivations starting
from Q;(u):
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(4.9) oi(u) = Z w(w),

weQ;(u)
for 1 <i<|R|and w € ¥*. Let A; = B; ; € R and
(410) Bi,j = leivaAig e vaikUk+17

where v; € X* and A;, € N. For the cycle-free reduced grammars the inside weight
can be computed using the inside algorithm [8] and [24] which, after recursive
application of

IRl k
(4.11) oi(u) =Y 3 w(A; = Bij) - [[ o, (),

J=1  wiug,..up €D Jj=1
U=V1UIV2 VUKL VE+1

ends with the equation in which only rules A; — u,u € %* appear on the right-hand
side:

(4.12) oi(u) = w(4; = u).

If G is the moment-generating grammar for G as defined in Section 4.1, the value
of the i-th inside weight corresponds to the i-th conditional moment-generating
function,

(4.13) oi(w) = M, x,(u(t) and p%  =Dafoi(u)},

for all 1 < ¢ < |N]. Thus, an efficient computation procedure of the higher order
cross-moments can be obtained by applying the generalized Leibniz’s formula (2.1)
to (4.11), which leads us to the recursive equations:

[N
”z(:?)(ilu = Z Z Z ( g > p(Ai — Bi,j) .Y(Ai — Bz‘,j)"‘*ﬁ

J=1  wui,ug,..,up€S BLa
(4.14) U=V1UIV2 ULV U]

k
B ()
Yit+ve=87=1 L » Tk

with the base case

(4.15) 1w =D(Ai = ) Y (A = )7

Note that the recursive algorithm (4.14)-(4.15) can always be implemented in the

iterative manner using some of the procedures considered in [8].

The equations (4.14)-(4.15) can also be expressed in semiring dynamic program-
ming form, as shown in the section below.
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4.3. Conditional SCFG cross-moments computation using binomial
semiring dynamic programming

Let us introduce the mapping B*) : C,, — RI4»|, which associates an ordered tuple
to any f € Cy:

(4.16) B (f) = (Da () aca, -

In accordance to Leibniz’s formulae we obtain

(4.17) BY (f+g9)=BY (f)eBY (9),
(4.18) BW (f-g) =B (f) @B (g),
where the @ and ® are defined with

= ()
(4.19) udv (u +v )aeA ,
(4.20) wev = ( Tpea () u® o)

for all u,v € RI4v|. Therefore, the mapping B*) maps the semiring of v continuous
functions in the binomial semiring of an order v [23], which is defined as the tuple
(R @, ®,0,1), where the identities for @ and ® are respectively given with

0 =(0,0,...,0)
——
| Ay | times

1 =(1, 0,...,0 ).
———

|AL|—1 times

By using of B®*), all the cross moments can be represented as an order tuple

(4.21) B(V){JZ( )} = ( p,x | )aeA,,’

where o; (u) stands for the inside weight. In this way, the equations for the cross
moments computation can be represented in the binomial semiring dynamic form

IRl k
(422) B(”){al(u)} = @ @ ’LU(AZ — B@j) X ®B(u){()’ij (’U,j)},
Jj= UL, U2, UL ED™ j=1
U=V1ULV2  VpUE V41
with the base case
(4.23) B(U){Ji (u)} = B("){w(Ai —u)}.

The algorithm given by equations (4.14)-(4.15) or, equivalently, (4.22)-(4.23)
can be considered as a generalization of the algorithms by Li and Eisner [16] for
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the cross-moments of order @ = (1,1) and by Hwa [11] for the cross-moments of
order a = (1). Li and Eisner introduced the second order entropy semiring [13],
which is the binomial semiring of the order (1,1), and ran the inside algorithm on
it. The algorithm for the moments of order a = (1) is provided by Hwa [11], where
conditional entropy is considered. As noted in [5], Hwa’s algorithm can be obtained
by running the inside algorithm over the first order entropy semiring (7], [13], [12],
[14] which is the binomial semiring of the order (1). Hwa’s algorithm is considered
in the following subsection.

4.4. First order conditional moments computation of SCFG

In the case of first order conditional moments e« = (1), the i-th conditional cross-
moment (4.1) is the expectation of X,

(4.24) i = > pm)X(m).
weQ;(u)

In this case, the recursive equations (4.14)-(4.15) reduce to

[N k
(0) _ (0)
(4'25) ﬂvai\U - Z Z A - B’ J H P Xijluy?
j=1 UL, U,..., ULED j=1
U=V1ULV2 UV Uk+1
(4.26)
[N k
(1) _ (0)
up,Xi\u_Z Z p(Ai%Bivj) A —>B” H Pp. X, \ug
j=1 UL, U2,..., UL ED Jj=1
U=V1UIV2 UV Uk 41
k
A - Bl] Z p;inl'Ufn H 'up,Xz "U'J
B J;ﬁn
with the base case:
0 1
(4.27) “;,;(ilu = p(Ai — u), Né,;(i\u = p(Ai — u) ~Y(Ai — u)

In [11], Hwa considered the conditional entropy of the grammar given in Chom-

sky form for which B;; = wviA;,v24;,v3 and v1,v2,v3 are equal to the empty
string. The conditional entropy is obtained as the moment ,uz() ?X s where X q(7) =

—logp(m), for all # € 1, and Hwa’s algorithm can be retrieved by imposing
Chomsky form condition in (4.14)-(4.15), with Y (m;) = — logp(m;).
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5. Conclusion

In this paper we considered the problem of computing the cross-moments and the
conditional cross-moments of a vector variable represented by a stochastic context-
free grammar. We proposed new algorithms, derived by differentiation of the recur-
sive equations for the moment-generating function [22], which are obtained from
the algorithms for computing the partition function of a SCFG [18] for the cross-
moments and with the inside algorithm [15], [8] for the conditional cross-moments.
In this way, we obtained the algorithms which can be considered as a generaliza-
tion of the previously developed formulas for moments [10], [26] and conditional
cross-moments [11], [16].

The computation of cross-moments may be demanding and often infeasible.
The proposed method for its solution via the computation of moment-generating
function turned out to be very elegant and powerful. In the future, we hope that this
idea can successfully be reused in the theory of formal languages for the computation
of cross moments of string and tree automata [3], [6].
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Abstract. In this paper we are interested in the study of the null controllability for
the one dimensional degenerate nonautonomous parabolic equation

ur — M(t)(a(z)us)s = hXw, (z,t) € Q@ =(0,1) x (0,7T),

where w = (x1,x2) is a small nonempty open subset in (0,1), h € L?(w x (0,T)), the
diffusion coefficients a(-) is degenerate at x = 0 and M(-) is nondegenerate on [0, 7.
Also, the boundary conditions are considered to be Dirichlet- or Neumann-type related
to the degeneracy rate of a(-). Under some conditions on the functions a(-) and M (-),
we prove some global Carleman estimates which will yield the observability inequality of
the associated adjoint system and, equivalently, the null controllability of our parabolic
equation.

Keywords. Null controllability; nonautonomous parabolic equation; Carleman esti-
mates.

1. Introduction

The purpose of this paper is to establish the null controllability for the linear
nonautonomous degenerate parabolic equation

ur — M(t)(a(x)ug)r = hxw, (z,t) €Q
u(1,t) =u(0,t) =0, te(0,T)
(1.1) or

u(1,t) = (auz)(0,t) =0, te€(0,T)
u(z,0) = uo(x), z € (0,1),

where w = (21, z2) is a nonempty open subinterval of (0,1), @ = (0,1) x (0,7), a(-)
and M (-) are time and space diffusion coefficients, the initial condition wug is given
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in L2(0,1), and h € L*(w x (0,T)) is the control function acting on w.

The null controllability of nondegenerate parabolic equations have been widely stud-
ied in the last years (see in particular [6], [13], [14], [18], [20]). On the other hand,
very few results are known in the case of autonomous (M (t) = 1) degenerate equa-
tions; see [3], [4], [5], [8], [19]. The main tool to study the null controllability
of the above parabolic equations is the Carleman estimates. These last estimates
are used to show the observability inequality of the adjoint parabolic equations,
which is equivalent to the null controllability of the above parabolic equations. The
Carleman estimates are the main results of the above references. Recently in [21],
the authors established a new Carleman estimate for the autonomous degenerate
equations under some general conditions on the degenerate diffusion coefficient a.

The main objective of this paper is the null controllability of a one-dimensional
parabolic equation when the diffusion coefficient is allowed to be degenerate at the
boundary point = 0 of the interval I = (0, 1), and it might be non-autonomous.
This can help to study a local null controllability result for a nonlinear degenerate
parabolic PDE with nonlocal nonlinearities which has important physical motiva-
tions. In particular there exists several examples of real world physical models
where nonlocal terms appear naturally:

e In the case of migration of populations, for instance bacteria in a container, we

may have instead of M:
~ 1
M(it)=M </ u(x,t) dx)
0

Other more general M can also be found in practice, for instance

M(t) = N ( /O (t) dr, /O (o t) dz)

e In the context of reaction-diffusion systems, terms of this kind

M(t) = N </01 um(as,t)Qdm>

appear in the parabolic Kirchhoff equation (see [10]).

2. Assumptions and Preliminary Results

In order to study the null controllability of equations 1.1, we make the following
assumptions on the coefficients M (-) and a(-).

Hypothesis 1.

1. M s continuous on (0,T) and there exist two positive constants «g, By inde-
pendent of T such that

O<O(0SM(t)SBO, te(O7T)7
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2. M is derivable on (0,T) and there exists a positive constant vy independent
of T such that
[M' ()| <7, te(0,T).

Hypothesis 2.
1. a € C([0,1])) N C((0,1]), a(z) >0 in (0,1] and a(0) =0,
2. there exists o € (0,2) such that xa'(z) < aa(x) for every x € [0,1],

3. if a € [1,2), there exist m > 0 and do > 0 such that for every z € [0, o], we
have
a(x) >m sup a(y).
0<y<e
Remark 2.1. It should be noted that Hypothesis 2 appeared for the first time in [21].
It is weaker than the condition given in [5]. In [21] the author also proved that under

Hypothesis 2 the classical Hardy-inequality does not hold in general, (see [21, Example 3])
and they proposed an improved Hardy inequality (see Proposition 2.2).

As in [5, 21, 24], for the well-posedness of the problem, the natural setting involves
the space

1
H(0,1) := {u € L*(0,1) N H}.(0,1) : /a(m)uidm < 00},
0
which is a Hilbert space for the scalar product
1
(2.1) (u,v) := /uv + a(z)ugvyde, u,v € HL0,1).
0

For any u € H}(0,1), the trace of u at & = 1 obviously makes sense, which allows
us to consider the homogeneous Dirichlet condition at £ = 1. On the other hand,
the trace of u at * = 0 only makes sense when 0 < o < 1. However, for o > 1, the
trace at x = 0 does not make sense anymore, so one chooses a suitable Neumann
boundary condition in this case (see, for example, Lemma 10 of [21]). This leads to
the introduction of the following space Hj ((0,1) depending on the value of a:

1. For0<a<l,
H, (0,1) := {u € H,(0,1) : u(l) = u(0) = 0}.
2. For1 <a<?2,

H, (0,1) == {u € H,(0,1) : u(1) = 0}.
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In order to study the well-posedeness of 1.1, we define the operator (A(t), D(A(t)))
by
(2.2) A)u = M(t)Au := M (t)(a(x)ug) s,

endowed with the domain
D(A(t)) = D(A) = {u € H, (0, 1) N H, ((0,1]) : (a(x)us). € L*(0,1)},¢ € [0, 7).
Remark 2.2. The domain D(A) may also be characterized in the case of a € [0,1) by
D(A) == {u € L*(0,1) N Hj..((0,1]) : a(z)us € H'(0,1)and u(0) = u(1) = 0},
and in the case of a € [1,2) by
D(A) :={u e L*(0,1)N Hfoc((o’ 1]) : a(x)us € H'(0,1) and  (a(z)us)(0) = 0 = u(1)}.

Some properties of the operator A are given in the following proposition, see [7].

Proposition 2.1. The operator (A, D(A)) is closed, self-adjoint and negative with
the dense domain in L?(0,1). Hence A is the infinitesimal generator of a strongly
continuous semigroup e on L2(0,1).

From the assumptions on M(+), we can check that the family of operators

(A(t), D(A(t))),0 < t < T, satisfies the Acquistapace-Terreni conditions (see [1,
2]), thereby generating an evolution family U(¢,s),t > s > 0. More precisely,
for t > s the map (¢,s) — U(t,s) € £(L?*(0,1)) is continuous and continuously
differentiable in ¢, U (¢, s)L?(0,1) C D(A(t)), and U (t,s) = A(t)U(t,s). We further
have U(t,s)U(s,r) =U(t,r) and U(t,t) = I for t > s > r > 0. Moreover, for s € R
and x € D(A(s)), the function ¢ — u(t) = U(t, s)x is continuous at t = s and
u is the unique solution in C([s,00), L%(0,1)) N C*((s,00), L?(0,1)) of the Cauchy
problem /() = A(t)u(t),t > s,u(s) = x. These facts have been established in
1, 2].

The problem 1.1 is well-posed in the sense of the following theorem.

Theorem 2.1. For all h € L*(w x (0,T)) and ug € L*(0,1), the problem 1.1 has
a unique weak solution

u € C([0,T]; L*(0,1)) N L?(0,T; HL(0,1)).
Moreover, if ug € D(A), then
u € H'(0,T;L%0,1)) N L*(0,T; D(A)) N C([0,T); HL(0,1)).
Throughout this paper we use the following improved Hardy inequality taken from

[21, Theorem 2.1], which will be the key ingredient in the proof of our Carleman
estimate.

Proposition 2.2. For allp > 0 and 0 < v < 2 — «, there exists some positive
constant Cy(a, a,v,n) > 0 such that for all u € 1[,[(}70(07 1), the following inequality
holds

1 1 1

1
a(1)(1 — «a)? u? u?
(2.3) /a(x)uidx+00/u2dx2 ( )(4 ) /mz_adas+n/m—7dm.
0

0 0 0
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3. Carleman Estimates

In this section, we prove a crucial Carleman estimate, which will be useful for
proving the observability inequality for the adjoint problem of 1.1. For this purpose,
let us consider the parabolic problem

v+ A(t)v = f, (z,t) €Q
31 v(1,t) =v(0,¢t) =0, te(0,T), in the case a € (0,1)
(3.1) v(1,t) = (av,)(0,t) =0, t € (0,7), in the casea € [1,2),
v(z, T) = vr(z), x € (0,1).

Now, we consider 0 < v < 2 —a and ¢(z,t) = 6(¢)p(x). Here

x

e e R O § B )
0

(3.2)  6(t)

where ¢; > 0 and ¢ > m such that p(x) < 0 for all z € [0,1]. Observe that
there exists some constant ¢ = ¢(7") > 0 such that

(3.3) 0] < cOFVE |0, < 0 in (0,T).

We have the following main result.

Theorem 3.1. Assume that the functions a(-) and M (-) satisfy Hypotheses 1 and
2 andletT > 0. For every 0 < v < 2—a there exists so = so(T, a, a7, Bo, @, Y0) >

0 such that for all s > so and all solutions v of (3.1), we have

(2f—3a)2 f£93%U2625¢dxdt + ngﬁa(x)vie%@dazdt + sa(1)(1 — a)Qfoﬁg;;J—faeQWdazdt
2 > T
—|—Sff9;’—ﬂ,e25¢dxdt < i_%(fff2625“’d$dt+ %[&vﬁ(l,t)em’(“)dt)-
Q ) 0

Proof For the proof, let us define the function w = e*?v, where s > 0 and v is the
solution to (3.1). Then w satisfies

(e=*w) + M (D) (a(@)(e™Pw), ) = f. (x,1) € Q.
w(l,t) =w(0,t) =0, te(0,T), in the case a € (0, 1),
w(l,t) = (aw,)(0,t) = s(pLaw)(0,t) =0, te (0,T), in the case a € [1,2),
w(z,T) =w(x,0) =0, z € (0,1).
(3.4)
Set

Lv:=v + M(@#)(a(x)vy)s, Lsw:=e*¥L{e”*%w).

Lsw := Liw + Low
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where
Liw = M(t)(a(z)ws)s — sprw + s2M (t)a(z)piw
(3.5) Low :=w; — 2sM(t)a(x)prwy — sM(t)(a(x)ps)zw.
Therefore, we have
(3.6) 2(Lyw, Low) < |[Lyw + Low|* = || fe*?||?,
where || - || and (-,-) denote the usual norm and scalar product in L?(Q), respec-

tively. The proof of Theorem 3.1 is based on the computation of the scalar product
(L1w, Low) which comes in the following lemma.

Lemma 3.1. The scalar product (Liw, Low) may be written as a sum of the dis-
tributed term (d.t) and boundary term (b.t), where the distributed term (d.t) is given

by
(dt) = —2s //M )00 p2widzdt + = //Httpw dzdt
—|—8//9(2apm+a’pw)a(m)M2(t)w:2Edmdt
(3.7) —|—83//93 20, + a'pr)a(z)p? M? (t)w? dzdt

//M' Qdmdt——//M’ )02 a(x)p2widrdt

whereas the boundary term (b.t) is given by

T
(3.8) s/ (t)0ps(a )wx)Q} ;dt.
0

Proof To simplify the notation, we will denote by (L;w);, (1 <17 < 2,1 <j < 3)
the j** term in the expression of L;w given in (3.5). We will develop nine terms
appearing in the product scalar (Lyw, Low). For this, we will integrate by parts
several times respect to the space and time variables. First we have

((L1w)1, (Law)s //M T)Wy ) pwidadt
T

/ wwwt dt—//M )Wy Wiy dxdt
0

x)wxwt};dt—% / [M(t)a(x)wg do + = / / M (#)a(z)wdedt.
0

I
Ot~
=
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Then

(L1w)2, (Law)1) = —S//cptwwtdmdt

[gpth dr + - //(pttw dxdt

(3.10) =

[\DICIJ

N »

o _ O\H

We also have

, 1
(Liw)s, (Low)1) =5 [ [ a(@)M (t)piwwdzdt = 5 [ [a(x)M(t)apiwz} de
Q 0
—s” fga(x)M(t)apzwmw2dxdt - % fga(x)M’(t)wiwzdxdt
, 1
(3.11) =%gp@mam@w} e =2 ] [ )M (Op200 02 dra
——ff 92p2 2dxdt.

On the other hand, we have

(Liwh, (Low)s) = —2s / / M2() iy (a()ws ) (a(z)w, ) dzdt
Q

(3.12) = —s [Mz() (a(m)wx)ﬂ:dt—i—s//Mz(t)wmcﬂ(m)widxdt
Q

We also have

((Lyw)g, (Law)2) = 252//M(t)a(x)<pz<ptwwzdmdt
Q

T
= 52/{M(t)a(m)<pt<px dt—s //M T)Qrppew?drdt
0

~¢ [ [ MOeate)p) u dui

Q
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T
(3.13) 82/ )PPz w t—s //M )00, p2w? dxdt
0
—s // (10p(a(2) p) st
Q

Additionally, we find that
(3.14)  ((Lyw)z, (Law)a) = —2s> //M2 )3 pyww, drdt

T
= —53/ {MQ(t)aQ( ] dt + s3 //M2 2aa wr + 3a <pm] w?dzdt.

0

Let us now consider the scalar product

(3.15) {((L1w)1, (Law)s) = —s//M2 Wy )z (a(X) oy ) cwdzdt

S/T ) Qg )z a(T) Wy ] dt+s//M2 a(2) s ) zwa(x)ww,drdt
0
+s//Mz(t)(a(:c)apz)za(x)widxdt
Q

s /T Deaaleyo,] di+s [ / M2(8)(a(®) 2 )ea(w)ul dedt,
0

since (a(2)@z)zz = 0.
Furthemore

(316)  (Lyw)a, (Low)s) = 5 / / M(t)r(al@)ps)aw?dud.

Q

Finally, we have

(3.17)  {((Liw)s, (Law)s) = —s //M2 (a(2)pg )z w?dzdt.

Additionally (3.9)-(3.17), we find that

(dt) = —2s° //M 99251)2 2dadt + = //Httpw dxdt
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+s//9(2apm + a'py)a(x) M? (t)w? ddt

(3.18) +83//93 2apyx + a'py)a(x)p2 M?(t)w? dxdt

//M wdmdt——//M )02 a(z)p>w?dzxdt,

The proof of (3.19) is similar to that in [5] and the fact was used that M(-) is a
bounded function. Now we put (d.t) = A + B, where

A= =25 [ [ M(t)a(z)00p2widxdt + 5 [ [ Oupw?dadt
Q Q
+s [ [ 0(2apss + a'py)a(x) M?(t)widzdt
Q

(3.20) +53 [ [ 603(2apye + a/pa)a(z)p2 M2 (t)w? dadt,
Q

and

(3.21) //M wdmdt——//M 1)02a(z)p2w?dzdt.

Observe that

1
(3.22) A+ B< §||fes*0\|2 — (b.t).
The crucial step is to prove the following estimate.

Lemma 3.2. There exists a positive constant s1 = s1(T,a, o, g, Bo,v,Y) > 0
such that for all s > s1 we have,

A+B> 42a)2ff93ar; wdadt + 52 ffea w2dzdt

(3.23) ER.LIGL ‘” i ffe "~ dadt + ;;agffew dadt.
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Proof By the assumption za’(z) < aa(z) and the fact that p, = Tmajatay> and the
observation that

c1 2a(z)—za’(x)

/ —_—
2apmm +a Dz — 2”-a ( a(x) )

() =

one can estimate A in the following way

A> —(228760//69t—w2dmdt+ //Qttpw dadt

(3.25) +scla0//9a x)w; dmdt—|— a Clao //Ggm—demdt

(3.24)

%

According to the relation (3.3), we know that |06, < c6?t1/% < /63 and we obtain

3.3 2
A> ( (‘; flzg’ 25 Clc -5 / / 93—”5 w2dzdt
(3.26) +scla0//9a r)wdxdt + = //Httpwzdmdt
Let
(3.27) Aq :clag//ﬁa(m)widmdt—&—//Httprdmdt.
Q Q
Therefore
3.3,2 942
(3.28) az( (‘; flzg’z ;_C;C / / 93‘U—w2d:¢dt

+§clag//9a(m)w§dmdt+ §A1.
Q

We apply the improved Hardy inequality (2.3), with n = 1, which gives
1

1 1 1
—a)? 2 2
(3:29) /a(m)widm—&—co/dexz a(l)(14 @) / v adm—k/%da&
x
0 0

x2-
0

for suitable ¢y = ¢o(a, a,7y). Therefore, we can write

1 1—
4, > =2 610‘0// dmdt+clao//9—dasdt
(3.30) —coclag//Odexdt+//9ttpw2dmdt.
Q Q
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Finally, we need to estimate the term

(3.31) Ay = //Gttprdasdt—coclag//Gdexdt.
Q Q

By (3.3), there exists a positive constant cs such that

(3.32) |As| < 3 / / 012/ k2 dadt.

Now, we consider ¢ = % and ¢ = k, so that % + = = 1. Using the Young

inequality, we have for all € > 0

where c(g) = %(eq) 2. Observe that
3 2
(3.34) (1+2/k=S)a =1 e

Using the fact that a(-) is continuous on [0, 1], there exists a positive constant c4
a_
such that (a(x))e < ¢4 for every z € [0,1], and then

w? x?
. Ay > — — 3 2 )
(3.35) 2 C3C4E / / 0 o dxdt — csc(e) / / 0 @ wdxdt

Putting the estimate (3.35) in (3.30) and using (3.28), we obtain

A > (écllgo ?; C(;CQBO - SC3C )ff93 2 _w2dzdt + sc10d fgﬁa(as)widmdt

(3.36) 4 sa )(1 o)*eroq ff@ W drdt + £ (clag —03C4E)ff97;—jdxdt.
Q

Now, take ¢c; = 2 and e = ¢(a, o, ap,7y) = 230 ”
0 such that for all s > s,

. Thus there exists so = s2(T), a, o, ag, Bo,7y) >

A > (2 =3 ffﬁ?’a‘"”i 2dmdt+sa%ff9a(m)w§dmdt

(3.37) IRLOIE ‘*) o ffeﬁ > dwdt + jagffew dadt.
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On the other hand, we have
|B] < fo\M ywdadt + & ff\M (t)|0%a(z)p2w? dzdt

Sg—‘)fga wdmdt+(2” ffe?;i) w?dzdt

< 270(f£a(m)widmdt + (Qf—a)z f%bﬂ afi) w2dmdt)

< 20570(ff9a(m)widxdt + ﬁ ffﬁgﬁ:;)w?dmdt)

3.38 3% 9a 2dazdt+ 93 “52 w2dxdt
(2 )
for all s > 8657“ . Therefore,

(3.39) B>—53a0//9a ywldedt — 5 35 0‘0 //93‘”—w2dzdt

By adding (3.37) and (3.39), for s > s1(a, a, 7, Bo, @, Y0) > 0, with s; = max{sy, & 5’”’}
we obtain the complet proof of Lemma 3.2.

T
Now, using the fact that [ [st(t)apw (a(m)wx)ﬂodt is non-negative, the right
0
hand of (3.22) becomes

(3.40) ||fewu2 //f2 250 ddt + —n 200 2“‘ 50 /9 2(1,t)d

From (3.22), (3.40) and Lemma 3.2, we obtain
(2_51)2 ffb’?’%uﬁdmdt + s [ [ Oa(x)w2dzdt + sa(1)(1 — «) ffb’ﬁ _dxdt
Q Q

+sff9w dr < 2 (fff2 250 ot + 1225 few (1, t)dt)

(3.41)

for all s > s;. Finally, we turn back to our original function v = e™*?w. Using that
2 T _
Vp = (—SGmmw—me)e Sga’

by the Young inequality, we find

5 / / fa(x)v? 25*0d1:dt<8 / / 68 R drdi
Q

(3.42) +2s / / fa(z)w?dzdt.
Q
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Also, we have

wy(1,t) = (sapwv(Lt) + vw(l,t))es*o(l’t)
(3.43) = v, (1,t)es?(LD),

Consequently, from 3.41-3.43, we have
ﬁ ffb’?’ﬁi)v%%“’dxdt + s [ [ a(x)v2e?s?dzdt + sa(1)(1 — a)? ff@zé’—fae%“’dxdt
Q Q Q
T
s [ [ 0% e edudt < 38 ( [ [ fre2edudt + 25058 [ gu2(1, )00 at)
Q CNQ 0
for all s > sg, with sg = 53

4. Observability Inequality and null controllability

In order to prove the controllability of (1.1), we first need to derive the observability
inequality for the following adjoint problem

vy + A(t)v =0, (x,t) € Q
i1 v(1,t) = v(0,t) =0, in the case aec(0,1) te(0,7)
(A1) 9 0(16) = (aus)(0,6) =0, inthe case  a €[L.2) te (0.T)

v(z, T) = vr(z), x € (0,1).
More precisely, we need to prove the following inequality

Proposition 4.1. Assume that the coefficients a(-) and M(-) satisfiy the hypothe-
sis (2) and (1), respectivly, and let T > 0 be given and w be a nonempty subinterval
of (0,1). Then there existe a positive constant C = C(T,a,a, M) such that the
following observability inequality is valid for every solution v of (4.1)

1 T
(4.2) O/ V2(z,0)dz < C 0/ w/ V(2 t)dadt.

Now, by standard arguments, a null controllability result follows.

Theorem 4.1. Let T > 0 be given, and w be a nonempty subinterval of (0,1).
Then for all ug € L*(0,1), there exists h € L*(w x (0,T)) such that the solution
u of (1.1) satisfies u(z,T) = 0, for every x € (0,1). Furthermore, we have the
estimate

(4.3) 12/l L2 (wx (0,7)) < ClluollL2(0,1)

for some constant C.

To prove the observability inequality, we need the following lemma.
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Lemma 4.1. (Caccioppoli’s inequality) Let wy € w be a nonempty open set. Then,
there exists a positive constant ¢ such that for every solution of (4.1)

T T
/ / vie%“adxdt < 5/ /dexdt.
0 wo 0 w

Proof Let us consider a smooth function & : R — R such that

0<¢(x) < Vr € R,
(4.4) &(x) =1, x € wy
&(x) =0, x ¢

and £ > 0 for x € w. Then

2e25p2dxdt

e}

I
—
&=

Il
o o
)

2p1e25Pv2dadt + 2ff§2 250 v dadt

£
3
e v dadt — 2ff§2M e2*?v(a(x)vy ) pdadt
3

I
[\-]
»
O O O o

| |
CIJ

2pie?Pv?dadt + foM )(£2e*59) pa(x)vvgdadt + 2 [ [ M (t)E2a(z)v2e* P dadt.
Q

Hence,

2 [ [M@t)Ea(z)vie*vdxdt = —2s [ [ E2pre®Pvidadt — 2 [ [ M(t)(£2e?5°)a(x)vv,dodt
Q Q Q
2 2 250y 2
< _28]$§2@t625¢v2dxdt + & f% (\/5(6567:)@) dadt
2
(4.5) +ao [ [ (Vagessv, ) dedt.
Q

In other hand we have

(4.6) 2&0//§2a(x)vge25‘0dazdt < 2//M(t)§2a(as)v§e25“’dxdt.
Q Q

Using (4.5) and (4.6), we obtain

(4.7) Qo ffﬁza(m)vﬁezwda:dt
< QSffEQQOtQQSLP'Ule'dt—F BO ff <\/_(5 e’ %7)1) le’dt

Due to the definition of ¢ and the fact that ¢,e®*¥ and p:e®? are bounded functions
on w x (0,T), the inequality (4.7) implies that there exists a positive constant ¢;
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such that

T T
Héin(a(m))/ / UgeQS“"dasdtS/ / a(m)vge%“@dmdtg//EQa(az)vieQS“pdazdt
TEWo 0 wo 0 wo

Q

T
<A / / vidxdt.
0 w
We deduce that

T T
(4.8) / / vZe*Pdrdt < 6/ /’Ule‘dt,
0 wo 0 w

with R

C1

b= ———.
ming e, (a(z))

The proof of the observability inequality (4.2). The proof can be derived in
three steps.

Step 1: We consider wy = (2},25) € w = (z1,22) and a smooth cut-off function
0 < ¢ <1 such that

§(x) =1, z € (0,))

(49) {guazo z € (th.1).

The function w := £v, where v is the solution to (4.1), satisfies the following problem
we + M(t)(a(x)ws)e = M(t)(2a(x)€"vy + (a(x)E")'v) = f, (z,t) €Q
w(l,t) = w(0,t) =0, t € (0,7T), in the case a € (0,1),

w(l,t) = (awg)(0,t te(0,7), in the case a € [1,2),
w(z,T) =wr(x), me 0,1).

(4.10)
Applying Theorem 4.1 with v = 2_7‘1 and observe that w;(1,t) =0, we get

2
80//9w26250“’d3§dt < 80//9%6250¢dmdt
T
Q Q

13 2 a(z)¢'v a(x)g) v)?e? 0P dy
%/ZM@W(Kx+(HO) drd

T
< c/ / (V2 4+ v?)e? 0P dxdt.
0 wo

According to Lemma 4.1, we obtain

T
so//GwQeQSdedt < é/ /’UQd.’L‘dt.
0 w
Q

IA
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Next, using the definition of &, we obtain

. T
/ / fv2e?® 0P dadt < i/ /Ule‘dt.
S0 Jo w

Using the fact that p(z) and 0 satisfies the following inequality
3T2 ) _

o(t) < <F t € [T/4,3T/4],

and

\()\72_ , forall ze€l0,1].

Then there exists a positive constant ¢ = c(T a,a) such that

3T /4
e cso / / 2d1:dt< / / vidxdt,
3T /4 T2k & [T
2 < cso e 2 .
/ / dxdt < e ( 1 ) 5 /0 /w vedrdt

Step 2: We define z = (1 — &)v. Then, z satisfies the folowing problem

2+ M0 (a(2)20)e = M) 2a(@)(1 — €)'vs + (a(@)(1 - €))'0) i= f,  (w,8) € (a5,1) x (0,T)
z(1,t) = z(x},t) =0, te€(0,7),
2(x,T) = zr(x), x € (a),1).
(4.11)
In this case, we use classical Carleman estimates, since the operator (a(x)z;)s is
nondegenerate on (z7,1). Then v can be estimated on (z2,1) C (27,1) in the same
way, see [14]. Therefore

which implies

3T/4
/ / vdrdt = (3" [ vdedt+ [ [ videdt + [7)]0 [) v?dadt

Z2

(4.12) <c [l [ v*dadt.

Step 3: Multiplying both sides of (4.1) by v and integrate on (0, 1), we obtain
1

1
1
5% /’Ule‘ = M(t)/a(m)vidaz >0, te(0,7).
0 0

Hence, we deduce that
(4.13) (-, 07201y < IW(D)lI7201) forall te (0,T).
Then integrate (4.13) on (T'/4,3T/4) and use (4.13) to obtain

. 3T/4 p1 T
(4.14) /1}2 z,0)dx < —/ / vidrdt < C’/ /’Ule‘dt.
0 0 w

0
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Abstract. In the present paper, we generalize the Fredholm type integral operator, by
using the fractional rough kernel. We also deal with the Ulam-Hyers stability for rough
fractional integral inclusion and utilize the weakly Picard operator method as well as
the generalized Covitz-Nadler fixed point theorem.
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1. Introduction

The Ulam stability and its generalizations of different functional equations have
been studied by various researchers (for recent studies see [2]-[13]). The generalized
Ulam-Hyers product-sum stability of the Cauchy type additive functional equation
has been investigated by Rassias [14].

Differential equations of arbitrary order were presumed to be models for nonlin-
ear differential equations which played important roles in science, engineering and
economics. The studies described computational processes and systems. Conse-
quently, considerable attention has been viewed in the results of fractional differen-
tial equations, integral equations, fractional diffeo-integral equations, and fractional
partial differential equations of physical phenomena. Most of the studies are con-
cerned with the stability of the solutions [11]-[17].

In this paper, we generalize the Fredholm type integral operator by using the frac-
tional rough kernel and also deal with the Ulam-Hyers stability for rough fractional
integral inclusion. We utilize the weakly Picard operator method as well as the
generalized Covitz-Nadler fixed point theorem.
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2. Preliminaries

Let (E,d) be a metric space and let us define the following classes of E
P(E):={S|S#0}, PyE):={SeP(E)|S isbounded},

Pua(E) :={S € P(E)| Sisclosed}, P(E):={Se€P(E)]|S iscompact},
Pew(E) :={S € P(E)|S is convex}.

Let B(eg,r) := {e € El|d(ep,e) < r, 7 > 0} be the open ball centered at ey €
E. Moreover, denoted by B(eq,r), the closure of B(eg,r) and B(eg,r) = {e €
Eld(eo,e) <r} the closed ball. Define the gap functional in P(E) by

Dy :P(E)x P(E) = Ry, Dy(X,Y) = inf{d(z,y)lx € X,y € Y}.
Also let

Ha: P(E)XP(E) = Ry, Ha(X,Y) = max{sup Dy(z,Y),sup D4y, X)|z € X,y € Y},
zeX yey

where Dy(y, X) := Da({y}, X) and Dy(x,Y) := Da({z},Y).

If G: E — P(F) is a multivalued operator, then g € FE is called a fized point for G
iff g € G. The set Fiz(G) := {g € E|g € G} is called the fized point set of G. In
addition, the set SFiz(G) := {g € E|{g} = G} is called the strict fized point set of
G. For the multi-valued operator G : E — P(E), the graph of G is defined by

Gra(G) :={(¢,9) € Ex S : 9 € G}.

Notice that v : E — S is a selection for G : E — P(S) if y(z) € G(z), x € E. We
need the following concepts and out comes in the sequel.

Definition 2.1 Let ¢ : E — E be an operator and (E, d) be a metric space. Then
@ is called a weakly Picard operator if the sequence < ™ >, cn of approximations
of ¢ converges and its limit is a fixed point of .

Definition 2.2 Let (E,0) be a metric space and ¢ : E — E be an operator and
k > 0 be a positive constant. Then ¢ is called a k— weakly Picard operator if and
only if

0(x7<p°°(x)) < KD(XM(X)) Vx € B,

where
X :E—=E, ¢*(x):= lim ¢"(x).

n— oo

Definition 2.3 Let G : E — Py (E) be a multivalued operator on the metric space
(E,0). Then G is called a multivalued weakly Picard operator if for all x € E and
g € G(x) there exists a sequence < X, >nen such that
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L xo=x, x1=9;
2. Xnt1 € G(xn), neEN;

3. < Xn >nen— ¢, g € Fiz(G).

Definition 2.4 Let 0 : Ry — R be an increasing function which is continuous at
0 and o(0) = 0 and (E,?) be a metric space. Then G : E — P(E) is said to be
o—weakly Picard operator if it is a multi-valued weakly Picard operator and there
exists a selection > : Gra(G) — Fixz(G) such that

(9™ (1) <a(d(x:1),  (x:0) € Gra(G).
If there exists a constant x > 0 such that o(¢) := st for each ¢t € Ry, then G is

called a multi-valued k—weakly Picard operator.

Definition 2.5 G : E — P (E) is called a multi-valued A—contraction if X € [0, 1)
and
Ho(G(X), G(1)) < A(x;0), Ve €E,

where (F,0) is a metric space.

Definition 2.6 Let G : E — P(E) be a multivalued operator, where (E,?) is a
metric space. The fixed point inclusion

(2.1) uw€Gu), ueE

is called generalized Ulam-Hyers stable if and only if there exists ¢ : Ry — R4
increasing and continuous at 0 and ¢(0) = 0 such that for each ¢ > 0 and for each
solution ¢* € F of the inequality

(2.2) Dy(t,G(1)) <e, t€E
there exists a solution u* of (2.1) such that
o(u*, ) < o(e).

If for k > 0, o(t) = kt, t € Ry then the fixed point inclusion (2.1) is said to be
k— Ulam-Hyers stable.

The following theorem (see Rus [15]) deals with the Ulam-Hyers stability of the
fixed point inclusion (2.1).

Theorem 2.1 Let G : E — P.,(E) be a multivalued 0— weakly Picard operator
and (F,0) be a metric space. Then the fixed point inclusion (2.1) is generalized
Ulam-Hyers stable.
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The following result is a generalization of the Covitz-Nadler fixed point theorem,
which can be found in [12] :

Theorem 2.2 Let (F, d) be a complete metric space and G : E — P(FE) be a mul-

tivalued A— contraction operator Hq(G(u1),G(u2)) < Ad(ui,uz), Vui,uz € E.
Then Fixz(G) is nonempty and for ug € F there exists a sequence of approxima-
tions of G starting from uy which converges to a fixed point of G.

Next Ulam-Hyers stability result, which is very useful for applications, was intro-
duced in [10].

Theorem 2.3 Let (E,9) be a complete metric space and G : E — Py (E) be a
multi-valued A— contraction operator. Then

1. G is a multi-valued weakly Picard operator;

2. If (at) < ay(t) for every t € Ry, a > 1 and the series 7(t) := Y o>, ¢"(¢)
converges to the point ¢ = 0, then G is a o—multivalued weakly Picard oper-
ator with o(t) :=t+ 7(t) and ¢t € Ry;

3. Let Q : E — Py(E) be a multi-valued A—contraction and b > 0 such that
H(Q(x),G(x)) < b, x € E. Suppose that A(at) < a\(t), t € Ry, a > 1 and
the series 7(t) converges uniformly to the point ¢ = 0. Then H (anc(Q), anc(G)) <
o(b).

3. Ulam Stability

In this section, we further investigate the Ulam stability by utilizing the above
mentioned concepts and results. Recently, Ibrahim and Jalab [8] established the ex-
istence of solutions for integral inclusion of fractional order in the sense of Riemann-
Liouville integral operator. We consider the following fractional integral inclusion:

(3.1) ult) € / " Gt s u(e)) g(fi ds + g(1),

where u € R", Q belongs to the unit sphere of R*, 0 < o < n and t,¢ € J =
[a,b], a,b > 0. When Q = 1 and o — n, inclusion(3.1) reduces to the Fredholm type
integral inclusion. We have the following result:

Theorem 3.1 Let G: J x J xR™ = Pg ey, :J = R" and g : J — R” such that

1. There exists an integrable function » : J — R such that G(t,¢,u) C 1(<) x
B(0,1), t,c € J, u € R" = E;
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2. G(.,,u): J x J X R™ = P ¢y is jointly measurable for all u € R";
3. G(,,6,u) : X JXR™ = Py ¢y is lower semi-continuous for all (s, u) € (J,R™);

4. There exist a continuous function p : J x J — R4 with sup,¢; fj p(t,¢)ds <1
and a positive function 0 : Ry — R satisfying

(3.2) H(Glts0), Glt,5,0) ) < p(t<)0(1u — v]);

5. Q and ¢ are continuous;

6. ||| := supyes |2(s)]; with L2 < 1.

an—o

Then the following conclusions hold

1. Inclusion (3.1) has at least one solution u* € C'(J,R™);

2. If the series Y ° | 6™ converges uniformly to ¢ = 0, where 6(qt) < ¢d(t) for
every t € Ry, g > 1, then the fractional integral inclusion (3.1) is generalized
Ulam-Hyers with function o, where o(t) = t + ¢(¢) for each t € Ry and
(t) := .2, 0™. Equivalently, for each ¢ > 0 and v € C(J,R™) there exists
u € C(J,R™) such that

/ G(t,s,v |(_) ds + g(t),

lu(t) —o(t)| <e, teJ

and
lv(t) —u*(t)| < ole), te

Proof. Define the multivalued operator M : C(J,R™) — P(C(J,R™)) by

M(u)::{veCJR" lv(t) /Gtg, (_)d§+g(t)}.
Then (3.1) is equivalent to the fixed point inclusion

(3.3) ue Mu), ueC(J,R").

The rest of the proof will be given in three steps.

Step 1. M (u) € Pepy(C(J,R™)).
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By the continuity of Q and g, we obtain y(¢,<) € G(¢,s,u), t,s € J such that

b
u(t) == / 'y(t,c)gl%dg € M(u).

In view of [1], Theorem 8.6.3, together with the hypotheses 1 and 2 we conclude
that M (u) is a compact set for all u € C'(J,R"™).

Step 2. ’H(M(ul),M(ug)) <O(Jluy — uzl|), wu1,uz € C(J,R™).
For uq,ug € C(J,R™), we let v1 € M(uq). Thus

ds + g(t).

—Q

b
vl(t)e/ G(t7§7u1(§))§i(g)

Therefore there is an integrable function 7; such that

vi(t) = /ab v (t, <) SL(_gi ds + g(t).
In virtue of the assumption 4, we conclude that
H(G(t,5,u1), G(t,s,u2)) < p(t,)0(|ur (<) — u2(<)]) < p(t, )0(|ur — ual]).
So, there exists w € G(t,¢,u2(s)) such that
Mt ) = wl < p(t,)0(lur = uzl)), t,c €.
Define a set I'(¢,¢) by
I(t, <) == {w[|n(t,¢) — w| < p(t, )0(|lur — uall)}

and a multivalued operator by

O(t,s) :=T(t,¢) (G (t.c, u2(c)).

Thus according to the assumptions 2 and 3, © is jointly measurable and lower semi-
continuous in ¢t. Consequently, there exists v2(t,¢) a selection for ©, jointly mea-
surable, integrable in ¢ and lower semi-continuous in ¢. Hence v2(t,<) € G(t,, u2)
and

71(t, ) =22t )] < p(t, <)0([lur — uzl)), t,c€J.

Consider

b
wlt) € [ Gltsuafe) 2bds + g0

with

b
vy (t) =/ vz(tx)g(_gichrg(t)
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Then, by utilizing assumption 6, we get

Q b
n(®) o0 < S 50, 0 — ) < 0(ar — o).
Similar arguments can be used for u; and us. Hence, in view of Theorem 2.2,
inclusion (3.1) has a solution.

Step 3. Generalized Ulam-Hyers stable.

Now, our aim is to show that the fixed point inclusion (3.3) is generalized Ulam-
Hyers stable. Let € > 0 and p € C(J,R™) for which there exists u € C(J,R") such

that
Q(c)
|§|n—o¢

b
u(t) e/ G(t,s, 1(s)) ds+g(t), teJ

and
Ju—pl <e

This implies that
Dy (1, M() < e.

Since M is a multivalued 8—contraction and applying Theorem 2.3, we have that
M is a multivalued o—weakly Picard operator. Then according to Theorem 2.1,
we conclude that the fixed point problem (3.3) is generalized Ulam-Hyers stable.
Therefore, the fractional integral inclusion (3.1) is generalized Ulam-Hyers stable.
For the last assertion, we utilize Theorem 2.3, which completes the proof.

Next, we consider the following fractional integral inclusion

(3.4 ue | Kt u(6) 2 s+ ),

where u € R™, Q belongs to the unit sphere of R, 0 < a < n and t,¢ € J =
[a,b], a,b > 0. When Q =1 and o — n, inclusion (3.4) reduces to the Volterra type
integral inclusion. In the same manner as of Theorem 3.1, we have the following

Theorem 3.2 Let K : J X J X R" = Py, :J = R" and h : J — R" such that

1. There exists an integrable function ¢ : J — R’ such that K(¢,¢,u) C 2(s) x
B(0,1), t,c € J,u e R" = E;

2. K(.,u):J X JXR" = Py ey is jointly measurable for all w € R™;
3. K(,s,u): JXJIXR™ = Py p is lower semi-continuous for all (s, u) € (J,R™);

4. There exist a continuous function p : J x J — Ry with sup,¢; f; p(t,¢)ds <1
and a positive function 0 : R4 — R satisfying

(3.5) "H(K(u s,u), K(t,¢, v)) < p(t,¢).0(u — vl|);
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5. Q and h are continuous;

6. ||| := supyes |2(s)]; with L2 < 1.

an—o

Then the following conclusions hold:

1. Inclusion (3.4) has at least one solution u* € C'(J,R");

2. If the series ) ° | 6™ converges uniformly to ¢ = 0, where 6(qt) < ¢d(t) for
every t € Ry, g > 1, then the fractional integral inclusion (3.4) is generalized
Ulam-Hyers with function o, where o(t) = t + ¢(¢) for each t € Ry and
() :=Y_.° , 0™. Equivalently, for each € > 0 and v € C(J,R™) there exists
u € C(J,R™) such that

/th ()d+h()

lu(t) —v(t)| <e ted

and
lo(t) —u*(t)| < ole), tel

Proof. Define the multivalued operator V : C(J,R™) — P(C(J,R™)) b

V(u)::{veCJR"hJ /K ()d +h()}
Then (3.4) is equivalent to the fixed point inclusion
(3.6) ueVu), weC(J,R").

In a similar method as of Theorem 3.1, we may have V(u) € P.,(C(J,R™)). Now
we proceed to show that V' is §—contraction mapping on C(J, R"™).

For uy,us € C(J,R™), we let v1 € V(uy). Thus

€ /t K(t,g,ul(g))g(_gi ds + h(t).

Therefore, there is an integrable function 7; such that

v (t) =/ M(t<) g(_gi ds + h(t).

In view of the assumption 4, we conclude that

H(K(t,s,um), K(t,s,u2)) < p(t,)0(|ur(s) — ua(S)]) < plt, )0([lur — uzl)-



Occurrence of Stable Rough Fractional Integral Inclusion 337

Thus, there exists w € K (t,s,u2(s)) such that
Yi(tss) —wl < p(t,)0((lur — o), t,c €.
Define a set A(t,<) by
At <) i= {w I (t,¢) — w| < p(t,<)0((lur — ual))}

and a multivalued operator by
U(t,6) = A(t,<) [ | K (t.s,u2(c)).

Therefore, according to the assumptions 2 and 3, ¥ is jointly measurable and
lower semi-continuous in t. Consequently, there exists y2(¢,¢) a selection for U,
jointly measurable, integrable in ¢ and lower semi-continuous in ¢. Hence, v2(t,¢) €
K(t,¢,u2) and

"Vl(tvg) - ’72(t7§)‘ < p(t7§)9(||u1 - U’2H)7 t,sed

Consider

v(t) € /t Kt us(<)) gfi de + h(t)

with

v (t) = / alt0) 2(2 de + h(t).

Define a norm by
lulls := sup(Ju(t)e 1)),
teJ

where ¢(t) := fat p(¢)ds. Then by using the assumption 6, we get

O t
) = wa(0)] < L2 [ u0) = (e e

el

< cnma [ P)0(un(S) = ua(S))de
O t

< BT ot 00 un(6) — wa(6)] e~
Q t

< B[ ot 070 s — )

a

Q
< ” ” 9(““1 _ UQHB)(eq(t) _ efl(a))

an—a

< O([lur — ualls)e?®.

Thus, we have
lvr — vallg < O([|ur — u2lB)-
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Hence, in view of Theorem 2.2, inclusion (3.4) has a solution.

It suffices to prove that the fixed point inclusion (3.6) is generalized Ulam-Hyers
stable. Let € > 0 and v € C(J,R™) for which there exists u € C(J,R™) such that

Q(s)

|§|n—o¢

t
u(t) e/ K(t,s,v(s)) ds+h(t), ted
and
o1 = w2l < flu—v| <e

This implies that
Dy 1, V() <e

Since V is a multi-valued #—contraction with respect to the norm ||.||z, then V is a
multi-valued weakly operator. Using Theorem 2.3, we have that V is a multi-valued
o—weakly Picard operator. Then according to Theorem 2.1, we conclude that the
fixed point problem (3.6) is generalized Ulam-Hyers stable. This implies that there
exists a solution u* of inclusion (3.4) such that

lv —u*||g <o(e), €>0.

Thus, we have
v —u*| < o(e®e), teJ=la,b.

Theorem 2.3 yields the last conclusion and this completes the proof.
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Abstract. In this paper, we discuss the existence, uniqueness and stability of solutions
for a nonlocal boundary value problem of nonlinear fractional differential equations with
two Caputo fractional derivatives. By applying the contraction mapping and O’Regan
fixed point theorem, the existence results are obtained. We also derive the Ulam-Hyers
stability of solutions. Finally, some examples are given to illustrate our results.
Keywords: Caputo derivative, Fixed point, Existence, Uniqueness, Boundary value
problem.

1. Introduction

Boundary value problems for fractional differential equations with nonlocal bound-
ary conditions constitute a very interesting and important class of problems (see
[4, 5]). Differential equations of fractional order with nonlocal boundary conditions
arise in a variety of different areas of applied mathematics and physics. For example,
heat conduction, chemical engineering, underground water flow, thermo-elasticity,
and plasma physics can be reduced to nonlocal problems with integral boundary
conditions. For more details, we refer the reader to [6, 25]. Recently, by applying
different fixed point theorems such as the Banach fixed point theorem, Schaefer’s
fixed point theorem, Krasnoselskii’s fixed point theorem, the Leray-Schauder non-
linear alternative and the fixed point theorem of O’Regan, many researchers have
obtained some interesting results of the existence and uniqueness of solutions to
boundary value problems for fractional differential equations with nonlocal bound-
ary value problems [1, 2, 7, 8, 9, 14, 15, 18, 23, 24] and the references therein.
Ulam’s stability problem [17] has been attracted by several famous researchers.
Since then, a large number of monographs have been published in connection with
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various generalizations of Ulam’s type stability theory or the Ulam-Hyers stability
theory. For some recent development on Ulam’s type stability, we refer the reader
to [3, 12, 16, 17, 19, 20, 21, 22]. The stability of fractional differential equations has
been investigated by many authors [19, 21, 22].

Motivated by the above papers, we study the existence, uniqueness and stability
of solutions to the following fractional boundary value problem with tow Caputo
fractional derivatives involving nonlocal boundary conditions:

D™ (DP + Nz (t) = £) + fy L2 s,x(s))ds, t €[0,T],

0'

(1.1)
z(0) =xo + g () —9f"(" S)p (s)ds, 0 <n<T,

where D®, DP denote the Caputo fractional derivatives, with 0 < a,8 < 1,1 <
a+p <2 f:[0,T]xR — Rand g : C([0,T],R) - R are given continuous
functions, and o,p > 0, A, xo, 0 are real constants In (1.1), g (z) may be regarded
as g (x) = Z;":O k;x (t;), where kj,j = 1,...,m are given constants and 0 < tg <
<ty <1

The paper is organized as follows: In Section 2, we recall some preliminaries and
lemmas that we need in the sequel. In Section 3, we present our main results for
the existence, uniqueness and stability of solutions to the fractional boundary value
problem (1.1). Some examples to illustrate our results are presented in Section 4.

2. Preliminaries
In this section, we present some useful definitions and lemmas [10, 11, 13]:

Definition 2.1. The Riemann-Liouville fractional integral operator of order ¢ >
0, for a continuous function f on [a, ] is defined as:

t
Iﬁf(t):ﬁ/ (t—7)"" f(r)dr, 9>0, a<t<b

I°f(t)=f (1),

where T' (49) := f0+oo e~ %u’tdu.

Definition 2.2. The fractional derivative of f € C™ ([a,b]) in Caputo’s sense is
defined as:

t
Dﬁf(t):ﬁ/ t—7)"""" ) (7)dr, n—1 <9, ne N*, a<t<b.
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The following lemmas give some properties of Riemann-Liouville fractional in-
tegrals and the Caputo fractional derivative [10, 11]:

Lemma 2.1. Let¥,s >0, f € L*([a,b]). Then I’TI°f(t) = I"T5f(t), D*I°f(t) =
f(t), t € la,b].

Lemma 2.2. Lets> 9 >0, f € L'([a,b]). Then D’I*f(t) = I*"f(t), t € [a,b].
We also give the following lemmas [10]:

Lemma 2.3. For 9 > 0, the general solution to the fractional differential equation
DYz (t) = 0 is given by

x(t) = co+ it +cat? + o+ cport"
where ¢; € R, i =0,1,2,..,n—1, n=[9] + 1.
Lemma 2.4. Let 9 > 0. Then
I°D% (t) = x(t) + co + crt + cot® + .o+ ey t" L,
for some ¢; e R;i=0,1,2,....n—1, n =[] + 1.
We also need the following auxiliary result:

Lemma 2.5. For a given h € C([0,T],R), the solution to the fractional boundary
value problem

DY (DP + Nz (t)=h(t), t€[0,T], 0 <o, B <1,

(2.1)
z(0) =20 +g(z), z(T) =0I"z(n),
is given by
(2.2)  x(t)
=) L [fe=9)
= /07F(a+ﬁ) h(s)ds )\/O TG x(s)ds
S D A (T (T — 5)P
D), Term "t Oet TEe ), T e
N D N AR
+F(5+1)/0 r(a+ﬁ+p>h(5)d5_r(5+1>/o Moy ¢ ()

(0P =T (p+1)t°
+<A C(p+ )T (B+1) “) (20 +9(2))

where
(2.3)

A PB+p+ I (B+1)

F'(B+p+1)T5 —-T(B+1)0ns+r’

P(B+p+1)TP 4T (8+1)0n°FP,
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Proof. By Lemmas 5 and 6, we have

(2.4) @ (t) = I°TPh (t) — APz (t) — ﬁtﬂ — el

for some arbitrary constants cg,c; € R.

Using the boundary condition: z (0) = xo + g (x), we obtain

c1=—(xo+g(x)).

Thanks to Lemma 3, we get

P () = ITPPPR (1) = APP2 (1) — paiamy ™ — myt?

Applying the boundary condition: = (T") = 61Px (n), we obtain
co = A[IPR(T) = AP (T) — 01°TFTPh (1) + NOIP TPz ()

OnP —-T
— LB (g + g (2))]

where A defined by (2.3). Substituting the value of ¢y and ¢; in (2.4), we obtain
the solution (2.2). O

In view of Lemma 4, we define the operator: ¢ : X — X as

(2.5)¢x (1)

_ /Ot %f(s,m(s))ds—)\/ot %x(s)ds
= (étj y /OT (TF—(;):J;_I flsa(s))ds + 5 ?ﬁfl) /OT (T;(zf_l z(s)ds
i |, S - piaty [ o
B D

We also introduce the operators ¢y, ¢ : X — X, such that

(26812 (1)

_ /Ot %f(s,m(s))ds— A/Ot %m(sws
ol (Tr_(cf):;ﬁ)_l Fee@is gy [ O w))ﬁ —e(5a
e e o iy [
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and
P B
27) 02() () = (AR LD 1) (ot 9 o).
Clearly
(2.8) ¢ (x) (t) = g1 (t) + oz (t), t €[0,77].

3. Main Results

We denote by X = C([0,7],R) the Banach space of all continuous functions from
[0, T] into R endowed with a topology of uniform convergence with the norm defined
by |[z]| = sup{|z (¢)| : ¢ € [0, TT}.

For computational convenience, we set the notations:

Ta+5 Ta+ﬁ+0
+

Fa+B+1) T(a+B+0+1)

|A| Tk Tat+B Tat+B+to

_|_

rg+1) I'la+p+1) T'(a+p+0+1)

16| 77oz+ﬁ+p 0] 77oz+ﬁ+p—&-cr
F(a+B+p+1) F(a+ﬂ+p+a+1)]’

(3.1) A =

_ AP -T(p+1)T”

(3.2) M T'(p+1)T(B+1)

+1,

A — || TP {H |A| TP AN }
TTB+Y r(B+1) T(B+p+1)]°

Ta+5 Ta+ﬁ+0
= +
P [F(a—!—ﬂ—!—l) T(a+pB+o+1)
|A|T? ( pots Ta+B+o
L(B+1) \lets+D) " T (a+ B +0+1)

|9|na+ﬂ+p |9|na+5+p+a
T@+B+p+1) F(a+5+p+a—|—1)>} -

Now, we impose the following hypotheses:

(H1) : There exists a constant w > 0 such that for all ¢ € [0,7] and z,y €
C([OaT} aR) , We have |f(t,$) - f(tay)| Sw HLE - yH7
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(H2) : There exists a positive constant w < A% and a continuous function
¢ : [0,00) — [0, 00)such that ¢ (u) < wu and |g(z) — g (y)] < w (]| — yl|), for all
z,y € C([0,T)).

(H3): g(0) =0.

(H4) : There exists a non-negative function v (t) € C ([0,7],R) and there exists
a nondecreasing function v : [0,00) — (0,00), such that |f (¢, z)] < (¢) ¢ (|z|) for
all (t,z) € [0,7] x X.

(H5): sup PG )+A1|x0| > _(A;Alw), where A1, p and Ay are given respec-

re(0,00)
tively in (3.2), (3.3) and (3.4).

3.1. Existence and uniqueness of solutions

The first result is concerned with the existence and uniqueness of solutions to frac-
tional boundary value problems and is based on the Banach contraction principle.

Theorem 3.1. Let f : [0,T] x R — R be a continuous function. Assume that
(H1) and (H2) hold. If the inequality

(35) Aw + Alw <1- Ag,

is valid, then the fractional boundary value problem (1.1) has a unique solution on
[0,T].

Proof. For x,y € X and by (H1) and (H2) we have:

16 @) - oW
su (=)0 e g 2 () — s
< te[o%]{/o S (s, (5) — £ (5,9 ()] d

F'é'ﬁ) | e - F s sl ds

T
AltP s a+5+0 1
rl(,gl_f_l) o Tr(a+ﬂ+g |f (5,2 (s)) — f(s,y(s))ds
W\Ntﬁ ’
PRI [ R e o)~y ()]s

B 77 a+ﬁ+p 1
R [ (s () = £ s ()] s
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\AH@\tﬁ )&+ﬁ+p+cr—1

n ( _
4ol / e | f (s, (s)) — f (s, ()] ds

n
ol [ =yt
+F(ﬁ+1>/0 Tearer 12 (8) —y(s)]ds

+ (BEELEIT 4 1) g () - 9 (0)]}

tESEé,pT] { [/ot %ds * /Ot %ds

s [ e i [

+ s [P omta e [N
[t ity [ St

N A A(OnP =T (p+1)|t?
+ Il‘(ﬁ—l‘rl)/o (nr(5+p) ds] + (‘ (F(Z+1)r(1(75+)1))‘ +1) W} lz —yll

IA

+1A

IN

To+B TotB+o |A|T? To+B
{[F(a+ﬁ+1) TlatBtotD) T TB+D (F(a+ﬁ+1)

TotB+e |§|ptPte |g|ntEtpto
T TatB+orD) T Ta+AprD) T Tla+BiptorD )| ¥

IAIT? AT | |AgPte |A(09? —T (p+1))|T°
+ {F(/m) (1 Trem F(ﬂ+27+1)>] + ( Tt T 1) w} lz =y

= (Aw+A+Mo)|z—1y.

Thanks to (3.5), we conclude that ¢ is a contraction. As a consequence of the
Banach fixed point theorem, we deduce that ¢ has a fixed point which is a solution
to the fractional boundary value problem (1.1). O

In the next result, we prove the existence of solutions to the fractional boundary
value problem by applying the following Lemma.

Lemma 3.1. (O’Regan Lemma) [15]. Denote by V' an open set in a closed, convex
set C of a Banach space E. Assume 0 € V. Also assume that ¢ (V) is bounded
and that ¢ : V —Cis gien by ¢ = @1+ @2, in which ¢; : V — E is continuous and
completely continuous and ¢2 : V — E is a nonlinear contraction (i.e., there exists
a nonnegative nondecreasing function ¢ : (0,00) = (0,00) satisfying ¢ (u) < u for
v > 0 such that |2 (x) — d2 (y)|| < @llz — yl| for all x,y € V). Then, either

(I) : ¢ has a fized point x € V:or

(IT) : there exists a point x € AV and 0 < p < 1 with © = p¢ (), where V
(respectively OV ) represents the closure (respectively the boundary) of V.
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Let
Q:={zxeC(0,T],R): x| <},

and denote the maximum number by
N5 :=max{|f (t,z)| : (t,x) € [0,T] x [§, —0]}.
Theorem 3.2. Let f : [0,T] x R — R be a continuous function. Suppose that
(H2),(H3),(H4) and (H5) are satisfied.
Then the boundary value problem (1.1) has at least one solution on [0, T7.

Proof. Consider the operator ¢ : X — X defined by:

¢ () (t) = ¢1 (2) () + ¢2 () (1), € [0,T7],
where the operators ¢ and ¢, are defined respectively in (2.6) and (2.7).
From (Hj) there exists a number dp > 0 such that
0o 1
o (B0) + A Jwo] ~ 1= (A + M)’
We shall prove that the operators ¢; and ¢9 satisfy all the conditions in Lemma 9.

(3.6)

Stepl : We show that the operator ¢; : Qs5, — X is continuous and completely
continuous. Let us consider the set

(3.7) Qs, = {2z € C([0,T],R) : ||z]| < o},
and show that ¢1 (Q5,) is bounded. For each x € Qj,, we have
[¢1 (@)l
t a+p—1 t a+p+o—1
(t—s) / (t—s)
< su —_ s,z (s))|ds+ _ s,x(s))|ds
tempﬂ{/o g e @lds+ [ Gt f (s (3)
I\ (t s) ds & LAl ! (T—s)*tF 71 d
+ | ‘ r(ﬁ) (s)ds + TG+ A TT(atph) |f (s,z(s))| ds

T_g)atB+o—1 T—g)P—
+/ T | (s, (s \ds+|>\\/ el (o (s)] ds
s a+p+p—1 s a+p+pto—1
o) / O £ (5, (5))] ds + 10 / (R f (s, ()] d
g)ftp—1
+\>\0|/ RIAL (s)|ds”

{ To+B To+B+o \A|Tﬁ( To+B

IN

TiB7D) T TlatAtorD T T3 \TlahD
Tot+B8+o ‘9|,70‘+5+P |9‘na+ﬁ+p+o
+ T'(a+B+o+1) + T'(a+B+p+1) + T'(a+B+p+o+1) N60 H'Y”

[AT? |a|T? |A0]n°+P
R Y cESY) (1 i T F(,@+p+1)> do
= ANs, [[7] + A200.
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Thus the operator ¢ (550) is uniformly bounded. For any 0 < t; < to < T, we
have

¢ (t2) — P (t1))]

1 yat+B—1 yet+B—1 t2 -
(ta—s) —(t1—s) _g)atB-1
< [l o s+ [ (s o)

t1 _eyetBro—1_ _gyetBto—1 t2 o o
+/ (CE Uf<sm<>>|ds+/ U2 )P0 | £ (s, (s))| ds
0
1 —)B1_(t;—s)8~1 $)B8—1
Y / (a9 |y () s + (A / (2 o (s)] ds

s a+B—1 s a+B+o—1
i [|A| / T (5,0 ()] ds + A / TP | £ (5,0 (5))] ds

)8 _g)atB+tp—1
+|AA\/ el | )\ds+|A9\/ = P (g 0 ()| ds

s)atB+pto—1 T (o gyBp—1
+100] [T O 7 s () s+ N0 [ R (o)

Ns, [Vl jotB _ t‘*“" " N, [17]] (oot etpte
F'(a+p+1) ! Fa+B+o+1)172 !

| AN, [V Tots Tothe

[F(B+1) (F(a+ﬁ+1) Fa+p+o+1)
‘9‘ na+ﬁ+p ‘9‘ 7704+5+p+0

F(a+B+p+1) F(a+5+p+a+1)>

Al o (1+ [A|T? |G| *P )] ‘tﬂ_tﬂ
rB+1) r@+1) T'(B+p+1) '

which is independent of x and tends to zero as to — t1. Thus, ¢; is equicontinuous.
Hence, by the Arzela—Ascoli theorem, ¢ (ﬁgo) is a relatively compact set. Now,
let the sequence z,, C Qs, with 2, — x. Then z,, (t) — z (t) uniformly valid on
[0,T], then for each ¢ € [0,T], we have. From the uniform continuity of f (¢,z) on
the compact set [0, 7] X [dg, —0o], it follows that ||f (¢t,2n (t)) — f (¢, 2 (¢))]] — 0 is
uniformly valid on J. Hence ||¢1 (z,,) (t) — ¢1 (x) (¢)|| = 0 as n — oo, which proves
the continuity of ¢1 (€s,) -

Step2 : The operator ¢ : 5, — X is contractive, this is the consequence of
(H2).

Step3 : The set ¢2 (Qs,) is bounded. For any = € Q5, and by (Hz) and (Hs),
we have

[$2 ()| < Ax (|20 + wbo) ,

combining, with the set ¢1 (Q5,) being bounded, then the set ¢ (Qs,) is bounded.
Step4 : Finally, will be show that the case (I7) in Lemma 9 does not hold. On the
contrary, we suppose that (IT) holds. Then, there exist p € (0,1) and = € 9Qs,,
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such that x = u¢ (z) . So we have ||z|| = §p and

K s atf-1 t —s a+B+o—1
= » U 7(%(31%) I s w<s>>ds+/0 e f (s, (5)) ds
AtP g (T—s)+8-1
s)ds — T ot f(s,x(s))ds
T

A B T_S)&+L?+cr—1 A 8 T—s)ﬁ_l

_F(ﬁil)A ( T'(a+pB+0) f(S,.’L‘(S)) ds + p(ﬁil)A ( INEG) .27(8) ds
K n

N —g)atpftr-t IN T _g)otBtpto—1

D / e S (50 (9) ds + 1o / O rarororf (5,2 () ds

B _g)Btp—1 A(OnP —-T B
S iCEsY /O (nr(l)3+p) v (s)ds + ((F(ZTM + 1) (o +g(m))} , t€ (0,77

Using the hypotheses (H3) — (H5) we get

t (t — s)a"‘ﬂ_l t (t — s)a+5+o—1
< —— d +/ - d
=l < /0 I'(a+B) v (s)ds 0 F(a—l—ﬁ—l—o)V(s) 5
|A| tﬁ /T (T _ S)Oé-‘rﬁ—l
+ d
TG+ T@rp W
|A|tﬂ /T (T_S)a+5+a_1 ( )d
L (B+1) T(a+B+o)
\Ag\tﬁ 7’ s)etBtr—1
F(,@+1)/O a+/3+p) v (s)ds
8 " (gg)rtBtrto—t
104D / ki (9)ds] o ()
(t=9)°7" a1 s
+1Al , 1O ds + v . T ds

N A
o [ o as] el
A(9nP =T (p+1))[t?
+ (G 1) (o + |l

By (3.3) and (3.7), we obtain

To+B TotB+o |A|T? To+B TotB+o
b < [F(a+ﬁ+1) + T(at+p+o+1) + T(B+1) (F(a+5+1) + C(at+B+o+1)
o|ntAte |0t Etpto
+ TatgD + Tarsmpror )| 1219 (%)

[AT? |a|T”? |A0]n°+P |A (077 —T (p+1))|T7
+ [F(ﬂ-ﬁ-l) (1 e T (/3+p+1)) + ( N CES NSy 1) w} do

+ (\A(917P—F(p+1))|T + 1) |20l ,

T(p+1)T(B+1)
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which implies
60 S p’(/) (60) + (AQ + Alw) 60 + Al ‘.130‘ .
However,
do < 1
p’(/) (60) + Ay ‘:Iio‘ - 1- (AQ + Alw)7

which contradicts (3.6). Consequently, the operators ¢; and ¢o satisfy all the
conditions in Lemma 9. Hence, the operator ¢ has at least one fixed point x € Q5,,
which is the solution of the fractional boundary value problem (1.1). This completes
the proof. O

3.2. Ulam-Hyers stability

In this section, we will study Ulam’s type stability of the fractional boundary value
problem (1.1).

Let € > 0, we consider the equation

D* (DP + ) z (1) :f(t,x(t))+/0 W f (s, (s)) ds

and the following inequality

33) D" (D" + X)) = F () = [ S (o) ds

with y (0) = yo + g (y), y (T) = 017y (n).

Definition 3.1. The fractional boundary value problem (1.1) is Ulam-Hyers stable
if there exists a real number k£ > 0 such that for each solution y € X to the inequality
(3.8) there exists a solution x € X of the fractional boundary value problem (1.1)
with

<e, te[0,T],

|z —yll < ke.

Definition 3.2. The fractional boundary value problem (1.1) is generalized Ulam-
Hyers stable if there exists z € C' (RT,R"),z(0) = 0 such that for each solution
y € X to the inequality (3.8), there exists a solution x € X of the fractional
boundary value problem (1.1) with

lz =yl < z(e).
Theorem 3.3. Let f : [0,7] x R — R be a continuous function. Suppose that

(H1) — (Hy) holds. In addition, we assume that:

(He) sup |D* (D? 4+ ) z (£)| > ANs, V]l + (As + A1) o + Ay [ao] -
te[0,T
If

(3.9) we L@+

[ (o +1)+T]
then the fractional boundary value problem (1.1) has the Ulam-Hyers stability in X .
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Proof. For each € > 0, y € X, we have

D (D + )5 (0) = £ oy (®) = [ CFEF (o (s) ds| < =

with y (0) =yo + 9 (y), y (T') = 617y ().
Let us denote by z € X the unique solution of the fractional boundary value
problem(1.1).

According to the assumptions of Theorem 8, we have
|z (t)‘ < ANs, H’VH + (A2 + Ayw) do + Aq ‘l‘o‘ , T € [O,T] .

By (Hg), we get
sup |z (t)| < sup [D*(DP 4+ X)z ().
te[0,T] te[0,T]

Then

sup [z () —y ()] < sup [D*(D7+X) (x(t) =y (1))

te[0,T] te[0,T]

D*(DP + X x(t) — f(t,x(t) — /0 (t}sg:)ﬂ f(s,z(s))ds

< sup
te[0,T]

=D (D" ) () + () + [ ST s () ds

+f (t,az(t))+/0 G f (s, (s)) ds

() - [ S () ds

2 + (14 15y w sup | (1) ~y (1))

IN

Hence
T — < — 2 c—ke.
H yH - 1_(1+F(Z+1))w

Thus, the fractional boundary value problem (1.1) has the Ulam-Hyers stability in
X. O

Remark 3.1. By putting z (¢) = ke, z (¢) = 0 yields that the fractional boundary value
problem (1.1) has the generalized Ulam-Hyers stability in X.

4. Examples

To illustrate our main results, we treat the following examples.
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Example 4.1. Let us consider the following fractional boundary value problem:

1 L, 3 _ e~ Tta(t)] 1 2
D? (D2 +3)e ) = <(25ﬁ+€_ﬂ)(1+|z<z)l) + 1 4 cosh (t +2)>
3
t (t—s)2 e "%z (s)] 1 2
(4.1) + /5 6 <(2sﬁ+€_m)<1+‘z(s)l) + 5 + cosh (s —|—2)> ds, t€[0,1],
1
1 s)3
2(0) =L+ La(Q), (1) =2 [ ?g)) ds,0 < ¢ < 1.
witha= 4 f=4 A=20=30=%p=4y=}and
f(t fE) _ e—wt‘z(t)l + 1 +COSh (t2 + 2) g(m) _ §E(C) .
’ (25vF+e="t)(A+[z(®)]) ' 2 ’ 7

Let z,y € R and ¢t € [0,1]. Then

6*7\'t
If @t z) =yl < mu—?ﬂ < m\w—y\»

Hence the condition (H1) holds with w = Also, for z,y € C'[0,1], we have

1
25\/m+e= T "

lg (t,z) — g (t,y)] < E\w—yl

Hence (H>) is satisfied with @ = 5. We can find that

. = L(B+p+1I(B+1) _
A ' o F(B+P+1);ﬁ C(B+1)onPTe — 0.917 16’
A 2 o= TP TatBto NP i
= Tormrn 1 Tatmrern T 1@ (F(a+/3+1)
TotB+o |9|,,]cx+ﬁ+p |0|,,]O(+ﬁ+p+g' _
* TetprorD T TatprprD r<a+,3+p+g+1)) =2.2221,
. — [A@nP-rpt1)|T? _
Ay = BEESLEE T 41 = 1.92083,
N P i |A|T? N
A2 T T(B+D) (1 + T'(B+1) + T(B+p+1) ) — 0.350 33.

Therefore, we have
Aw+ A <1 —As.

353

Hence, by Theorem 6, the fractional boundary value problem (4.1) has a unique solution

on [0,1].

Example 4.2. Consider the following fractional boundary value problem:

D7 (Dze = (t) _ ta“h(t+€1 3)\/(14’15)8111(1271)
- t
T (jale241)
— an 51 t sin(z2(s)—
(42) + f, &= ”3 L G NAEEDL U CRORS) ) IR
2505 Iz(s)\+t2+1)
n3 7
z( :% Sl :10f0 F dsO<§<1
(52
with O[1_ %75 — %’:\ N 1_17’0- = 3% = é’e - %7]7 = %777 = % and f(t,.l‘) =
tanh(t4+el =t (14t)sin(z“—1 ns
( 1+3)t ( ,g(x) = %m(g)
25¢” 5 (le|+t2+1)
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For any z,y € C'[0,1], we have

In3
lg (@) =g W)l < =47 le =l

which implies that the function g (z) = 23z (¢) is contractive. Moreover, g (0) = 0. Hence,

the condition (Hs) is satisfied. Also for x,y € and ¢ € [0, 1], we have

tanh (t+e' ") /(1 +1)
143t (‘m| - 1) :
25e75

|f (¢, @) <

1—t /
So, we take v (t) = w and ¥ (Jz|) = |z| + 1, then the condition (Hy) is
25e 5
satisfied. With the given values, it is found that

-

Iyl = 4.5912 x 107,
_ TatB + Tot+B+o |A\TB Tt
P T(ath+D) T T(atBtotD) | TB+D \Tlatp+D)
Tothte o[> tB+P [onetB+pto B
+ TatftotD) | T(atBiptD) ' T(atBtptotD) lvll = 0.135 10,
. = D(B+p+1)T(B+1) N
A = FErr DAt nenrTr = 0:93641,
A — TP Tothto |A|T8 [ pat+s
T T'(a+B+1) + T(a+BFo+1) T(B+1) |:F(a+,8+1)
Tot+B+o ‘0‘7]cx+ﬁ+p ‘0‘7}&+ﬁ+p+g -
+ T'(a+B+0o+1) + T(a+B+p+l) T(at+BtptotD) | — 2.5636,
. lA@P-rery) TP _
Ay = BEEEIEE TS 41— 1.99230,
N PN o |A|TR |Ag[nftP Y\
A2 T T(B+Y) (1 + r(B+1) + T(B+p+l) ) — 0.12943.

and the condition
50 > 1
A1lzol+p¥(d0) 1-(Arw+A2)?

implies that §p > 0.622 71. Clearly all the conditions of Theorem 10 are satisfied. Hence by
the conclusion of Theorem 10, the fractional boundary value problem (4.2) has a solution
on [0,1].

Example 4.3. Consider:

(4.3)
2 5 : x
D3 (De + %) () (smht+ e |m(t)\) +1+1In(t+3)
1
+ fot (iﬂ_(%))?’ (23(1n(t1+1)+1) (sinht + 14‘35:()2” + |z (5)‘) +1+In(s+ 3)) ds, t €10,1],

n Jo(to)] § (o)t
z(0)=>2", ¢ TH (i)’ z(1) = ﬁf(’B 3.F(%) ds.

where 0 < t1 < t2 < ... < tn < 1,¢;,0 = 1,2,...,n, are given positive constants with

Y <g

Consider the fractional boundary value problem (4.3), with, a = %, 8 = %, A=
2 _ 4 p_ _ 7 1 _ e a(b)] L 2
5o=30= V2, p= &1 =3 and f(t,xz) = Grvmre ™) =) + 5 + cosh (t +2),

)
n x(t;
g(x) =371 ¢ 1J|rlfv(t)i|)| :
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Let t € [0,1] and z,y € R. Then

1
| -yl < o5 |z —yl.

- 23

1
‘f(t,l:) _f(t7y)‘ < ‘m’

Hence the condition (H;) holds with w = 5. Also, for any z,y € C ([0,1]), we have

lg(z) — gy)| < Zc |z —yl.

So, (Hz) is satisfied with w =Y, ¢; < 3.
Thus the condition

I'(c+1)

=4.3478x 107 < — 2
v T(o+1)+17]

= 0.5435.

is satisfied. It follows from Theorem 8 that the fractional boundary value problem (4.3) has
a unique solution on [0, 1], and from Theorem 13, the fractional boundary value problem
(4.3) has the Ulam-Hyers stability.
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Abstract. In this paper, some applications of the Hilbert matrix in image processing
and cryptology are mentioned and an algorithm related to the Hilbert view of a digital
image is given. New matrix domains are constructed and some of their properties
are investigated. Furthermore, dual spaces of new matrix domains are computed and
matrix transformations are characterized. Finally, examples of transformations of new
spaces are given.
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1. Introduction

1.1. Hilbert Matrix and Applications

We consider the matrices H and H,, as follows:

(1 1/2 1/3 1/4
1/2 1/3 1/4 -
o |13 14
1/4 -
C1 1/2 1/3 1/4 - 1/n
1/2 1/3 1/4 -
7~ |1/3 1/4
_1/.n -~-1/(én—1)
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It is well known that these matrices are called the infinite Hilbert matrix and
the n x n Hilbert matrix, respectively. A famous inequality of Hilbert ([8], Section
9) asserts that the matrix H determines a bounded linear operator on the Hilbert
space of square summable complex sequences. Also, n x n Hilbert matrices are
well-known examples of extremely ill-conditioned matrices.

Frequently, Hilbert matrices are used in both mathematics and computational
science. For example, in image processing, Hilbert matrices are commonly used.
Any 2D array of natural numbers in the range [0, n] for all n € N can be viewed as
a greyscale digital image.

We take the Hilbert matrix H,,(n x n matrix). If we use the Mathematica, then
we can write

hilbert = HilbertMatrixz[5]//MatrizForm

and we can obtain

1 1/2 1/3 1/4 1/5
1/2 1/3 1/4 1/5 1/6
H=|1/3 1/4 1/5 1/6 1/7
1/4 1/5 1/6 1)7 1/8
1/5 1/6 1/7 1/8 1/9

Now, we use MatrixPlot to obtain the image shown in Fig. 1..1

1 2 3 4 5

[

i 2 3 4 &8
Fic. 1..1: 2D Plot

With the following algorithm that used the Mathematica script[16], we can ob-
tain the Hilbert view of a digital image:

i. Extract an n x n subimage h from your favorite greyscale digital image.
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FiG. 1..2: 3D Plot

ii. Multiply the subimage h by the corresponding Hilbert n x n matrix. Let
hilbertim = h. x Hilbert M atriz[n).

iii. Produce a 2D MatrixPlot for hilbertim like the one in Fig. 1..1

iv. Use the following scrip to produce a 3D plot for hilbertim like the one in
Fig. 1..2

ListPlot3D[Hilbert M atrizn], — 0, Mesh — None].

Again, cryptography is an example of Hilbert matrix applications. Cryptography
is a science of using mathematics to encrypt and decrypt data. A classical crypt-
analysis involves an interesting combination of analytical reasoning, application of
mathematical tools and pattern finding. In some studies related to cryptographic
methods, the Hilbert matrix is used for authentication and confidentiality[18]. It is
well known that the Hilbert matrix is very unstable [15] and so it can be used in
security systems.

2. The Hilbert matrix, difference operator and new spaces

Let w, {s, ¢, ¢y, ¢ denote sets of all complex, bounded, convergent, null con-
vergent and finite sequences, respectively. Also, for the sets of convergent, bounded
and absolutely convergent series, we denote cs, bs and /.

Let A = (ank), (n,k € N) be an infinite matrix of complex numbers and X, Y
be subsets of w. We write A,z = Y7 anpzy and Az = (A,z) for all n € N. All
the series A,z converge. The set X4 = {z € w: Az € X} is called the matrix
domain of A in X. We write (X :Y) for the space of those matrices which send the
whole of sequence space X into the sequence space Y in this sense.
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A matrix A = (ang) is called a triangle if a,; = 0 for k > n and a,,, # 0 for all
n € N. For the triangle matrices A, B and a sequence x, A(Bz) = (AB)x holds. We
remark that a triangle matrix A uniquely has an inverse A~! = B and the matrix
B is also a triangle.

Let X be a normed sequence space. If X contains a sequence (b,,) with the
property that for every x € X, then there is a unique sequence of scalars («,,) such
that

=0.

Xr — iakbk

k=0

lim
n— 00

Thus, (by,) is called Schauder basis for X.

In [11], new sequence spaces are defined and some topological and structural
properties are investigated. A flow chart of the stages of the newly constructed se-
quence spaces and the algorithms of the workings at each step are given by Kirisci
[11].

The difference operator was first used in the sequence spaces by Kizmaz[12]. The
idea of difference sequence spaces of Kizmaz was generalized by Colak and Et[6, 7].
The difference matrix A = 9,5, defined by

s [T (m-1<k<n
ko 0 , (0O<n—1orn>k)

The difference operator order of m is defined by A™ : w — w, (Alx), =
(v, — xp_1) and A™x = (Alx)y, o (A™ La), for m > 2.

The triangle matrix A(™) = 55;,?) defined by

oo L EUTECT) s (max{On —m} <k <)
e 0 , (0 <k < max{0,n —m} or n > k)

for all k,n € N and for any fixed m € N.
We can also mention Fibonacci matrices as an example of difference matrices|[9].

The Hilbert matrix is defined by H,, = [h;;] = [lﬂ%l}szl for each n € N. The
inverse of Hilbert matrix is defined by

(2.1) H-! :(_1)i+j(i+j_1)<n+i—1> (n+j—1> (24;111)2

n—j n—1
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for all k,4,j,n € N[5]. Polat [17], has defined new spaces by using the Hilbert
matrix. Let h., ho, hoo be convergent Hilbert, null convergent Hilbert and bounded
Hilbert spaces, respectively. Then, we have:

X={rcw:HrxeY}
where X = {h¢, ho,hoo} and Y = {¢, co, {0 }-

Now, we will give new difference Hilbert sequence spaces as below:

he (A(m)) = {x cw:AMyge hc}
ho (A(m)) = {x cw:AMy e ho}

Roo (A(m)) = {x cw:AMyg ¢ hoo} .

These new spaces, as the set of all sequences whose A(™) —transforms are in the
Hilbert sequences spaces which are defined by Polat[17].

We also define the HA(™) —transform of a sequence, as below:

(22) o= (HA(m)x) - Xn: [zn: ﬁ(—l)i_ka T_nkﬂ o

" k=1 Li=k

for each m,n € N. Here and after by H(™), we denote the matrix H(™ = HA(™) =
[hnk] defined by

for each k,m,n € N.

Theorem 2.1. The Hilbert sequences spaces derived by the difference operator of
m are isomorphic copies of the convergent, null convergent and bounded sequence
spaces.

Proof. We will only prove that the null convergent Hilbert sequence space
is an isomorphic copy of the null convergent sequence space. To prove the fact
ho(A™) = ¢, we should show the existence of a linear bijection between the
spaces ho(A™) and ¢y. Consider the transformation T, defined with the notation
(2.2) from ho(AU™) to ¢y by # — y = Tx. The linearity of T is clear. Further, it is
trivial that x = 0 whenever Tz = 0 and hence T is injective. Let y € ¢¢ and define
the sequence x = (z,,) by

(2.3) Tp=

k=1

n

" mAn—i—1\, _
> (" e
n—1

i=k
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where k" is defined by (2.1). Then,

i 1
: (m) _ : = Am)
Jm (D) =l 3 g A
> S (T
- - - . k—1
k:1n+k_1i:0 7
) S LY | PS—
= i:kn—ki—l i1 —k n—o0

Thus, we have that z € hO(A(m)). Consequently, T' is surjective and is norm pre-
serving. Hence, T is linear bijection which implies that the null convergent Hilbert
sequence space is an isomorphic copy of the null convergent sequence space. [

It is well known that the spaces ¢, ¢y and £, are BK —spaces. Considering the
fact that A(™) is a triangle, we can say that the Hilbert sequences spaces derived
by the difference operator of m are BK —spaces with the norm

= 1 s i (m
2.4 = |[HA™g|| o = T — -1) —il -
24) Jella = 1AMl =sup (30 y 3 (7)o

In the theory of matrix domain, it is well known that the matrix domain X 4
of a normed sequence space X has a basis if and only if X has a basis whenever
A = (ang) is a triangle. Then, we have:

Corollary 2.2. Define the sequence b*) = (b%k)(A(m)))neN by

n m+n—i—1 —
bR (A = Sk ("SR (n=k)
" 0 , (n<k)
for every fixred k € N. The following statements hold:
i. The sequence b (A(™)) = (b&’“)(AW))neN is a basis for the null convergent

Hilbert sequence space, and for any x € ho(A(m)) has a unique representation of
the form

T = Z (HA(m)m)k bk

k

ii. The set {t, NN } is a basis for the convergent Hilbert sequence space, and
for any x € he(A™) has a unique representation of form

T = st+ zk: [(HA“”M;)IC - 5] p(k)

where t = t,(A) =37 S (TP RLY for allk € N and s = limy oo (HA™ ),

n—t
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If we take into consideration the fact that a space which has a Schauder basis

is separable, then we can give the following corollary:

Corollary 2.3. The convergent Hilbert and null convergent Hilbert sequence spaces
are separable.

3. Dual Spaces and Matrix Transformations

Let = and y be sequences, X and Y be subsets of w and A = (a’nk)no.ik:o be an infinite
matrix of complex numbers. We write zy = (2xyx) g, ' %Y ={a €w :ax €Y}
and M(X,Y)=N,exa '*Y ={acw:az €Y foral ze X} for the multiplier
space of X and Y. In the special cases of Y = {/1, cs, bs}, we write 2% = 271 % {1,
2P =x7lxces, 27 =z xbsand X = M(X,{1), XP = M(X,cs), X7 = M(X,bs)
for the a—dual, f—dual, y—dual of X. By A, = (ank)j>, we denote the se-
quence in the n—th row of A, and we write A, (x) = Ziozo ankrr n=(0,1,...) and
A(x) = (An(2)) g, provided A,, € 2# for all n.

Lemma 3.1. [4, Lemma 5.5] Let X,Y be any two sequence spaces. A € (X : Yr)
if and only if TA € (X :Y), where A an infinite matriz and T a triangle matriz.

Lemma 3.2. [I, Theorem 3.1] Let U = (unk), be an infinite matriz of complex
numbers for all n,k € N. Let BV = (bny) be defined via a sequence a = (ay) € w
and inverse of the triangle matriz U = (unk) by

n
bnkz E a5V
j=k

for all k,n € N. Then,
X}, ={a=(ax) ew:BY € (X :¢)}.
and

X} ={a=(ar) €w:BY € (X : 4x)}.

Now, we list the following useful conditions.
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(3.1)

(3.2)
(3.3)

(3.4)
(3.5)
(3.6)
(3.7)

(3.8)

(3.9)

(3.10)

M. Kirigci, H. Polat

Table 3.1:
To— |l ¢ bs cs
From |
Co 1. 2. 3. 4.
c 1. 5. 3. 6.
Voo 1. 7. 3. 8.

Supz ‘ank| < o0
"ok

lim apk — O = 0
n— oo

lim E App  €TISts
n— 00

k
lim E lank| = g ‘ lim a,y

lima,, =0 for all k

s%p ;

E ank  convergent for

n

Z Z ank  convergent

n k

< 0

0

lima,, exists for all k
n

o0
lim E E Ank
m
k |[n=m

=0

all k

Lemma 3.3. For the characterization of the class (X : Y) with X = {co,¢,loo}
and Y = {lo,c,cs,bs}, we can give the necessary and sufficient conditions from
Table 3.1, where

1. (31)

2. (3.1), (3.9)

3. (3.0)

- (3.6). (3.7)

5. (3.1), (3.9), (3.3)

6. (3.6), (3.7), (5.8)

7. (3.9), (5.4)

8. (3.10)

Let h, ! is defined by (2.1). For the proof of Theorem 3.4, we define the matrix

V =

(3.11)

(vnk) as below:

" Im4n—i—1\ _
Unk = [Z( n—i >h2k

i=k

1%1
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Theorem 3.4. The 5— and y— duals of the Hilbert sequence spaces derived by the
difference operator of m defined by

h (AW):ﬁ ={a=(ax) €w:V € (co:0)}
h (AW)]B:{CL: () Ew:V € (c:e)}

N’ = fa= () €w: Ve (o : )}
—{a=(a) €w:V € (co:lo)}

>_'
i

ihc <A(m)>r ={a=(ap) ew:Ve(c:ls)}

:hoo (A(m)):’y ={a=(ap) Ew:V € (loo : leo)}

Proof. We will only show the f— and y— duals of the null convergent Hilbert
sequence spaces derived by difference operator of m. Let a = (ax) € w. We begin
the equality

(3.12) Zakxk - ZZ Z (m i j )h;jl axy;

k=114i=1 | j=1

Il
[~
]~
/—S\
+
o
b
S
—_
~
S
-
&
NS
=

= (Vy
where V' = (v,) is defined by (3.11). Using (3.12), we can see that ax = (arxy) € cs
or bs whenever x = (z1) € he,(AU™) if and only if Vy € ¢ or fo, whenever

y = (yr) € co. Then, from Lemma 3.1 and Lemma 3.2, we obtain the result that
a= (ay) € (hCO(A(m)))ﬁ ora = (ag) € (hCO(A(m)))’Y if and only if V € (¢ : ¢) or
V € (¢o : € ), which is what we wished to prove. O

Therefore, the f— and v— duals of new spaces will help us in the characteriza-
tion of the matrix transformations.

Let X and Y be arbitrary subsets of w. We shall show that the characterizations
of the classes (X, Yr) and (X7,Y") can be reduced to that of (X,Y"), where T is a
triangle.

It is well known that if h.,(A™)) 2 ¢y, then the equivalence

z € hey(A™) &y € ¢

holds. Then, the following theorems will be proved and given some corollaries
which can be obtained in a way similar to that of Theorems 3.5 and 3.6. Then,
using Lemmas 3.1 and 3.2, we have:
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Theorem 3.5. Consider the infinite matrices A = (ani) and D = (dnk). These
matrices get associated with each other the following relations:

= m+n—7j7—1\. _
(3.13) dnk = Z ( ’ )hjklanj

o
i=k J

for all k,m,n € N. Then, the following statements are true:
i A€ (hey(AU™) 1Y) if and only if {anktken € [hey(AT™))P for alln € N and
D € (¢co:Y), where Y be any sequence space.
ii. A€ (he(A™) 2 Y) if and only if {ank}ken € [he(AT™)]P for all n € N and
D e (c:Y), whereY be any sequence space.
iii. A € (hoo(A) :Y) if and only if {ank}ren € [hoo(A™))? for all n € N and
De (ly :Y), where Y be any sequence space.

Proof.  We assume that the (3.13) holds between the entries of A = (ank)
and D = (d,x). Let us remember that from Theorem 2.1, the spaces h,(A))
and ¢q are linearly isomorphic. Firstly, we choose any y = (yx) € ¢o and consider

A € (hey(AU™) 1Y), Then, we obtain that DHA™) exists and {an;,} € (hCOA(m))B
for all k € N. Therefore, the necessity of (3.13) yields and {d,,x} € cg forall k,n € N.
Hence, Dy exists for each y € ¢o. Thus, if we take m — oo in the equality

m m k .
m+k—j—1\ _;
ISTIE 91)9) 9l (AP i LA S oA
k=1 k=1 | i=1 j=1 k
for all m,n € N, then, we understand that Dy = Az. So, we obtain that D € (cg :
Y).

Now, we consider that {a,xren € (hCOA(m))ﬁ foralln € Nand D € (¢ : Y).
We take any © = (xy) € hCOA(m). Then, we can see that Az exists. Therefore, for
m — oo, from the equality

Z dnkYr = Z AnkTk

k=1 k=1
for all n € N, we obtain that Az = Dy. Therefore, this shows that A € (h, (A :
Y) O
Theorem 3.6. Consider that the infinite matrices A = (ank) and E = (enr) with
3.14 nk 1= ——(—1)7F -
(3.14) =3 (") )en

Then, the following statements are true:
o A= (ang) € (X : hey(A™) if and only if E € (X : ¢o)
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ii. A= (ank) € (X : he(A™) if and only if B € (X : c)
iit. A= (ank) € (X : hoo(A) if and only if E € (X : (o)

Proof. We take any z = (z;) € X. Using the (3.14), we have

m

(3.15) Zenkzk = Z ZZﬁ(—l)j—k (ka>ajk 2,

k=1 k=1 |k=1j=Fk

for all m,n € N. Then, for m — oo, equation (3.15) gives us that (Ez), =
{HAU™(Az)},. Therefore, one can immediately observe from this that Az €
hey(A™) whenever z € X if and only if Ez € ¢y whenever z € X. Thus, the
proof is completed. O

4. Examples

If we choose any sequence spaces X and Y in Theorem 3.5 and 3.6 in the previous
section, then we can find several consequences in every choice. For example, if
we take the space £, and the spaces which are isomorphic to £, instead of Y in
Theorem 3.5, we obtain the following examples:

Example 4.1. The Euler sequence space e’ is defined by ([3] and [2])

e, ={r €w:sup| Z (Z) (1 —r)"Frkgy| < 0o}
k=0

neN

We consider the infinite matric A = (ank) and define the matriz C' = (cuy) by

n
Cnk = Z (n) (1-— r)”_jrjajk (k,n € N).
— \J
=

If we want to get necessary and sufficient conditions for the class (he,(A™) :el.)
in Theorem 3.5, then, we replace the entries of the matrixz A by those of the matrizx

C.

Example 4.2. Let T, =Y, ot and A = (ank) be an infinite matriz. We define
the matriz G = (gnk) by

1 n
Gnk = T_n ,Zotjajk (k,n € N).
j=

Then, the necessary and sufficient conditions in order for A belongs to the class
(he (A™) 2 7t ) are obtained from in Theorem 3.5 by replacing the entries of the
matriz A by those of the matriz G; where rt_ is the space of all sequences whose

Rt—transforms is in the space l [14].
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Example 4.3. In the space rl_, if we take t = e, then this space becomes a Cesaro
sequence space of non-absolute type X oo [13]. As a special case, example 4.2 includes

the characterization of class (he, (AT™) 2 7rt)).

Example 4.4. The Taylor sequence space t% is defined by ([10])

— [k
th.={x €w:sup| Z ( >(1 — )"k | < oo}
neN h—n n

We consider the infinite matric A = (an) and define the matriz P = (pnk) by

oo

k
Pk = Z <n> (1 — ’r)n+1rk—najk (k, ne N)

k=n

If we want to get necessary and sufficient conditions for the class (he, (AT™) 1 7))
in Theorem 3.5, then, we replace the entries of the matriz A by those of the matrix
P.

If we take the spaces ¢, ¢s and bs instead of X in Theorem 3.6, or Y in Theorem
3.5 we can write the following examples. Firstly, we give some conditions and the
following lemmas:

(4.1) lilgn apr =0 foralln,
(4.2) lim > ank =0,
k
(4.3) dim Y fank| =0,
k
(4.4) nh_)n;o Z |ank — an.k+1] =0,
k
(4.5) 8171lp Z |@nk — an k1] < 00
(4.6) lilgn (;nk — Qp kt1) exists for all k
(4.7) nh_)n;o; |k — an k1] = ; ‘nli_)n;o(ank — G k+1)
(4.8) st:lp lilgnank < 0

Lemma 4.5. Consider that the X € {loo,c,bs,cs} and Y € {co}. The necessary
and sufficient conditions for A € (X :'Y) can be read as the following from Table
41

9. (4.3) 10. (3.1), (3.5), (4.2) | 11. (4.1), (4.4) | 12. (3.5), (4.5)
13. (4.1), (4.6), (4.7) | 14. (4.5), (3.9) 15. (4.1), (4.5) | 16. (4.5), (4-8)
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Table 4.1:
From — | {5 c bs cs
To |
co 9. 10. 11. 12.
c 7. 5. 13. 14.
loo 1. 1. 15. 16.

5. Conclusion

In 1894, Hilbert introduced the Hilbert matrix. Hilbert matrices are notable ex-
amples of poorly conditioned (ill-conditioned) matrices, making them notoriously
difficult to use in numerical computation. In other words, Hilbert matrices whose
entries are specified as machine-precision numbers are difficult to invert using nu-
merical techniques. That is why we offered some examples related to the usage
of the Hilbert matrix such as image processing and cryptography. We also pro-
vided an algorithm. Further, we constructed new spaces with the Hilbert matrix
and difference operator of order m. We calculated dual spaces of new spaces and
characterized some matrix classes. In the last section, we gave some examples of
matrix classes. Images of new spaces can be plotted using the Mathematica as a
continuation of this study. Again, different applications of cryptography can be
investigated.
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Abstract. The aim of our paper is to present Ps-transforms of the Kummer’s confluent
hypergeometric functions by employing the generalized Gauss’s second summation the-
orem, Bailey’s summation theorem and Kummer’s summation theorem obtained earlier
by Lavoie, Grondin and Rathie [9]. Relevant connections of certain special cases of the
main results presented here are also pointed out.

Keywords. Hypergeometric functions; Gauss’s second summation theorem; gamma
functions; Summation theorems.

1. Introduction

The generalized hypergeometric function ,F, with p numerator and g denominator
parameters is defined as follows:
d

where b; € C\Zg,j € 1,q:={1,2,---,q}. Here and in the following text, let C, R
and Z; be the sets of complex numbers, real numbers, and non-positive integers,
respectively. The series converges for all z € C if p < ¢. It is divergent for all z # 0
when p > ¢ + 1, unless at least one numerator parameter is a negative integer in
which case (1.1) is a polynomial. Finally, if p = ¢+1, the series converges on the unit
circle |z| = 1 when Re (Z bj— > aj) > 0. The importance of the hypergeometric
series lies in the fact that almost all elementary functions such as exponential,
binomial, trigonometric, hyperbolic, logarithmic are its special cases. It should
be remarked here that whenever generalized hypergeometric functions reduce to
gamma functions, the results are important from the applications point of view.
Thus, the well-known classical summation theorems such as those of the Gauss

a7...7a
(1.1) qu[ bib;’

Zm

3

)

= (a1)m -~ (ap)
Z: (01)m -+ (b

._m 0 q)m m!
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second summation theorem, Bailey summation theorem and Kummer’s summation
theorem for the series o Fy [11] given below play an important role in the theory of
hypergeometric functions.

The Gauss’s second summation theorem
a,b ’1] PTG+ +1)
sla+b+1) 12) " TA@+1)rE®+1)

(1.2) o Fy [

Bailey’s summation theorem

L(z0)T(z(b+1)

b+ a))ré(b et D)

[

Kummer’s summation theorem
a,b } I1+2a)'(1+a-1)

l+a=b | 17T +a)l(1+3a—b)

(1.4) o Fy [

During 1992-96, in a series of three research papers, Lavoie et al. [7, 8, 9] have
generalized various classical summation theorems such as the Gauss second, Bailey
and Kummer ones for the o F} series, as well as the Watson, Dixon and Whipple
ones for the 3F5 series. However, in our present investigation, we are interested in
the following generalized Gauss’s second summation theorem, Bailey’s summation
theorem and Kummer’s summation theorem given in [9]

(1.5) Y [ a,b ‘;} _ DTG atib+3i+ 50 (Fa—gb—Litd)

sla+b+i+1) |2 T(za—3b+30l+3)

% A;(a,b) 4 Bi(a,b) ] .
T(fa+Dr(3bo+1i+3—[F]) ' TGoT(5b+35i-15]) [’

a,l—a+1i ;] L(Hr®)r(-a)
(1.6) 2F1{ b H = ¥ (Aot Lit 1))

X Cl(a7b) ] + Di(a,b) _ .
T(3b—ga+3)+T(5b+3a—*F]) ' T(zb—3a)T(zb+za—35—[3]) [’

a,b 27T ()P (1—b)T(1+a—b4i)
(1.7) Fil e |1 = TR

% Ei(a,b) + F;(a,b)
T(fa—b+3i+ DT (Jat+3i+3—1152])  D(za—btgits)(zatsi=5]) (’

respectively. Here, and in what follows, 1 = 0, £1, +2, +3, 44, 5. Also, throughout
the paper, as usual, [x] denotes the greatest integer less than or equal to the real
number = and its absolute value is denoted by |z|. The coefficients which appear
in (1.5), (1.6) and (1.7) are listed in Tables 1-3 and that, for ¢ = 0, these equations
reduce, respectively to (1.2), (1.3) and (1.4).
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Table 1
7 Ai(a, b) Bi(a, b)
5 | —(a+b+6)?+3(b—a+6)(b+a+6)+1(b— | (a+b+6)?+5(b—a+6)(b+a+6)—1(b—
a+6)211(b+a+6)—2(b—a+6)+20 | a+6)>—17(b+a+6)—3(b—a+6)+62
4 | 3(a+b+1)(a+b—3)—3(b—a+3)(b— | —2(b+a—1)
a—3)
3 sb—a+4)—(b+a+4)+3 sb—a+dH+(b+at+4) -7
2 [ 3(b+a+3)—2 -2
1 ]-1 1
0|1 0
1)1 1
2| ibb+a—1) 2
3| 5(8a+b-2) 2(8b+a—2)
4| 5(a+b=3)(a+b+1)—2(b—a—3)b— | 2(b+a—1)
a+3)
S5 (b+ta—4)2-30b+a—4)b—a—4)— | (b+a—4)>+1(b+a—4)(b—a—4)—1(b—

1
T2
1(b—a—4)2?+4(b+a—4)—L(b—a—4)

a—4)2+8(b+a—4)—1(b—a—4)+12

Table 2
) Ci((l, b) Di(a, b)
5 | —(4b% — 2ab — a? — 22b+ 13a + 20) | 4b% + 2ab — a? — 34b — a + 62
4 2b-2)b—4)—(a—1)(a—4) —4(b—3)
3 a—2b+3 a+2b—-7
2 b—2 -2
1 -1 1
0 1 0
-1 1 1
-2 b 2
-3 2b—a a+2b+2
-4 2b(b+2) —a(a + 3) 4(b+1)
-5 4% —2ab — a®> + 8b — Ta 4b? + 2ab — a® 4+ 16b — a + 12
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Table 3

) Ez(a,b) Fi(a,b)

5 | —4(6 +a—0)2+206(6+a—0b)+b>— | 46+a—0b)>+2b(6+a—b)—b>—34(6+
22(6 4+ a — b) — 13b — 20 a—0b)—b+62

4 | 2(a+b-3)a—b+1)—(b—-1)(b—4) | —4(a—b+2)

3 |3—2a-5 2a—b+1

2 |1+a-0 -2

1 |-1 1

0|1 0

11 1

2la—-b-1 2

-3 | 2a—3b—14 2a —b—2

41 2(a—b—3)(a—b—1)—b(b+3) 4(a—b—2)

5[ 4(a—b—4)2—2b(a—b—4)—b+8(a— | 4(a—b—4)7+2b(a—b—4)—bZ+16(a—
b—4)—17b b—4)—b+12

The main objective of this paper is to derive three new interesting and general
Ps-transforms of the Kummer’s confluent hypergeometric functions by employing
the generalized Gauss’s second summation theorem, Bailey’s summation theorem
and Kummer’s summation theorem given in (1.5), (1.6) and (1.7), respectively.
Relevant connections of certain special cases of the main results presented here
with those earlier ones are also pointed out.

2. Ps-transforms

The Ps-transforms or pathway transforms of the function f(¢) (¢t € R) is a function
Fp(s) of a complex variable s defined by (see, e.g., [6])

21 Polft)is} = Fls) = [ (146~ 07T @) dt (5> 1)
0
For the sufficient condition for the existence of the Ps-transform (2.1) to exist, we

refer the reader to [6]. The Ps-transform of the power function t#~! is given by [6,
p. 7, Eq. (32)]

(2.2)Ps{t" 15 s} = (ln[l—f(_—dl—l)s]> I'(p)

Furthermore, upon letting 6 — 1 in the definition (2.1), the Ps-transform reduces
to the classical Laplace transform (see, e.g., [13]):

(Re(u) > 0; 6 > 1).

(2.3) L{f(t);s}:/oooe-sff(t)dt (Re(s) > 0).
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In view of the power function formula (2.2), it is easy to derive the Ps-transform of
the generalized hypergeometric function to obtain the following formula (see, [6, p.
8, Eq. (42))):

e} a1, ,Q
(2.4) S+ (6 = 1)s] 7T e F[bh oy wt}dt
_D(w) A1,y Qp,
= o e Fy| by b ’A(és]

for p < q, Re(u) > 0, Re (W) > Oandé > lor for p = ¢, Re(p) >
0, Re (W) > Re(w)and é > 1.
If p=¢q =1, we get the following formula :

(2.5) ST+ (6= 1)s] 7T it 1F1[ ‘ M dt

r () a, i
= R QFl{ ‘

A(5;s) ]
for Re(c) > 0, Re(p) > 0, Re (W) > Re(w)and ¢ > 1. In the next section,

we shall demonstrate how one can obtain three rather general Ps-transforms of the
Kummer’s confluent hypergeometric functions by employing the results (1.5), (1.6)

and (1.7).

3. Ps-transforms of | Fy(a;b;x)

In this section, we establish the following integral formulas, asserted in Theorem(3.1),
Theorem(3.2) and Theorem(3.3).

Theorem 3.1. Let Re(b) >0, Re (w) >0 and § > 1. Then

o0 1)g]— T 1 a £ A(85)
(3.1) Jo M+ (6—1)s] 751t lFl[ Yatbtitl) ’ 5 }dt

T T3rdativ+iit+d )F(Qa—lb—%i+%)
(AP F(éa—ber lil+%)

X Ai(a,b) _ + Bi(a,b) _
D(zat+3)D(zb+zi+3-15])  TGa)l(3b+3i-13]) [

Theorem 3.2. Let Re(1—a+i) > 0 (i = 0, %1, 42, +3, +4, +5), Re (W) >
0 and 6 > 1. Then

(3.2) S+ (86— 1)s] 7T =+ | Fy [ :




378 R. K. Parmar, V. Rohira and A. K. Rathie

_ I'(1—a+i) (3T G (1—a)
T AT T 2—i-1IT (1—at Lit L [4])

% Ci(a,b) _ Di(a,b) _
T(3b—3a+3)+T(3b+3a—[F])  T(sb—30)(gbtgza—3-[5]) [~

Theorem 3.3. Let Re(b) >0, Re (W) >0 and 0 > 1. Then

a

o0 _ —5t7 b1
(33) [+ (6—1)s] 5T 1Fl[1+a—b+i

—tA(d;s)| dt =
|~ )

@) TETA-uI'(l+a—b+i)
(AP D(1-b+Li+1]i])

" B, (a.b) . Fi(a.b) _
T(Za—bt it DD (Ratgits—[157]) | T(Za—bt Tt H(Sa+ii-12]) [

A(g;s), p=>bandc = 3(a+

Proof. In order to prove Theorem (3.1), setting w =
b+i+1)fori=0,£1,42,4£3,+4,+5in (2.5), we have

oo 1ol T 401 a tA(é;s)}
(34) [ -1 1F1[%(a+b+i+1) |20 ar
O a,b H
~ RGP 2F1[ sla+b+i+1) 2]
We observe that the 3 F} appearing on the right-hand side of (3.4) can be evaluated

with the help of generalized Gauss’s second summation theorem (1.5). This yields
the desired formula (3.1).

The results in Theorem (3.2) and Theorem (3.3) can also be proven in a similar
way by applying summation theorems (1.6) and (1.7), respectively. [

4. Special Cases

The particular cases ¢ = 0 of Theorem (3.1) to Theorem (3.3), reduce to the follow-
ing interesting and presumably new results for classical ones.

Corollary 4.1. Let Re(b) >0, Re (W) >0 and § > 1. Then

> — 1)l g1 a tA((;;S)]

(4.1) Jo L+ (6= 1s) e 1F1[%(a+b+1)‘ 5191 gy
_ ()  TEIT(3(atb+1))

T RGP TGt HrGo+Y)

Corollary 4.2. Let Re(1 —a) > 0,Re (W) >0 and § > 1. Then

(4.2) Jo i+ (- L)s] =51t Fy { Z ‘tA(;;S)] d
= Td-a) L(50)0(50+3)
T AGST T(Lb+ia)T(Lb—tat+1)"
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Corollary 4.3. Let Re(b) > 0,Re (M) >0 and 0 > 1. Then

(4.3) S+ (5 —1)s] st g0 1F1[ £ A(6; s)}

-

_T®) TQA+ia)l'(1+a—b)
T [AG:9)] T(1+a)T(1+Lia—b)"

Similarly, for ¢ = +1, £2, £3, +4, 45, other results can also be obtained.

5. Concluding remarks

By letting 6 — 1 in the definition (2.1), the Ps-transform is reduced to the classical
Laplace transform. Hence, for § — 1, the results (3.1), (3.2) and (3.3) immediately
reduce to the corresponding results due to Kim et al. [5].
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A QUADRATIC PROGRAMMING MODEL FOR OBTAINING
WEAK FUZZY SOLUTION TO FUZZY LINEAR SYSTEMS
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Abstract. Real life applications arising in various fields of engineering and science
(e.g. electrical, civil, economics, dietary, etc.) can be modelled using a system of
linear equations. In such models, it may happen that the values of the parameters are
not known or they cannot be stated precisely and that only their estimation due to
experimental data or experts knowledge is available. In such a situation it is convenient
to represent such parameters by fuzzy numbers. In this paper we propose an efficient
optimization model for obtaining a weak fuzzy solution to fuzzy linear systems (FLS).
We solve some examples and we show that this method is always efficient.
Keywords. Experimental data; fuzzy numbers; fuzzy solution; fuzzy linear systems.

1. Introduction

Fuzzy numbers are one way to describe the vagueness and lack of precision of data.
The concept of fuzzy numbers and arithmetic operations with these numbers were
first introduced and investigated by Zadeh [4] and [13] Mizumoto and Tanaka [9]
and [10], Dubois and Prade [7] and Nahmias [11]. One of the major applications
using fuzzy number arithmetic is treating linear systems whose parameters all are
or partially represented by fuzzy numbers and called fuzzy linear systems (FLS).
Many authors have investigated the solution to fuzzy linear systems( [1], [2], [6] and
[8]) and all of them make use of the definition given in [8] for converting non-fuzzy
solutions to weak fuzzy solutions. In 1998, Friedman et al. [8] proposed a general
method for obtaining a solution of a n x n FLS, whose coefficient matrix is crisp
and the right-hand side column is an arbitrary fuzzy number vector. They used the
embedding method given in [5] and replaced the original n x n FLS by a 2n x 2n
crisp linear system (CLS). The new obtained system was solved and the solution
vector was called either a strong fuzzy solution or a weak fuzzy solution to the
original fuzzy system.
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Hitherto, many researchers have used Friedman et al.’s method. To solve 2n x 2n
CLS various methods have been employed along with and the mentioned definition
in [8]. All researches took it for granted that the weak fuzzy solution defined by
Friedman et al. is always a fuzzy number vector, i.e. all of the vector’s components
are fuzzy numbers.

Afterwards, T.Allahviranloo et al. [3] showed in an example that Friedman et al.’s
weak solution may not be a fuzzy vector.

In this paper, we proposed a new method which guarantees that a weak fuzzy
solution obtained by this method is always a fuzzy number vector.

2. Fuzzy Linear Systems

We represent an arbitrary fuzzy number as follows.

Definition 2.1. [3] The parametric form of an arbitrary fuzzy number a is pre-
sented by an ordered pair of functions (a(r),a(r)), 0 < r < 1, which satisfy the
following requirements:

e a(r) is a bounded left-continuous non-decreasing function over [0, 1].

Sl

a(

(r) is a bounded left-continuous non-increasing function over [0, 1].
(1) =a(1).
(

r)<a(r), 0<r<1.

s}

)
)
) =
)

s}

Remark 2.1. Ift € (0,1) be a fixed number and
ar + pir, 0<r <t as — fBar, 0<r <t
a(r) = a(r) =
ar +Bir, t<r <1 ah — Byr, t<r<1.

then based on Definition 2.1, @ = (a(r),a(r)) is a fuzzy number iff

o1 + Bit = o) + Bit,
— Pot = oy — fat,
! ! 1 !
oq + B1 = as — s,
o1 < g, a1 < a,

(21) 61761762765 > 0.

Example 2.1. [3] According to Definition 2.1, the number @ = (a(r),a(r)) where

8r—5, 0<r<i;
a(r) =

4r — 3, % <r<l;
and
4—4r, 0<r< %;
a(r) =
3 —2r, % <r<l;
is a fuzzy number which satisfies the conditions of the remark 2.1.
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Definition 2.2. [8] The following n X n linear system is called an FLS:

ki1x1 + kigxo + ... + kinx, = b~1,
ko121 + koo%o + . + ko, = bo,
(22) kpix1 + kpoxo + ...+ kpnxy, = b~n,

where the coefficients matrix A = (k;;),1 < 4,5 < n, is a crisp n x n matrix and
b;, 1 <i < n, are fuzzy numbers.

Definition 2.3. [8] A fuzzy number vector (z1,zs,...,7,)T is given by z; =
(2;(r),Z;(r)), 1 <i<n, 0<r <1, is called a solution of the FLS (2.2) if

(2.3) D kigwy =Y kiywy =bi, Y ki =Y kiyz; =bi,
j=1 j=1 j=1 j=1

according to the proposed model by Friedman et al. we convert the n x n FLS (2.2)
to the following 2n x 2n CLS:
(2.4) TX =B,

where
X = (21, s 80y —FT oy —T) ' B= (b1, bn, =1,y —bn)
and T;; determined as follows:
kij 20 = Ty = kij, Titn,j+n = kij,
kij <0 = Tijtn = —kij, Titnj = —kij,

and any 7T;; which is not determined by the above equations is zero. Having calcu-
lated X which solves Eq.(2.4) and on the assumption 7' is nonsingular, Friedman et
al. defined the ”fuzzy solution” to the original system given by Egs. (2.2) as below.

Definition 2.4. [8] Let the unique solution to CLS (2.4) be denoted by:
X ={(z;(r), —i(r)), 1 <i <n},

then the fuzzy number vector W = {(w,(r),w;(r)),1 < i < n} defined by

i(r) = min{z;(r),7i(r),z;(1),7:(1)},

i(r) = max{z;(r),Ti(r),z;(1), 7:(1)},

is called the fuzzy solution of (2.4).

If (z;(r),Zi(r)), 1 < i <mn, 0 <r <1, are all fuzzy numbers then w,(r) =
z,(r),w;(r) =T;(r), 1 <i<mn,and W is called a strong fuzzy solution. Otherwise,
W is called a weak fuzzy solution.
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It should be noted that replacing x; and z; by w; and w; does not give the exact
equality in (2.3) that is, a weak solution is not a solution to (2.2). Therefore, a
weak solution does not satisfy the original problem (2.2). Based on Definition 2.4,

Friedman et al. claimed that their weak solution always produces a fuzzy number
vector.

T.Allahviranloo et al. in [3] gave an example that this claim is not always true.

Example 2.2. [3] consider the following FLS:

T1 4 T2 = by,
z1 + 2w2 = ba,

where ~ o ~ .
by = (bu(r),b1(r)), b2 = (b2(r), b2(r)),
and
8r—14, 0<r<i, —-1-13r, 0<r<4,
bi(r) = ,bi(r) =
2r—11, 1<r<i, —6—3r, $<r<i,
12r—24, 0<r<4i, —2-18r, 0<r<4i,
ba(r) = yba(r) =
6r—21, 3<r<l, ~7-8r, $<r<l

The authors in [3] solved this system and obtained the following solution:

dr—4, 0<r<i, —8r, 0<r<
zi(r) = ,Ti(r) =

—2r — 1, 2r — 5, <r<l1

’

(SIS

1
2 )

and za(r) = 4r — 10, T2(r) = —1 — 5r.

Obviously, a2 is a fuzzy number and z; is not a fuzzy number(see figure 3.1). By
use of Definition 2.4, the vector W = (w7, w2) must be a fuzzy number, but we have

dr—4, 0<r<i

4 1

1 3 —87’, Oéréga

-3, 1S3, . 1 1

wi(r) = , Cwi) =9 4r—4, g<r<g,
—87", §STS§a

—2r—1, i<r<i,
2r—5, 3<r<l,

and wy(r) = 4r — 10, wa(r) = —1 —5r.
It is clear that we = (w,,Ws) is a fuzzy number, whereas w; = (w;,w;) is not a

fuzzy number. In fact wy(r) and wy(r) are not non-decreasing and non-increasing

functions over [2, 7] and [1, 3], respectively. In the next section we propose an

optimization model that can be applied for approximation solution to FLS (2.2)
which is always a fuzzy number vector. Typically, we solve the example 2.2 and
show that the solution which is obtained by this method is a fuzzy number vector.
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3. Proposed Model

In this section, we show that the approximation solution of FLS (2.2) with this
method becomes a quadratic programming(QP) problem.
A general form of QP problem is as follows:

1
min q(z) = §xTGm +27¢
s.t.
(3.1) Az < b,
where G is a symmetric n X n matrix and A is the m X n matrix, jacobian of

constraints, and b is a vector in Re™. We solve the problem (3.1) by use of the
active set method [12].

Definition 3.1. Let v = (v(r),v(r)) where
a1 +bir, 0<r<t, as —bor, 0<r<t,
u(r) = , O(r) =

ay +byr, t<r<1, ab —bhr, t<r<1,

which is not satisfied with the definition 2.1, i.e. v is not a fuzzy number and we
want to approximate it with a fuzzy number u = (u(r),@(r)), where

O[1+/81T7 OSTSta 0(2—/827"7 OSTSt?
u(r) = u(r) =

oh +Bir, t<r<1, oy — Bhyr, t<r<l.

We say that w is an approximation for v iff it is a solution of the following opti-
mization problem:
min  []p—q|®
s.t.
ai + Bit = o + Bit,
az — Pat = ah — Pat,
oy + By =ah — B,
B, 81, B2, By > 0,
a1 < azg,
(3.2) a1 < ag,

/ !/ / / /! / /! /
where p = (a1, B1, a1, B, az, B2, a5, 33), ¢ = (a1,b1,ai, b, az,b2,a5,b5) are corre-
sponding vectors with v and u respectively.

Remark 3.1. If we rewrite the problem (3.2) into a matrix form then we have:

min flx) = %mTG’m +27¢

s.t.
(3.3) Az < b,
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where G = 2Igys (I is identity matrix), ¢ = —2 [a1, b1, al, b}, az, bz, ab, bh]" and
0 0 1 1 0 0o -1 1
0 0o -1 -1 0 0 1 -1
1 t -1 —t 0 0 0 0
-1 —t 1 t 0 0 0 0
A= 0 0 0 0o -1 t 1 —t
0 -1 0 0 0 0 0 0
0 0 0o -1 0 0 0 0
0 0 0 0 0 -1 0 0
1 0 0 0 -1 0 0 0
0 0 1 0 0 0 -1 0

Now, using the model (3.3) for the z2 in the example 2.2 and solving it with the
active-set method, the weak fuzzy solution z = (z1, 22) is obtained as follows:

_f —48+36r, 0<r<i,  _ = [08-T6r, 0<r<i,
ﬂ(r) - _37 % S T S 17 ’ Zl(r) N _37 % S r S 17
and
z9 = (4r — 10,—1 — 5r).
By substituting z in the example 2.2 we have:
{ 21+ 22 = U1,
21+ 222 = Yo,
where
gl (&(7’)7:1/_1(7")), 52 = (2(7”)7%(71))
and
.y ) —126r-02, 0<r< %,
)= 54, L<r<i,
_f T6r—148, 0<r<i,
(3:4) n(r) = { 4r—13, L<r<l
_,y_J =176r—-12, 0<r< %,
2=\ C1r-5 l<r<l,
11.6r —24.8, 0<r<1i
J— ) — — 27
(3:5) va(r) = { 8 — 23, l<r<l,

We can see x1 and its fuzzy approximation, z1, in Figure 3.2

Also, Figure 3.3 and Figure 3.4 show an error in the system.
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45) |
5 : : : : :
0 0.2 0.4 0.6 0.8 1
r
F1a. 3.1: nonfuzzy number x4
2
1L |
0 |
Al |
2l |
3l |
4 |
5[ |
6 L L L L L
0 0.2 0.4 0.6 0.8 1

FiG. 3.2: The fuzzy number z; and nonfuzzy number z;
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-15

Fia. 3.3: comparing y; and by

FiG. 3.4: comparing gy and by
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4. Conclusion

In this paper, a new method was presented for obtaining the weak fuzzy solution
to fuzzy linear systems. This method can be generalized for any number that is
not fuzzy and we can approximate it with the fuzzy number by solving a quadratic
programming problem.

10.

11.
12.

13.
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