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CONVERGENCE OF S-ITERATIVE METHOD TO A SOLUTION
OF FREDHOLM INTEGRAL EQUATION AND DATA

DEPENDENCY
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Abstract. The convergence of normal S-iterative method to solution of a nonlinear
Fredholm integral equation with modified argument is established. The corresponding
data dependence result has also been proved. An example in support of the established
results is included in our analysis.
Key words: Fredholm equation, data dependency, Fixed-point theorem.

1. Introduction and Preliminaries

The past few decades have witnessed substantial developments in the field of
integral equations and their applications have arisen in many areas, ranging from
economics to engineering. Now it is an unquestionable fact that the theory of
iterative approximation of fixed points plays a significant role in recent progress
of integral equations and their applications. In this context, fixed point iterative
methods for solving integral equations have already gained a splendid boost over
the past few years (see, for example [1],[2],[4],[5],[7],[8],[16],[17],[19],[20]).
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In 2011, Sahu [23] introduced a normal S-iterative method as follows: x0 ∈ X,
xn+1 = Tyn,
yn = (1− ξn)xn + ξnTxn, n ∈ N

(1.1)

where X is an ambient space, T is a self-map of X and {ξn}∞n=0 is a real sequence
in [0, 1] satisfying certain control condition(s).

It has been shown both analytically and numerically in [23] and [12] that the it-
erative method (1.1) converges faster than Picard [22], Mann [21], and Ishikawa [10]
iterative processes in the sense of Berinde [3] for the class of contraction mappings.

This iterative method, due to its simplicity and fastness, has attracted the atten-
tion of many researchers and has been examined in various settings (see [9],[11],[13],
[14],[15],[18],[24]).

In this paper, inspired by the above mentioned achievements of normal S-
iterative method (1.1), we will use it to show that normal S-iterative method (1.1)
converges strongly to the solution of the following integral equation which has been
considered in [6]:

x (t) =

b∫
a

K (t, s) · h (s, x (s) , x (a) , x (b)) ds+ f (t) , t ∈ [a, b] ,(1.2)

where K : [a, b] × [a, b]→ R, h : [a, b]× R3 → R and f , x : [a, b]→ R.

Also we give a data dependence result for the solution of integral equation (1.2)
with the help of normal S-iterative method (1.1).

We need the following pair of known results:

Theorem 1.1. [6] Assume that the following conditions are satisfied:

(A1) K ∈ C ([a, b]× [a, b]);

(A2) h ∈ C
(
[a, b]× R3

)
;

(A3) f , x ∈ C [a, b];

(A4) there exist constants α, β, γ > 0 such that

|h (s, u1, u2, u3)− h (s, v1, v2, v3)| ≤ α |u1 − v1|+ β |u2 − v2|+ γ |u3 − v3| ,

for all s ∈ [a, b], ui, vi ∈ R, i = 1, 2, 3;

(A5) MK (α+ β + γ) (b− a) < 1,

where MK denotes a positive constant such that for all t, s ∈ [a, b]

|K (t, s)| ≤MK .

Then the equation (1.2) has a unique solution x∗ ∈ C [a, b], which can be obtained
by the successive approximations method starting with any element x0 ∈ C [a, b].
Moreover, if xn is the n-th successive approximation, then one has:

|xn − x∗| ≤
[MK (α+ β + γ) (b− a)]

n

1−MK (α+ β + γ) (b− a)
· |x0 − x1| .
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Lemma 1.1. [25] Let {βn}∞n=0 be a sequence of non negative numbers for which
one assumes there exists n0 ∈ N (set of natural numbers), such that for all n ≥ n0

βn+1 ≤ (1− µn)βn + µnγn,

where µn ∈ (0, 1) , for all n ∈ N,
∞∑
n=0

µn = ∞ and γn ≥ 0, ∀n ∈ N. Then the

following inequality holds:

0 ≤ lim sup
n→∞

βn ≤ lim sup
n→∞

γn.

2. Main Results

Theorem 2.1. Assume that all the conditions (A1) − (A5) in Theorem 1.1 are

fulfilled. Let {ξn}∞n=0 be a real sequence in [0, 1] satisfying
∞∑
n=0

ξn = ∞. Then

equation (1.2) has a unique solution x∗ ∈ C [a, b] and normal S-iterative method
(1.1) converges to x∗ with the following estimate:

‖xn+1 − x∗‖ ≤
[MK (α+ β + γ) (b− a)]

n+1

e(1−MK(α+β+γ)(b−a))
∑n

k=0 ξk
‖x0 − x∗‖ .

Proof. We consider the Banach space B = (C [a, b] , ‖·‖C), where ‖·‖C is the Cheby-
shev’s norm on C [a, b], defined by ‖·‖C = {sup |x (t)| : t ∈ [a, b]} . Let {xn}∞n=0 be
iterative sequence generated by Normal-S iteration method (1.1) for the operator
T : B → B defined by

T (x (t)) =

b∫
a

K (t, s) · h (s, x (s) , x (a) , x (b)) ds+ f (t) , t ∈ [a, b] .(2.1)

We will show that xn → x∗ as n→∞.

From (1.1), (2.1), and assumptions (A1)− (A4), we have that

|xn+1 (t)− x∗ (t)| = |T (yn (t))− T (x∗ (t))|

=

∣∣∣∣∣∣
b∫
a

K (t, s) ·
[

h (s, yn (s) , yn (a) , yn (b))
−h (s, x∗ (s) , x∗ (a) , x∗ (b))

]
ds

∣∣∣∣∣∣
≤

b∫
a

|K (t, s)| ·
∣∣∣∣ h (s, yn (s) , yn (a) , yn (b))
−h (s, x∗ (s) , x∗ (a) , x∗ (b))

∣∣∣∣ ds
≤ MK

b∫
a

[
α |yn (s)− x∗ (s)|+ β |yn (a)− x∗ (a)|

+γ |yn (b)− x∗ (b)|

]
ds,
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|yn (t)− x∗ (t)| ≤ (1− ξn) |xn (t)− x∗ (t)|+ ξn |T (xn) (t)− T (x∗) (t)|
= (1− ξn) |xn (t)− x∗ (t)|

+ξn

∣∣∣∣∣∣
b∫
a

K (t, s) ·
[

h (s, xn (s) , xn (a) , yn (b))
−h (s, x∗ (s) , x∗ (a) , x∗ (b))

]
ds

∣∣∣∣∣∣
≤ (1− ξn) |xn (t)− x∗ (t)|

+ξnMK

b∫
a

[
α |xn (s)− x∗ (s)|+ β |xn (a)− x∗ (a)|

+γ |xn (b)− x∗ (b)|

]
ds

Now, by taking supremum in the above inequalities, we get

‖xn+1 − x∗‖ ≤MK (α+ β + γ) (b− a) ‖yn − x∗‖ ,(2.2)

and
‖yn − x∗‖ ≤ [1− ξn (1−MK (α+ β + γ) (b− a))] ‖xn − x∗‖ ,(2.3)

respectively.

Combining (2.2) with (2.3), we obtain

‖xn+1 − x∗‖(2.4)

≤ MK (α+ β + γ) (b− a) [1− ξn (1−MK (α+ β + γ) (b− a))] ‖xn − x∗‖ .

Thus, by induction, we get

‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖ [MK (α+ β + γ) (b− a)]
n+1

×
∏n

k=0
[1− ξk (1−MK (α+ β + γ) (b− a))] .(2.5)

Since ξk ∈ [0, 1] for all k ∈ N, the assumption (A5) yields

ξk (1−MK (α+ β + γ) (b− a)) < 1.(2.6)

From the classical analysis, we know that 1 − x ≤ e−x for all x ∈ [0, 1]. Hence by
utilizing this fact with (2.6) in (2.5), we obtain

‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖ [MK (α+ β + γ) (b− a)]
n+1

(2.7)

×e−(1−MK(α+β+γ)(b−a))
∑n

k=0 ξk ,

which yields limn→∞ ‖xn − x∗‖ = 0.

We now prove a closeness of solutions of integral equation (1.2) with the help of the
normal-S iterative method (1.1).

We consider the following equation:

T̃ (x̃ (t)) =

b∫
a

K (t, s) · h̃ (s, x̃ (s) , x̃ (a) , x̃ (b)) ds+ g (t) , t ∈ [a, b] ,(2.8)
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where K : [a, b]× [a, b]→ R, h̃ : [a, b]× R3 → R and g : [a, b]→ R.

Now, we define the following normal-S iterative methods associated with T in
(2.1) and T̃ in (2.8), respectively:

x0 ∈ C [a, b] ,

xn+1 =
b∫
a

K (t, s) · h (s, yn (s) , yn (a) , yn (b)) ds+ f (t) ,

yn = (1− ξn)xn

+ξn
b∫
a

K (t, s) · h (s, xn (s) , xn (a) , xn (b)) ds+ f (t) , t ∈ [a, b] , n ∈ N,

(2.9)
and

x̃0 ∈ C [a, b] ,

x̃n+1 =
b∫
a

K (t, s) · h̃ (s, ỹn (s) , ỹn (a) , ỹn (b)) ds+ g (t) ,

ỹn = (1− ξn) x̃n

+ξn
b∫
a

K (t, s) · h̃ (s, x̃n (s) , x̃n (a) , x̃n (b)) ds+ g (t) , t ∈ [a, b] , n ∈ N,

(2.10)

where {ξn}∞n=0 is a real sequence in [0, 1], K : [a, b]×[a, b]→ R, h, h̃ : [a, b]×R3 → R
and f ,g : [a, b]→ R.

Theorem 2.2. Consider the sequences {xn}n=0 and {x̃n}∞n=0 generated by (2.9)
and (2.10), respectively, with the real sequence {ξn}∞n=0in [0, 1] satisfying 1

2 ≤ ξn for
all n ∈ N. Assume that:

(i) all the conditions of Theorem 2.1 hold and x∗ and x̃∗ are solutions of equa-
tions (2.1) and (2.8), respectively;

(ii) there exist non negative constants ε1 and ε2 such that∣∣∣h (s, u, v, w)− h̃ (s, u, v, w)
∣∣∣ ≤ ε1 and |f (t)− g (t)| ≤ ε2, for all t, s ∈ [a, b], u, v, w ∈

R.

If the sequence {x̃n}∞n=0 converge to x̃∗, then we have

‖x∗ − x̃∗‖ ≤ 3 [MK (b− a) ε1 + ε2]

1−MK (α+ β + γ) (b− a)
.(2.11)

Proof. Using (1.1), (2.1), (2.8)-(2.10), and assumptions (A1)-(A4) and (ii), we ob-
tain

|xn+1 (t)− x̃n+1 (t)| =
∣∣∣T (yn) (t)− T̃ (ỹn) (t)

∣∣∣
=

∣∣∣∣∣∣
b∫
a

K (t, s) · h (s, yn (s) , yn (a) , yn (b)) ds+ f (t)



690 Y. Atalan, F. Gürsoy and A. R. Khan

−
b∫
a

K (t, s) · h̃ (s, ỹn (s) , ỹn (a) , ỹn (b)) ds− g (t)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
b∫
a

K (t, s) ·
[

h (s, yn (s) , yn (a) , yn (b))

−h̃ (s, ỹn (s) , ỹn (a) , ỹn (b))

]
ds

∣∣∣∣∣∣
+ |f (t)− g (t)|

≤ MK

b∫
a


∣∣∣∣ h (s, yn (s) , yn (a) , yn (b))
−h (s, ỹn (s) , ỹn (a) , ỹn (b))

∣∣∣∣
+

∣∣∣∣ h (s, ỹn (s) , ỹn (a) , ỹn (b))

−h̃ (s, ỹn (s) , ỹn (a) , ỹn (b))

∣∣∣∣
 ds

+ |f (t)− g (t)|

≤ MK

b∫
a

(
α |yn (s)− ỹn (s)|

+β |yn (a)− ỹn (a)|+ γ |yn (b)− ỹn (b)|+ ε1

)
ds

+ε2

≤ MK

b∫
a

(
α |yn (s)− ỹn (s)|

+β |yn (a)− ỹn (a)|+ γ |yn (b)− ỹn (b)|

)
ds

+MK

b∫
a

ε1ds+ ε2,

|yn (t)− ỹn (t)| ≤ (1− ξn) |xn (t)− x̃n (t)|+ ξn

∣∣∣T (xn) (t)− T̃ (x̃n) (t)
∣∣∣

≤ (1− ξn) |xn (t)− x̃n (t)|

+ξnMK

b∫
a


∣∣∣∣ h (s, xn (s) , xn (a) , xn (b))
−h (s, x̃n (s) , x̃n (a) , x̃n (b))

∣∣∣∣
+

∣∣∣∣ h (s, x̃n (s) , x̃n (a) , x̃n (b))

−h̃ (s, x̃n (s) , x̃n (a) , x̃n (b))

∣∣∣∣
 ds

+ξn |f (t)− g (t)|
≤ (1− ξn) |xn (t)− x̃n (t)|

+ξnMK

b∫
a

(
α |xn (s)− x̃n (s)|

+β |xn (a)− x̃n (a)|+ γ |xn (b)− x̃n (b)|+ ε1

)
ds

+ξnε2.

Now, by taking supremum in the above inequalities, we get

‖xn+1 − x̃n+1‖ ≤ MK (α+ β + γ) (b− a) ‖yn − ỹn‖(2.12)

+MK (b− a) ε1 + ε2,
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and

‖yn − ỹn‖ ≤ [1− ξn (1−MK (α+ β + γ) (b− a))] ‖xn − x̃n‖(2.13)

+ξnMK (b− a) ε1 + ξnε2,

respectively.

Combining (2.12) with (2.13) and using assumptions (A5) and 1
2 ≤ ξn for all

n ∈ N in the resulting inequality, we get

‖xn+1 − x̃n+1‖ ≤ [1− ξn (1−MK (α+ β + γ) (b− a))] ‖xn − x̃n‖
+ξnMK (b− a) ε1 + ξnε2 + 2ξnMK (b− a) ε1 + 2ξnε2

= [1− ξn (1−MK (α+ β + γ) (b− a))] ‖xn − x̃n‖
+ξn (1−MK (α+ β + γ) (b− a))

× 3 [MK (b− a) ε1 + ε2]

1−MK (α+ β + γ) (b− a)
.(2.14)

Denote by

βn = ‖xn − x̃n‖ ,
µn = ξn (1−MK (α+ β + γ) (b− a)) ∈ (0, 1) ,

γn =
3 [MK (b− a) ε1 + ε2]

1−MK (α+ β + γ) (b− a)
≥ 0.

The assumption 1
2 ≤ ξn for all n ∈ N implies

∞∑
n=0

ξn = ∞. Now it can be easily

seen that (2.14) satisfies all the conditions of Lemma 1.1. Hence it follows by its
conclusion that

0 ≤ lim sup
n→∞

‖xn − x̃n‖ ≤ lim sup
n→∞

3 [MK (b− a) ε1 + ε2]

1−MK (α+ β + γ) (b− a)
.

By (i), we have that limn→∞ xn = x∗. Using this fact and the assumption
limn→∞ x̃n = x̃∗, we get

‖x∗ − x̃∗‖ ≤ 3 [MK (b− a) ε1 + ε2]

1−MK (α+ β + γ) (b− a)
.

Remark 2.1. The result given in Theorem 2.2 relate the solutions of equations (2.1) and

(2.8) in the sense that if f is close to g and h is close to h̃, then not only the solutions
of equations (2.1) and (2.8) are close to each other, but also depend continuously on the
functions involved therein. Further, if ε1 → 0 and ε2 → 0, then the solution x∗ of equation
(2.1) tends the solution x̃∗ of the equation (2.8).
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Example 2.1. Consider the following integral equation

x (t) =

1∫
0

3t− 2s

5

[
s− sinx (s)

2
+
x (0) + x (1)

3

]
ds+

t+ e−t

3
, t ∈ [0, 1] .

where K ∈ C ([0, 1]× [0, 1]), K (t, s) = 3t−2s
5

, h ∈ C
(
[0, 1]× R3

)
, h (s, u, v, w) = s−sinu

2
+

v+w
3

, f ∈ C [0, 1], f (t) = t+e−t

3
, x ∈ C [0, 1] and its perturbed integral equation

x̃ (t) =

1∫
0

3t− 2s

5

[
s− sin x̃ (s)

2
+
x̃ (0) + x̃ (1)

3
− s+

1

7

]
ds+

t+ 2e−t

3
, t ∈ [0, 1] ,

where K ∈ C ([0, 1]× [0, 1]), K (t, s) = 3t−2s
5

, k ∈ C
(
[0, 1]× R3

)
, k (s, u, v, w) = s−sinu

2
+

v+w
3
− s+ 1

7
, g ∈ C [0, 1], g (t) = t+2e−t

3
, x̃ ∈ C [0, 1].

Define the operator T : C [0, 1]→ C [0, 1] by

T (x (t)) =

1∫
0

3t− 2s

5

[
s− sinx (s)

2
+
x (0) + x (1)

3

]
ds+

t+ e−t

3
, t ∈ [0, 1] .

We now show that the operator T is a contraction with contractivity factor 7
10

. Indeed,

|T (x1 (t))− T (x2 (t))|

=

∣∣∣∣∣∣
1∫

0

3t− 2s

5

[
s− sinx1 (s)

2
+
x1 (0) + x1 (1)

3
− s− sinx2 (s)

2
− x2 (0) + x2 (1)

3

]
ds

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
1∫

0

∣∣∣∣3t− 2s

5

∣∣∣∣ ∣∣∣∣s− sinx1 (s)

2
+
x1 (0) + x1 (1)

3
− s− sinx2 (s)

2
− x2 (0) + x2 (1)

3

∣∣∣∣ ds
∣∣∣∣∣∣

≤

∣∣∣∣∣∣
1∫

0

∣∣∣∣3t− 2s

5

∣∣∣∣ [1

2
|sinx1 (s)− sinx2 (s)|+ 1

3
|x1 (0)− x2 (0)|+ 1

3
|x1 (1)− x2 (1)|

]
ds

∣∣∣∣∣∣ .
Now using the Chebyshev norm, we obtain

‖Tx1 − Tx2‖ ≤ sup
t,s∈[0,1]

∣∣∣∣3t− 2s

5

∣∣∣∣ (1

2
+

1

3
+

1

3

)
(1− 0) ‖x1 − x2‖

=
7

10
‖x1 − x2‖ .

One can easily show on the same lines as above that the mapping T̃ : C [0, 1] → C [0, 1]
defined by

T̃ (x̃ (t)) =

1∫
0

3t− 2s

5

[
s− sin x̃ (s)

2
+
x̃ (0) + x̃ (1)

3
− s+

1

7

]
ds+

t+ 2e−t

3
, t ∈ [0, 1] ,

is also a contraction with contractivity factor 7
10

.
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Since all the conditions of Theorem 2.1 are satisfied by the integral equations (2.1) and
(2.8) so by its conclusion, normal S-iterative method (1.1) converges to unique solution x∗

and x̃∗, respectively in C [0, 1].

Now we have the following estimates:

|K (t, s)| =
∣∣∣∣3t− 2s

5

∣∣∣∣ ≤ 3

5
= MK , t, s ∈ [0, 1] ,

|h (s, u, v, w)− k (s, u, v, w)| =
∣∣∣∣s− 1

7

∣∣∣∣ ≤ 1

7
= ε1, foralls ∈ [0, 1] , u, v, w ∈ R,

|f (t)− g (t)| =
∣∣∣∣ t+ e−t − t− 2e−t

3

∣∣∣∣ =
e−t

3
≤ 1

3
= ε2, s ∈ [0, 1] .

In view of the above estimates, all the conditions of Theorem 2.2 are satisfied and hence
from (2.11), we have

‖x∗ − x̃∗‖ ≤ 88

21
.
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Abstract. Using the domination parameters of Cayley graphs constructed out of Zp ×
Zm, where m ∈ {pα, pαqβ, pαqβrγ}, p, q, r are distinct prime numbers and α, β, γ are
positive integers, in this paper we have discussed the total and connected domination
number and diameter of these Cayley graphs.
Key words: Cayley graph, total dominating set, connected dominating set, total
domination number, connected domination number

1. Introduction and Preliminaries

Let (G, ·) be a group and S = S−1 be a non empty subset of G not containing
the identity element e of G. The simple graph Γ whose vertex set V (Γ) = G
and edge set E(Γ) = {{v, vs}|v ∈ V (Γ), s ∈ S} is called the Cayley graph of G
corresponding to the set S and is denoted by Cay(G,S). By Zn we denote the
cyclic group of order n. For any vertex v ∈ V (Γ), the open neighborhood of v is
the set N(v) = {u ∈ V (Γ)|{u, v} ∈ E(Γ)} and the closed neighborhood of v is
the set N [v] = N(v) ∪ {v}. For a set X ⊆ V (Γ), the open neighborhood of X is
N(X) =

⋃
v∈X N(v) and the closed neighborhood of X is N [X ] = N(X) ∪ X [6].

A set D ⊆ V (Γ) is said to be a dominating set if N [D] = V (Γ) or equivalently,
every vertex in V (Γ)\D is adjacent to at least one vertex in D. The domination
number γ(Γ) is the minimum cardinality of a dominating set in Γ. A dominating
set with cardinality γ(Γ) is called a γ-set. A set T ⊆ V (Γ) is said to be a total
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dominating set if N(T ) = V (Γ) or equivalently, every vertex in V (Γ) is adjacent
to a vertex in T . The total domination number γt(Γ) is the minimum cardinality
of a total dominating set in Γ. A total dominating set with cardinality γt(Γ) is
called a γt-set. A graph Γ is said to be connected graph if there is at least one path
between every pair of vertices in Γ. The connected components of a graph are its
maximal connected subgraphs. A dominating set D of Γ is said to be a connected
dominating set if the induced subgraph generated by D is connected. The minimum
cardinality of a connected dominating set of Γ is called the connected domination
number of Γ and is denoted by γc(Γ), and the corresponding set is denoted by γc-set
of Γ. Let λ be the length of the longest sequence of consecutive integers in Zm,
each of which shares a prime factor with m. Dominating sets were defined by Berge
and Ore [1, 16]. The concept of total domination in graphs was initiated by E.J.
Cockayne and R.W. Dows and S.T. Hedetniemi [4]. S.T Hedetniemi, R.C. Laskar[7]
introduced the connected domination number in graphs. Madhavi [10] present the
concept of Euler totient Cayley graphs and their domination parameters studied by
Uma Maheswary and B. Maheswary [11]. Also some properties of direct product
graphs of Cayley graphs with arithmetic graphs discussed by Uma Maheswary and
B. Maheswary [13], and their domination parameters studied by Uma Maheswary
and B. Maheswary and M. Manjuri [12, 14, 15].

A walk is a sequence of pairwise adjacent vertices of a graph. A path is a walk
in which no vertex is repeated. The distance between two vertices of a graph is the
number of edges of the shortest path between them. The diameter of a connected
graph is the maximum distance between any two vertices of the graph. According
to this definition, the diameter of a disconnected graph is infinite, but if we consider
the diameter as the maximum finite shortest path length in the graph, this is the
same as the largest of diameters of the graph’s connected components. So in this
paper by diameter of a disconnected graph we mean the largest diameter of its
connected components. Let v, w ∈ V (Γ) then the distance between v, w is denoted
by d(v, w) and the diameter of Γ is denoted by diam(Γ) [2, 3].

Here we study the total and connected dominating sets and diameter of Cayley
graphs constructed out of Zp×Zm where m ∈ {pα, pαqβ, pαqβrγ}, p, q, r are distinct
prime numbers and α, β, γ are positive integers. The domination number of these
graphs are presented in [8] and we present some of the results without proofs .

Theorem 1.1. Let Γ = Cay(Zp × Zpα ,Φ) where Φ = ϕp × ϕpα . Then

1) γ(Γ) = 2 where p = 2 and α = 1.

2) γ(Γ) = 4 where p = 2 and α ≥ 2.

3) γ(Γ) = 3 where p ≥ 3 and α ≥ 1.

Theorem 1.2. Let Γ = Cay(Zp × Zpαqβ ,Φ) where Φ = ϕp × ϕpαqβ , p, q ≥ 2 and
α, β ≥ 1. Then γ(Γ) is given by Table 1.1.

Theorem 1.3. Let Γ = Cay(Zp ×Zpαqβrγ ,Φ) where Φ = ϕp ×ϕpαqβrγ , p, q, r ≥ 2
and α, β, γ ≥ 1. Then γ(Γ) is given by Table 1.2.
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Table 1.1: γ(Cay(Zp × Zpαqβ ,Φ))

Γ γ(Γ) Comments
Cay(Zp × Zpq,Φ) 4
Cay(Z2 × Z2αqβ ,Φ) 8 (α, β) 6= (1, 1)
Cay(Zp × Z2αpβ ,Φ) 6 (α, β) 6= (1, 1)
Cay(Zp × Zpαqβ ,Φ) 5 (α, β) 6= (1, 1)

p = 3, q ≥ 5 or q = 3, p ≥ 5
Cay(Zp × Zpαqβ ,Φ) 4 (α, β) 6= (1, 1)

p, q ≥ 5

Table 1.2: γ(Cay(Zp × Zpαqβrγ ,Φ))

.

Γ γ(Γ) Comments
Cay(Z2 × Z2qr,Φ) 8
Cay(Zp × Z2pr ,Φ) 8

Cay(Z2 × Z2αqβrγ ,Φ) 12 α 6= 1 or β 6= 1 or γ 6= 1
Cay(Zp × Z2αpβrγ ,Φ) 10 α 6= 1 or β 6= 1 or γ 6= 1

p = 3, r ≥ 5 or r = 3, p ≥ 5
Cay(Zp × Z2αpβrγ ,Φ) 8 α 6= 1 or β 6= 1 or γ 6= 1

p, r ≥ 5
Cay(Zp × Zpαqβrγ ,Φ) 6 ≤ γ(Γ) ≤ 8 α, β, γ ≥ 1

one of the prime factors is 3
Cay(Zp × Zpαqβrγ ,Φ) 5 p, q, r ≥ 5 and α, β, γ ≥ 1

Let p1, p2, . . . , pk be consecutive prime numbers, α, α1, α2, . . . , αk are positive inte-
gers and Φ = ϕ2 × ϕ

2αp
α1

1
p
α2

2
...p

αk
k
.

Theorem 1.4. Let Γ = Cay(Z2 × Z2αp
α1

1
p
α2

2
...p

αk
k
,Φ), where p1 = 3 and α ≥ 2.

Then γ(Γ) ≥ 4k + 4.

For p = 2, the Cayley graph Cay(Zp × Zm,Φ), where Φ = ϕp × ϕm and m
is a multiple of 2, is a disconnected graph with two connected components, say
Γ1 and Γ2, where V (Γ1) = {(1, v)|v is odd} ∪ {(0, v)|v is even} and V (Γ2) =
{(0, v)|v is odd} ∪ {(1, v)|v is even}. Since every Cayley graph Cay(G,S) is |S|-
regular (see for example [5]), we find that Γ is |Φ|-regular.

Let X be a set of consecutive integers in Zm such that for every x ∈ X , we have
gcd(x,m) > 1. In this case we call Xi a consecutive set. We use Xk

i to show that
the consecutive set Xi has k elements.

Let Γ = Cay(Zp × Zm,Φ). In Section 2. we calculate γt(Γ) and γc(Γ) and
diam(Γ) where m = pα. We consider the case m = pαqβ in Section 3. and the case
m = pαqβrγ is considered in Section 4.
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2. Total and connected domination number and diameter of

Cay(Zp × Zpα ,Φ)

Let p be a prime number, α a positive integer and Φ = ϕp×ϕpα . In this section, we
obtain the total and connected domination number and diameter of Γ = Cay(Zp ×
Zpα ,Φ).

Theorem 2.1. Let Γ = Cay(Zp × Zpα ,Φ). Then

1) diam(Γ) = 1 where p = 2 and α = 1.

2) diam(Γ) = 2 where p = 2, α ≥ 2 or p ≥ 3, α ≥ 1.

Proof. 1) In this case Γ ∼= 2K2, and clearly the diameter of Γ is 1.

2) Let p = 2 and α ≥ 2. Then Γ is a disconnected graph with two connected
components, say Γ1 and Γ2, where V (Γ1) = {(1, v)|v is odd} ∪ {(0, v)|v is even}
and V (Γ2) = {(0, v)|v is odd} ∪ {(1, v)|v is even}.

Let (u, v), (u
′

, v
′

) ∈ V (Γ1). Then we have the following two possibilities:

i) u = u
′

and v 6= v
′

. Obviously (u, v) and (u, v
′

) are not adjacent. This implies
that d((u, v), (u

′

, v
′

)) ≥ 2. On the other hand the vertex (u − 1, v − 1) is adjacent
to both vertices. So d((u, v), (u

′

, v
′

)) = 2.

ii) u 6= u
′

and v 6= v
′

. We know that u − u
′

∈ ϕ2 and v − v
′

is an odd integer.
Since all of the odd integers in Z2α to be included into a ϕ2α , hence v − v

′

∈ ϕ2α .
Thus (u, v) is adjacent to (u

′

, v
′

). So d((u, v), (u
′

, v
′

)) = 1.

Since (u, v) and (u
′

, v
′

) are arbitrary vertices of Γ1, hence the diameter of Γ1 is
2. Similarly the diameter of Γ2 is 2.

Let p ≥ 3 and α ≥ 1. Then Γ is connected graph where

V (Γ) = {(0, 0), . . . , (0, pα − 1), . . . , (p− 1, 0), . . . , (p− 1, pα − 1)}.

Assume that (u, v) and (u
′

, v
′

) are arbitrary vertices of Γ. Now we have the following
three possibilities:

i) u = u
′

and v 6= v
′

. Since (u, v) and (u
′

, v
′

) are not adjacent d((u, v), (u
′

, v
′

)) ≥
2. Let v and v

′

be multiple of p. Note that 0 is multiple of p. Then (u − 1, p− 1)
is adjacent to both (u, v) and (u

′

, v
′

). Let v and v
′

be non-multiple of p. Then
(u− 1, p) is common neighbor of (u, v) and (u

′

, v
′

). Now let one of either v or v
′

is
multiple of p. Without loss of generality let v is multiple of p and v

′

is non-multiple

of p. Suppose that v and v
′

are both even or odd. Then (u − 1, v+v
′

2
) is adjacent

to both (u, v) and (u
′

, v
′

). Since v − v
′

is even so v − v
′

is divisible by 2. Hence

v − v+v
′

2
= 2v−v−v

′

2
= v−v

′

2
∈ ϕpα and also v

′

− v+v
′

2
= v

′

−v
2

∈ ϕpα . Now assume

that one of either v or v
′

is even. Then (u − 1, 2v
′

) is common neighbor of (u, v)
and (u

′

, v
′

). Therefore d((u, v), (u
′

, v
′

)) = 2.

ii) u 6= u
′

and v = v
′

. In this case vertex (u
′′

, v−1) where u
′′

6= u, u
′

is adjacent
to both (u, v) and (u

′

, v
′

). Thus d((u, v), (u
′

, v
′

)) = 2.
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iii) u 6= u
′

and v 6= v
′

. If (u, v) and (u
′

, v
′

) be adjacent then d((u, v), (u
′

, v
′

)) =
1. If (u, v) and (u

′

, v
′

) be non-adjacent then similar to i) and ii), d((u, v), (u
′

, v
′

)) =
2. Therefore in this case diam(Γ) = 2.

Theorem 2.2. Let Γ = Cay(Zp × Zpα ,Φ). Then

1) γt(Γ) = 4 and γc(Γ) does not exist where p = 2 and α ≥ 1.

2) γt(Γ) = γc(Γ) = 3 where p ≥ 3 and α ≥ 1.

Proof. 1) Let p = 2 and α = 1. Then Γ ∼= 2K2, and obviously γt(Γ) = 4.

Assume that p = 2 and α ≥ 2. Then by [8, Theorem 2.1], γ(Γ) = 4 and
D = {(0, 0), (0, 1), (1, 0), (1, 1)} is a γ-set for Γ. Since (0, 0) and (0, 1) are adjacent
to (1, 1) and (1, 0), respectively. Hence D is a γt-set for Γ. Thus γt(Γ) = 4.

In this case Γ is a disconnected graph. Hence by the definition of connected
dominating set, γc-set does not exist for Γ

2) Let p ≥ 3 and α ≥ 1. By [8, Theorem 2.1], we find that γ(Γ) = 3 and
D = {(0, 1), (1, 0), (2, 2)} is a γ-set for Γ. Vertices of D dominate among themselves.
Therefore γt(Γ) = γc(Γ) = 3.

Example 2.1. Let Γ1 = Cay(Z2 × Z24 ,Φ) and Γ2 = Cay(Z3 × Z3,Φ), which are shown
in Figures 2.1 and 2.2, respectively. Clearly Γ1 is a disconnected graph with two con-
nected components. Thus γc-set does not exist for Γ1. Also, total dominating set of
Γ1, is {(0, 0), (0, 1), (1, 0), (1, 1)}. Note that total and connected dominating set of Γ2 is
{(0, 1), (1, 0), (2, 2)}.

(0, 0)

(1, 1)

(0, 1)

(1, 0)

(0, 3)

(0, 5)

(0, 7)

(0, 9)

(0, 11)

(0, 13)

(0, 15)

(1, 14)

(1, 2)

(1, 4)

(1, 6)

(1, 8)

(1, 10)

(1, 12)

(0, 2)

(0, 4)

(1, 15)

(1, 13)

(1, 11)

(1, 9)

(1, 7)

(1, 5)

(1, 3) (0, 14)

(0, 12)

(0, 10)

(0, 8)

(0, 6)

Fig. 2.1: The graph Γ1 = Cay(Z2 × Z24 ,Φ) and its total dominating set.
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(0, 0)

(0, 2)

(1, 0)

(1, 2)

(2, 0)

(2, 2) (0, 1)

(1, 1)

(2, 1)

Fig. 2.2: The graph Γ2 = Cay(Z3 ×Z3,Φ) and its total and connected dominating
set.

3. Total and connected domination number and diameter of

Cay(Zp × Zpαqβ ,Φ)

Let p, q be prime numbers, α, β positive integers and Φ = ϕp × ϕpαqβ . In this
section, we find the total and connected domination number and diameter of Γ =
Cay(Zp × Zpαqβ ,Φ).

Lemma 3.1. Let Γ = Cay(Z2 × Z2αqβ ,Φ), where α, β ≥ 1. Then diam(Γ) = 3.

Proof. Γ is a disconnected graph with two connected components, say Γ1 and Γ2,
where V (Γ1) = {(1, v)|v is odd}∪{(0, v)|v is even} and V (Γ2) = {(0, v)|v is odd}∪
{(1, v)|v is even}.

Let (u, v), (u
′

, v
′

) ∈ V (Γ1). Then we have the following two possibilities:

i) u = u
′

and v 6= v
′

. Clearly d((u, v), (u
′

, v
′

)) ≥ 2. Let v and v
′

be multiple of
2q. Then (u− 1, 2q − 1) is common neighbor of (u, v) and (u

′

, v
′

). Also if v and v
′

be non-multiple of 2q, then (u − 1, 2q) is adjacent to both (u, v) and (u
′

, v
′

). Note
that a trivial observation shows that v and v′ have the same parity. Let v and v

′

be both multiple of one of the prime factors 2 or q. Then the other prime factor
is adjacent to both v and v

′

. Now let one of either v or v
′

is odd and is multiple

of q. Then (u, v), (u
′

, v
′

) ∈ {(1, v)|v is odd}. If v+v
′

2
be even, then (u − 1, v+v

′

2
) is

common neighbor of (u, v) and (u
′

, v
′

). Also if v+v
′

2
be odd, then (u− 1, v+v

′

2
+ q)

is adjacent to both (u, v) and (u
′

, v
′

). Let one of either v or v
′

is multiple of 2q. So

(u, v), (u
′

, v
′

) ∈ {(0, v)|v is even}. If v+v
′

2
∈ ϕ2αqβ , then (u − 1, v+v

′

2
) is common

neighbor of (u, v) and (u
′

, v
′

). Moreover if v+v
′

2
be even, then (u − 1, v+v

′

2
+ q) is

adjacent to both (u, v) and (u
′

, v
′

). Thus in this case d((u, v), (u
′

, v
′

)) = 2.

ii) u 6= u
′

and v 6= v
′

. If v − v
′

∈ ϕ2αqβ , then d((u, v), (u
′

, v
′

)) = 1. Suppose

that v − v
′

/∈ ϕ2αqβ , since u 6= u
′

and u, u
′

∈ Z2, we have no common neighbor

between (u, v) and (u
′

, v
′

). This implies that d((u, v), (u
′

, v
′

)) ≥ 3. Without loss of



Domination Parameters and Diameter of Abelian Cayley Graphs 701

generality assume that u = 0 and u
′

= 1. Since v − v
′

is an odd integer, we find
that v − v

′

+ 2 ∈ ϕ2αqβ . Thus (0, v)(1, v + 1)(0, v + 2)(1, v
′

) is a path of length 3

between (0, v) and (1, v
′

). So diam(Γ1) = 3 and similarly diam(Γ2) = 3. Therefore
diam(Γ) = 3.

Lemma 3.2. Let Γ = Cay(Z2 × Z2αqβ ,Φ), where α, β ≥ 1. Then γc(Γ) does not
exist and γt(Γ) = 8.

Proof. Γ is a disconnected graph with exactly two connected components Γ1 and Γ2

where V (Γ1) = {(1, v)|v is odd}∪{(0, v)|v is even} and V (Γ2) = {(0, v)|v is odd}∪
{(1, v)|v is even}. Hence by the definition of connected dominating set, γc-set does
not exist for Γ.

Assume first that (α, β) = (1, 1). Then by [8, Proposition 3.1], A = {(0, 0), (1, q)}
and B = {(0, 1), (1, q + 1)} dominate V (Γ1)\A and V (Γ2)\B, respectively. Hence
γ(Γ) = 4. Vertices of A are not adjacent to each other and A is not dominated
by one vertex. Note that (1, 1) and (0, q + 1) are adjacent to (0, 0) and (1, q), re-
spectively. Hence T1 = {(0, 0), (1, 1), (1, q), (0, q + 1)} is a γt-set for Γ1. Similarly
T2 = {(0, 1), (1, 0), (0, q), (1, q + 1)} is a γt-set for Γ2. Therefore γt(Γ) = 8.

Next consider the case where (α, β) 6= (1, 1). By [8, Lemma 3.2], γ(Γ) = 8 and
D = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 2), (1, 3)} is a γ-set for Γ. Vertices
(0, 1), (0, 0), (0, 3),
(0, 2) are adjacent to vertices (1, 0), (1, 1), (1, 2), (1, 3) respectively. Thus D becomes
a γt-set for Γ. Hence γt(Γ) = 8.

Proposition 3.1. Let Γ = Cay(Zp × Z2αpβ ,Φ), where α, β ≥ 1. Then diam(Γ) =
3.

Proof. Let (u, v), (u
′

, v
′

) ∈ V (Γ). Then we have the following three possibilities:

i) u = u
′

and v 6= v
′

. In this case d((u, v), (u
′

, v
′

)) ≥ 2. Suppose that v and v
′

are both even or odd. Hence by case i) of Lemma 3.1, d((u, v), (u
′

, v
′

)) = 2. Since
in Z2 ×Z2αpβ we have two connected components, where in each of them, if u = u

′

then v and v
′

are both even or odd.

Assume that one of either v or v
′

is even. Without loss of generality let v
is even and v

′

is odd. Also let (u
′′

, v
′′

) where u
′′

6= u, is common neighbor be-
tween (u, v), (u

′

, v
′

). If v
′′

be even then v − v
′′

/∈ ϕ2αpβ and if v
′′

be odd then

v
′

− v
′′

/∈ ϕ2αpβ . Thus we have no common neighbor between (u, v) and (u
′

, v
′

).

Hence d((u, v), (u
′

, v
′

)) ≥ 3. We consider u
′′

, u
′′′

6= u, if v and v
′

be multiple of
p, then (u, v)(u

′′

, p − 2)(u
′′′

, p − 1)(u, v
′

) is a path of length 3 between (u, v) and
(u

′

, v
′

). If v and v
′

be non-multiple of p, then the path (u, v)(u
′′

, p)(u
′′′

, 2v
′

)(u
′

, v
′

)
is connected. If v be multiple of p and v

′

be non-multiple of p, since v− v
′

∈ ϕ2αpβ

then (u, v)(u
′′

, v
′

)(u
′′′

, v)(u
′

, v
′

) is a path of length 3 between (u, v) and (u
′

, v
′

).

ii) u 6= u
′

and v = v
′

. In this case (u
′′

, v − 1) where u
′′

6= u, u
′

is common
neighbor of (u, v) and (u

′

, v
′

). Hence d((u, v), (u
′

, v
′

)) = 2.
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iii) u 6= u
′

and v 6= v
′

. If (u, v) and (u
′

, v
′

) be adjacent then d((u, v), (u
′

, v
′

)) =
1. Now assume that (u, v) and (u

′

, v
′

) are not adjacent. Let v and v
′

be both even
or odd. Then by case i) of Lemma 3.1, we know that there is a vertex (u

′′

, v
′′

),
where u

′′

6= u, u
′

and v
′′

is adjacent to v and v
′

, that is adjacent to both (u, v) and
(u

′

, v
′

). Thus d((u, v), (u
′

, v
′

)) = 2.

Now let one of either v or v
′

is even. Then by second paragraph of case i) and
also by using of case ii) of Lemma 3.1, we see that d((u, v), (u

′

, v
′

)) = 3. Therefore
diam(Γ) = 3.

Proposition 3.2. Let Γ = Cay(Zp × Z2αpβ ,Φ), where α, β ≥ 1. Then

i) γt(Γ) = 6.

ii) γc(Γ) is given by Table 3.1.

Table 3.1: γc(Cay(Zp × Z2αpβ ,Φ)) where α, β ≥ 1.

Γ γc(Γ) Comments
Cay(Zp × Z2αpβ ,Φ) 7 p = 3
Cay(Zp × Z2αpβ ,Φ) 6 p ≥ 5

Proof. i) Let (α, β) = (1, 1). By [8, Proposition 3.1], we see that γ(Γ) = 4 and D =
{(0, 0), (0, 1), (1, p), (1, p+1)} is a γ-set for Γ. Vertices of D are not adjacent to each
other. Hence γt(Γ) > 4. Let a vertex say (u, v) dominates all vertices of D. Then
(u, v) is adjacent to (0, 0) hence (u, v) ∈ Φ. On the other hand (u, v) is adjacent
to (0, 1) thus (u, v) 6∈ Φ, which is impossible. We conclude that γt(Γ) > 5. Since
vertex (p−1, p−1) is adjacent to vertices (0, 1), (1, p) and also vertex (p−1, 2p−1)
is adjacent to vertices (0, 0), (1, p+1). Hence T = {(0, 0), (0, 1), (1, p), (1, p+1), (p−
1, p− 1), (p− 1, 2p− 1)} is a γt-set for Γ.

Finally (α, β) 6= (1, 1). In this case by [8, Proposition 3.3], γ(Γ) = 6 and D′ =
{(0, 0), (0, 1), (1, 2), (1, 3), (2, 4), (2, 5)} is a γ-set for Γ. If p = 3, then we find that
vertices (0, 0), (0, 1), (1, 3) are adjacent to vertices (2, 5), (1, 2), (2, 4), respectively
and if p ≥ 5 then vertices (0, 0), (1, 3), (2, 4), (0, 1), (1, 2) are adjacent to vertices
(1, 3), (2, 4), (0, 1), (1, 2), (2, 5), respectively. Thus D′ becomes a γt-set for Γ.

Note that both T and D
′

are two γt-sets for Γ, where α, β ≥ 1. Therefore
γt(Γ) = 6.

ii) By using a similar argument given in the proof of case i), we have γc(Γ) ≥ 6.

Assume first that p = 3. Then the subgraphs generated by T and D
′

are discon-
nected. Since the subgraph generated by D

′

has exactly three connected compo-
nents which are induced subgraphs generated by sets {(0, 0), (2, 5)}, {(0, 1), (1, 2)}
and {(1, 3), (2, 4)}, also the subgraph generated by T has exactly two connected com-
ponents which are induced subgraphs generated by sets {(0, 1), (1, p), (p− 1, p− 1)}
and {(0, 0), (1, p+ 1), (p− 1, 2p− 1)}. We conclude that γc(Γ) ≥ 7.
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Note that vertex (0, p) is adjacent to vertices (p−1, p−1) and (1, p+1). Therefore
C = {(0, 0), (0, 1), (1, p), (1, p+1), (p− 1, p− 1), (p− 1, 2p− 1), (0, p)} is a connected
dominating set for Γ with minimum cardinality. Therefore γc(Γ) = 7.

Now suppose that p ≥ 5. According to the proof of final part of case i), we
see that D

′

becomes a connected dominating set for Γ with minimum cardinality.
Therefore in this case γc(Γ) = 6.

Proposition 3.3. Let Γ = Cay(Zp×Zpαqβ ,Φ), where p, q ≥ 3 and α, β ≥ 1. Then
diam(Γ) = 2.

Proof. Let (u, v), (u
′

, v
′

) ∈ V (Γ). Then we have the following three possibilities:

i) u = u
′

and v 6= v
′

. Hence d((u, v), (u
′

, v
′

)) ≥ 2. Let v and v
′

be multiple of
pq, then (u− 1, pq− 1) is common neighbor of (u, v) and (u

′

, v
′

). Let v, v
′

∈ ϕpαqβ ,

then (u − 1, pq) is adjacent to both (u, v) and (u
′

, v
′

). Let v and v
′

be multiple of
p, then q is adjacent to both v and v

′

. Also let v and v
′

be multiple of q, then p is
adjacent to both v and v

′

. So d((u, v), (u
′

, v
′

)) = 2. Let v is multiple of p and v
′

is

multiple of q. If v and v
′

be both even or odd, then we show that (u− 1, v+v
′

2
) is a

common neighbor of (u, v) and (u
′

, v
′

). Assume that v = kp and v
′

= k
′

q; k, k
′

∈ Z.

Then v − v+v
′

2
= v−v

′

2
= kp−k

′

q
2

. Suppose that kp−k
′

q
2

/∈ ϕpαqβ and without loss

of generality assume kp−k
′

q
2

= k
′′

p; k
′′

∈ Z. Then kp − k
′

q = 2k
′′

p which implies

kp− 2k
′′

p = k
′

q. Hence (k−2k
′′

k
′ )p = q, which is impossible, since q is not a multiple

of p. Hence kp−k
′

q
2

∈ ϕpαqβ , and v is adjacent to v+v
′

2
. Similarly v

′

is adjacent to
v+v

′

2
. If one of either v or v

′

be odd, then 2(v + v
′

) is adjacent to both v and v
′

.

Assume that v = kp is even and v
′

= k
′

q is odd. Without loss of generality let

2(v + v
′

) − v = v + 2v
′

= k
′′

p. Then kp+ 2k
′

q = k
′′

p. This implies (k
′′

−k

2k
′ )p = q,

which is impossible. Thus v is adjacent to 2(v + v
′

). Similarly v
′

is adjacent to
2(v + v

′

). Hence d((u, v), (u
′

, v
′

)) = 2. Let v be multiple of p or q and v
′

∈ ϕpαqβ .

Assume that v and v
′

be both even or odd. If v − v
′

∈ ϕpαqβ then it is easy to see

that v+v
′

2
is adjacent to both v and v

′

and if v− v
′

/∈ ϕpαqβ then v − v
′

is adjacent

to both v and v
′

. Now suppose that one of either v or v
′

is odd. If v be multiple of
p then v

′

q is adjacent to both v and v
′

. If v be multiple of q then v
′

p is adjacent
to both v and v

′

. Moreover if v be multiple of pq then v
′

(p+ q) is adjacent to both
v and v

′

. Thus d((u, v), (u
′

, v
′

)) = 2. Let one of either v or v
′

is multiple of p or
q and other is multiple of pq. We know that +2 and −2 is adjacent to all of the
multiple of pq. Since by proof of [8, Proposition 3.1], λ = 2, hence v is adjacent
to +2 or −2 or both of them. So we have a common neighbor between (u, v) and
(u

′

, v
′

). Therefore d((u, v), (u
′

, v
′

)) = 2.

ii) u 6= u
′

and v = v
′

. In this case the vertex (u
′′

, v − 1) where u
′′

6= u, u
′

, is a
common neighbor of (u, v) and (u

′

, v
′

). Thus d((u, v), (u
′

, v
′

)) = 2.

iii) u 6= u
′

and v 6= v
′

. Hence by i) and ii), d((u, v), (u
′

, v
′

)) = 2.

Therefore diam(Γ) = 2.
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Proposition 3.4. Let Γ = Cay(Zp×Zpαqβ ,Φ), where p, q ≥ 3 and α, β ≥ 1. Then
γt(Γ) and γc(Γ) is given by Table 3.2.

Table 3.2: γt(Cay(Zp × Zpαqβ ,Φ)) = γc(Cay(Zp × Zpαqβ ,Φ)) where p, q ≥ 3 and
α, β ≥ 1.

Γ γt(Γ), γc(Γ) Comments
Cay(Zp × Zpαqβ ,Φ) 5 one of the prime factors is 3
Cay(Zp × Zpαqβ ,Φ) 4 p, q ≥ 5

Proof. Assume first that one of the prime factors is 3. Let (α, β) = (1, 1). Then
by [8, Proposition 3.1], γ(Γ) = 4 and D = {(0, 0), (0, 1), (1, x′), (1, y′)} is a γ-set
for Γ, where x, x′ and y, y′ are consecutive integers in Zpq, each of which shares a
prime factor with pq where x′ is a multiple of p and y′ is a multiple of q. Note that
vertices of D are not adjacent to each other. Hence γt(Γ) > 4. Also D is dominated
by {(2, 2)}. Thus T = {(0, 0), (0, 1), (1, x′), (1, y′), (2, 2)} is a γt-set and γc-set for
Γ.

The next case is where (α, β) 6= (1, 1). By [8, Table 1], γ(Γ) = 5 and D =
{(0, 0), (0, 1), (1, 2), (2, 3), (2, 4)} is a γ-set for Γ. Vertices (0, 0), (2, 4), (1, 2), (0, 1)
are adjacent to vertices (2, 4), (1, 2), (0, 1), (2, 3), respectively. Hence D dominates
all vertices of Γ and the subgraph generated by D is connected. Thus D becomes
a γt-set and γc-set for Γ. Therefore γt(Γ) = γc(Γ) = 5.

Finally assume that p, q ≥ 5. Then by [8, Proposition 3.1, Table 1], γ(Γ) = 4
and D = {(0, 0), (1, 1), (2, 2), (3, 3)} is a γ-set for Γ. Since p, q ≥ 5 then vertices of
D dominate among themselves. Therefore γt(Γ) = γc(Γ) = 4.

As an immediate consequence of Lemma 3.2 and Propositions 3.2, 3.4, we have
the following theorem.

Theorem 3.1. Let Γ = Cay(Zp × Zpαqβ ,Φ), where p, q ≥ 2 and α, β ≥ 1. Then
γt(Γ) and γc(Γ) is given by Table 3.3.

Table 3.3: γt(Cay(Zp × Zpαqβ ,Φ)), γc(Cay(Zp × Zpαqβ ,Φ)) where α, β ≥ 1.

Γ γt(Γ) γc(Γ) Comments
Cay(Z2 × Z2αqβ ,Φ) 8 does not exist
Cay(Zp × Z2αpβ ,Φ) 6 7 p = 3
Cay(Zp × Z2αpβ ,Φ) 6 6 p ≥ 5
Cay(Zp × Zpαqβ ,Φ) 5 5 one of the prime factors is 3
Cay(Zp × Zpαqβ ,Φ) 4 4 p, q ≥ 5
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Example 3.1. The graph Γ = Cay(Z2 × Z2×32 ,Φ), which is shown in Figure 3.1, is
a disconnected graph with two connected components, say Γ1 and Γ2. Thus γc-set

does not exist for Γ. In this graph two sets T1 = {(0, 0), (0, 4), (1, 1), (1, 3)} and T2 =
{(0, 1), (0, 3), (1, 0), (1, 4)} are γt-sets sets for Γ1 and Γ2, respectively. Hence γt(Γ) = 8.

(0, 1)
(0, 3)

(0, 5)

(0, 7)

(0, 9)

(0, 11)

(0, 13)

(0, 15)

(0, 17)
(1, 0)

(1, 2)

(1, 4)

(1, 6)

(1, 8)

(1, 10)

(1, 12)

(1, 14)

(1, 16)
(0, 0)

(0, 2)

(0, 4)

(0, 6)

(0, 8)

(0, 10)

(0, 12)

(0, 14)

(0, 16)(1, 1)
(1, 3)

(1, 5)

(1, 7)

(1, 9)

(1, 11)

(1, 13)

(1, 15)

(1, 17)

Fig. 3.1: Two connected components of Γ = Cay(Z2 × Z2×32 ,Φ), left Γ1, right Γ2

Example 3.2. Let p = 3, q = 5. Then total and connected dominating set of Γ =
Cay(Z3 × Z15,Φ), which is shown in Figure 3.2, is {(0, 0), (0, 1), (1, 6), (1, 10), (2, 2)}.

(0, 1)(0, 2)
(0, 3)

(0, 4)
(0, 5)

(0, 6)
(0, 7)

(0, 8)

(0, 9)

(0, 10)

(0, 11)

(0, 12)

(0, 13)

(0, 14)

(2, 14)(2, 13)
(2, 12)

(2, 11)
(2, 10)
(2, 9)

(2, 8)

(2, 7)

(2, 6)

(2, 5)

(2, 4)

(2, 3)

(2, 2)

(2, 1)

(1, 0)

(1, 1)

(1, 2)
(1, 3)

(1, 4)
(1, 5)

(1, 6)(1, 7)(1, 8)

(2, 0)

(1, 14)

(1, 13)
(1, 12)

(1, 11)
(1, 10)(1, 9)

(0, 0)

Fig. 3.2: The graph Γ = Cay(Z3 × Z15,Φ) and its total dominating set.

4. Total and connected domination number and diameter of

Cay(Zp × Zpαqβrγ ,Φ)

Let p, q, r be three prime numbers, α, β, γ positive integers and Φ = ϕp × ϕpαqβrγ .
In this section, we obtain the total and connected domination number of Cay(Zp ×
Zpαqβrγ ,Φ) and we extend the results in the previous section for diameter of this
graph.
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Lemma 4.1. Let Γ = Cay(Z2 ×Z2αqβrγ ,Φ), where p, q, r are distinct prime num-
bers and α, β, γ ≥ 1. Then diam(Γ) = 3.

Proof. Γ is a disconnected graph with two connected components, say Γ1 and Γ2,
where V (Γ1) = {(1, v)|v is odd}∪{(0, v)|v is even} and V (Γ2) = {(0, v)|v is odd}∪
{(1, v)|v is even}.

Let (u, v), (u
′

, v
′

) ∈ V (Γ1). Then we have the following two possibilities:

i) u = u
′

, v 6= v
′

. Since u = u
′

hence d((u, v), (u
′

, v
′

)) ≥ 2. Now by Table 4.1
we show that d((u, v), (u

′

, v
′

)) = 2. In this table, when v, v
′

are odd we have
u = u

′

= 1, u
′′

= 0 and when v, v
′

are even we have u = u
′

= 0, u
′′

= 1. We prove
the rows 6, 8 of the table and the rest is similarly proven.

Let v, v
′

are odd and v = kq, v
′

= k
′

qr, k, k
′

∈ Z. If v+v
′

q
be non-multiple of q

then we show that v+v
′

q
is adjacent to both v and v

′

.

Let k
′′

∈ Z. If v − v+v
′

q
= 2k

′′

, then k(q − 1) − k
′

r = 2k
′′

. This implies

k = 2k
′′

+k
′

r
q−1

. Since 2k
′′

+ k
′

r is odd and q− 1 is even hence k is non-integer, which

is impossible. If v− v+v
′

q
= k

′′

q, then v+v
′

q
= (k−k

′′

)q, which is inaccurate because

v+v
′

q
is non-multiple of q. Moreover if v − v+v

′

q
= k

′′

r, then k = (k
′

+k
′′

q−1
)r. But

we know that k is non-multiple of r. So v − v+v
′

q
∈ ϕ2αqβrγ and similarly v

′

is

adjacent to v+v
′

q
. Since u

′′

is adjacent to u, u
′

thus (u
′′

, v+v
′

q
) is common neighbor

between (u, v), (u
′

, v
′

). Similarly it is easy to see that if v+v
′

q
be multiple of q then

(u
′′

, v+v
′

q
+ 2r) is adjacent to both (u, v) and (u

′

, v
′

).

Let v ∈ ϕ2αqβrγ , v
′

= kq is odd and k, k
′′

∈ Z. If v − (v + v
′

)r = 2k
′′

, then

v = 2k
′′

+(v+v
′

)r. Hence v is even, which is inaccurate. Also if v−(v+v
′

)r = k
′′

q,

then v = (k
′′
+kr

1−r
)q and if v − (v + v

′

)r = k
′′

r, then v = (k
′′

+ v + v
′

)r, which are

impossible. Hence v is adjacent to (v + v
′

)r. Similarly it is easy to see that v
′

is
adjacent to (v+v

′

)r. Therefore (u
′′

, (v+v
′

)r) is adjacent to both (u, v) and (u
′

, v
′

).

ii) u 6= u
′

, v 6= v
′

. If v be adjacent to v
′

, then d((u, v), (u
′

, v
′

)) = 1. Suppose
that v be non-adjacent to v

′

, since u 6= u
′

and u, u
′

∈ Z2, hence we have no
common neighbor between (u, v) and (u

′

, v
′

). This implies that d((u, v), (u
′

, v
′

)) ≥
3. Without loss of generality assume that u = 0 and u

′

= 1. Now by Table 4.2 we
show that d((u, v), (u

′

, v
′

)) = 3. In this table u, u
′′′

= 0 and also u
′

, u
′′

= 1. Now
we prove the fifth row and the rest is similarly proven. Let v = 2kr; k ∈ Z and
v

′

∈ ϕ2αqβrγ . Clearly u, u
′′′

are adjacent to u
′

, u
′′

.

First we show that v is adjacent to q. Let k
′′

∈ Z.

If v − q = 2k
′′

, then q = 2(kr − k
′′

).

If v − q = k
′′

q, then r = (
k

′′

+ 1

2k
)q.
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If v − q = k
′′

r, then q = (2k − k
′′

)r.

In all three cases, we came across a contradiction. So v − q ∈ ϕ2αqβrγ .

Next we prove that q is adjacent to (q + v
′

)r.

If (q + v
′

)r − q = 2k
′′

, then k
′′

=
(q + v

′

)r − q

2
.

If (q + v
′

)r − q = k
′′

q, then v
′

= (
k

′′

− r + 1

r
)q.

If (q + v
′

)r − q = k
′′

r, then q = (q + v
′

− k
′′

)r.

which is impossible, since k
′′

is integer and v
′

∈ ϕ2αqβrγ and also q is non-integer
of r.

Finally we show that (q + v
′

)r is adjacent to v
′

.

If (q + v
′

)r − v
′

= 2k
′′

, then k
′′

=
(q + v

′

)r − v
′

2
.

If (q + v
′

)r − v
′

= k
′′

q, then v
′

= (
k

′′

− r

r − 1
)q.

If (q + v
′

)r − v
′

= k
′′

r, then v
′

= (q + v
′

− k
′′

)r.

Again which are impossible. This implies that (u, v)(u
′′

, q)(u
′′′

, (q + v
′

)r)(u
′

, v
′

)
is shortest path between (u, v) and (u

′

, v
′

). Thus diam(Γ1) = 3 and similarly
diam(Γ2) = 3. Therefore diam(Γ) = 3.

Lemma 4.2. Let Γ = Cay(Z2 × Z2αqβrγ ,Φ), where α, β, γ ≥ 1. Then γc(Γ) does
not exist and γt(Γ) = 12.

Proof. Clearly Γ is a disconnected graph with two connected components say Γ1 and
Γ2. Let V1 = V (Γ1) and V2 = V (Γ2). Then V1 = {(1, v)|v is odd}∪{(0, v)|v is even}
and V2 = {(0, v)|v is odd}∪{(1, v)|v is even}. Hence by the definition of connected
dominating set, γc-set does not exist for Γ.

Let (α, β, γ) = (1, 1, 1). Then we find by [8, Lemma 4.1], that γ(Γ) = 8 and
D1 = {(0, 0), (0, 2), (1, x4), (1, x

′
4)} and D2 = {(0, 1), (0, 3), (1, x5), (1, x

′
5)} are mini-

mal dominating sets for Γ1 and Γ2 respectively, where X5
i = {x1, x2, x3, x4, x5} and

X5
j = {x′

1, x
′
2, x

′
3, x

′
4, x

′
5} are consecutive integers in Z2qr , each of which shares

a prime factor with 2qr. Since vertices of D1 are not adjacent to each other,
we conclude that γt(Γ1) > 4. On the other hand it is clear that D1 is not
dominated by one vertex. Hence γt(Γ1) > 5. Vertex (1, 1) is adjacent to ver-
tices (0, 0), (0, 2) and vertex (0, 4) is adjacent to vertices (1, x4), (1, x

′
4). Thus

T1 = {(0, 0), (0, 2), (0, 4), (1, 1), (1, x4), (1, x
′
4)} dominates all vertices of Γ1. Sim-

ilarly T2 = {(0, 1), (0, 3), (0, 5), (1, 2), (1, x5), (1, x
′
5)} dominates all vertices of Γ2.

Hence γt(Γ) = 12.
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Table 4.1: Common neighbor between (u, v), (u
′

, v
′

) in Γ = Cay(Z2 × Z2αqβrγ ,Φ)

u = u
′

, v 6= v
′

common neighbor Comments

v, v
′

∈ ϕ2αqβrγ (u
′′

, 2qr)

v, v
′

are odd and multiple of q (u
′′

, 2r)

v, v
′

are odd and multiple of r (u
′′

, 2q)

v, v
′

are odd and multiple of qr (u
′′

, 2)

v is odd and multiple of q (u
′′

, v+v
′

2
) if v+v

′

2
be even

and v
′

is odd and multiple of r (u
′′

, v+v
′

2
+ qr) if v+v

′

2
be odd

v is odd and multiple of q (u
′′

, v+v
′

q
) if v+v

′

q
6= kq, k ∈ Z

and v
′

is odd and multiple of qr (u
′′

, v+v
′

q
+ 2r) if v+v

′

q
= k

′

q, k
′

∈ Z

v is odd and multiple of r (u
′′

, v+v
′

r
) if v+v

′

r
6= kr, k ∈ Z

and v
′

is odd and multiple of qr (u
′′

, v+v
′

r
+ 2q) if v+v

′

r
= k

′

r, k
′

∈ Z

v ∈ ϕ2αqβrγ and v
′

is odd and multiple of q (u
′′

, (v + v
′

)r)

v ∈ ϕ2αqβrγ and v
′

is odd and multiple of r (u
′′

, (v + v
′

)q)

v ∈ ϕ2αqβrγ and v
′

is odd multiple of qr (u
′′

, (v + v
′

)2)

v, v
′

are even and multiple of r (u
′′

, q)

v, v
′

are even and multiple of q (u
′′

, r)

v, v
′

are even and non-multiple of q and r (u
′′

, qr)

v, v
′

are even and multiple of 2qr (u
′′

, 2qr − 1)

v is even and multiple of q (u
′′

, v+v
′

2
+ qr) if v+v

′

2
be even

and v
′

is even and multiple of r (u
′′

, v+v
′

2
) if v+v

′

2
be odd

v is even and multiple of qr (u
′′

, v
′

2
) if v

′

2
∈ ϕ2αqβrγ

and v
′

is even and non-multiple of (u
′′

, v
′

2
+ qr) if v

′

2
/∈ ϕ2αqβrγ

q and r

v is even and multiple of qr (u
′′

, v
′

q
+ qr) if v

′

q
6= kq, k ∈ Z

and v
′

is even and multiple of q (u
′′

, v
′

q
+ r) if v

′

q
= k

′

q, k
′

∈ Z

v is even and multiple of qr (u
′′

, v
′

r
+ qr) if v

′

r
6= kr, k ∈ Z

and v
′

is even and multiple of r (u
′′

, v
′

r
+ q) if v

′

r
= k

′

r, k
′

∈ Z

Let (α, β, γ) 6= (1, 1, 1). Then by [8, Lemma 4.3], γ(Γ) = 12. Indeed D1 =
{(0, 0), (0, 2), (0, 4), (1, 1), (1, 3), (1, 5)} andD2 = {(0, 1), (0, 3), (0, 5), (1, 0), (1, 2), (1, 4)}
are minimal dominating sets for Γ1, Γ2, respectively. Vertex (1, 1) is adjacent
to vertices (0, 0), (0, 2) and vertex (0, 4) is adjacent to vertices (1, 3), (1, 5). Thus
D1 becomes a γt-set for Γ1. Similarly D2 becomes a γt-set for Γ2. Therefore
γt(Γ) = 12.

Proposition 4.1. Let Γ = Cay(Zp×Z2αpβrγ ,Φ), where α, β, γ ≥ 1. Then diam(Γ) = 3.
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Table 4.2: Shortest path between (u, v), (u
′

, v
′

) in Γ = Cay(Z2 × Z2αqβrγ ,Φ)

u 6= u
′

, v 6= v
′

shortest path between (u, v), (u
′

, v
′

) Comments

v = 2kqr, k ∈ Z, v
′

∈ ϕ2αqβrγ (u, v)(u
′

, v
′

) d((u, v), (u
′

, v
′

)) = 1

v is multiple of 2qr and (u, v)(u
′′

, 1)(u
′′′

, (1 + v
′

)r)(u
′

, v
′

)

v
′

is odd and multiple of q

v is multiple of 2qr and (u, v)(u
′′

, 1)(u
′′′

, (1 + v
′

)q)(u
′

, v
′

)

v
′

is odd and multiple of r

v is multiple of 2qr and (u, v)(u
′′

, 1)(u
′′′

, (1 + v
′

)2)(u
′

, v
′

)

v
′

is odd and multiple of qr

v = 2kr, k ∈ Z, v
′

∈ ϕ2αqβrγ (u, v)(u
′′

, q)(u
′′′

, (q + v
′

)r)(u
′

, v
′

)

v is multiple of 2r and (u, v)(u
′′

, q)(u
′′′

, q+v
′

2
)(u

′

, v
′

) if q+v
′

2
be even

v
′

is odd and multiple of r (u, v)(u
′′

, q)(u
′′′

, q+v
′

2
+ qr)(u

′

, v
′

) if q+v
′

2
be odd

v is multiple of 2r and (u, v)(u
′′

, q)(u
′′′

, 2r)(u
′

, v
′

)

v
′

is odd and multiple of q

v is multiple of 2r and (u, v)(u
′′

, q)(u
′′′

, q+v
′

q
)(u

′

, v
′

) if q+v
′

q
6= kq, k ∈ Z

v
′

is odd and multiple of qr (u, v)(u
′′

, q)(u
′′′

, q+v
′

q
+ 2r)(u

′

, v
′

) if q+v
′

q
= k

′

q, k
′

∈ Z

v = 2kq, k ∈ Z, v
′

∈ ϕ2αqβrγ (u, v)(u
′′

, r)(u
′′′

, (r + v
′

)q)(u
′

, v
′

)

v is multiple of 2q and (u, v)(u
′′

, r)(u
′′′

, r+v
′

2
)(u

′

, v
′

) if r+v
′

2
be even

v
′

is odd and multiple of q (u, v)(u
′′

, r)(u
′′′

, r+v
′

2
+ qr)(u

′

, v
′

) if r+v
′

2
be odd

v is multiple of 2q and (u, v)(u
′′

, r)(u
′′′

, 2q)(u
′

, v
′

)

v
′

is odd and multiple of r

v is multiple of 2q and (u, v)(u
′′

, r)(u
′′′

, r+v
′

r
)(u

′

, v
′

) if r+v
′

r
6= kr, k ∈ Z

v
′

is odd and multiple of qr (u, v)(u
′′

, r)(u
′′′

, r+v
′

r
+ 2q)(u

′

, v
′

) if r+v
′

r
= k

′

r, k
′

∈ Z

v = 2k, k ∈ Z, v
′

∈ ϕ2αqβrγ (u, v)(u
′′

, qr)(u
′′′

, (qr + v
′

)2)(u
′

, v
′

)

v is multiple of 2 and (u, v)(u
′′

, qr)(u
′′′

, qr+v
′

q
)(u

′

, v
′

) if qr+v
′

q
6= kq, k ∈ Z

v
′

is odd and multiple of q (u, v)(u
′′

, qr)(u
′′′

, qr+v
′

q
+ 2r)(u

′

, v
′

) if qr+v
′

q
= k

′

q, k
′

∈ Z

v is multiple of 2 and (u, v)(u
′′

, qr)(u
′′′

, qr+v
′

r
)(u

′

, v
′

) if qr+v
′

r
6= kr, k ∈ Z

v
′

is odd and multiple of r (u, v)(u
′′

, qr)(u
′′′

, qr+v
′

r
+ 2q)(u

′

, v
′

) if qr+v
′

r
= k

′

r, k
′

∈ Z

v is multiple of 2 and (u, v)(u
′′

, qr)(u
′′′

, 2)(u
′

, v
′

)

v
′

is odd and multiple of qr

Proof. We proceed along the lines of Theorem 4.1, and q := p. Let (u, v), (u
′

, v
′

)
are arbitrary vertices of Γ. Then we have following three possibilities:

i) u = u
′

, v 6= v
′

. We know that d((u, v), (u
′

, v
′

)) ≥ 2. Assume that v and v
′

are
both even or odd. Thus by case i) of Theorem 4.1, we have d((u, v), (u

′

, v
′

)) = 2.
Suppose that one of either v or v

′

is odd. Hence we have no path of length 2 between
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(u, v), (u
′

, v
′

). Now we show that d((u, v), (u
′

, v
′

)) = 3. Without loss of generality
assume that v is even and v

′

is odd. If v be multiple of 2pr and v
′

be multiple of
pr, then (u, v)(u

′′

, pr−2)(u
′′′

, pr−1)(u
′

, v
′

) is a path of length 3 between (u, v) and
(u

′

, v
′

), where u = u
′

6= u
′′

6= u
′′′

. If v be multiple of 2pr and v
′

∈ ϕ2αpβrγ , note

that v and v
′

are adjacent, then (u, v)(u
′′

, v
′

)(u
′′′

, v)(u
′

, v
′

) is a shortest path. For
other cases of v and v

′

we are using of Table 4.2, where u = u
′

6= u
′′

6= u
′′′

.

ii) u 6= u
′

, v = v
′

. In this case vertex (u
′′

, v− 1) is a common neighbor between
(u, v) and (u

′

, v
′

), where u
′′

6= u, u
′

. Thus d((u, v), (u
′

, v
′

)) = 2.

iii) u 6= u
′

, v 6= v
′

. Let v and v
′

be both even or odd. Then by Table 4.1, where
u

′′

6= u, u
′

, we see that d((u, v), (u
′

, v
′

)) = 2. Let one of either v or v
′

be even
and other be odd. Then by Table 4.2, where u = u

′′′

and u
′

= u
′′

, we see that
d((u, v), (u

′

, v
′

)) = 3. Therefore diam(Γ) = 3.

Proposition 4.2. Let Γ = Cay(Zp × Z2αpβrγ ,Φ), where α, β, γ ≥ 1. Then γt(Γ)
and γc(Γ) is given by Table 4.3.

Table 4.3: γt(Cay(Zp × Z2αpβrγ ,Φ)) and γc(Cay(Zp × Z2αpβrγ ,Φ))

Γ γt(Γ) γc(Γ) Comments
Cay(Zp × Z2αpβrγ ,Φ) 10 12 one of the prime factors is 3

p = 3
Cay(Zp × Z2αpβrγ ,Φ) 10 10 one of the prime factors is 3

p ≥ 5
Cay(Zp × Z2αpβrγ ,Φ) 8 8 p, r ≥ 5

Proof. Assume first that one of the prime factors is 3. In this case if (α, β, γ) =
(1, 1, 1) then by [8, Lemma 4.2], γ(Γ) = 8 and

D = {(0, 0), (0, 1), (0, 2), (0, 3), (1, x4), (1, x
′

4), (1, x5), (1, x
′

5)}

is a γ-set for Γ. Vertices of D are not adjacent to each other. Hence γt(Γ) >
8. Note that D is not dominated by one vertex, since every vertex (u, v) ∈ V ,
where v is an odd (even) integer, is not adjacent to the vertex (u

′

, v
′

), where
v

′

is an odd (even) integer. This implies that γt(Γ) > 9. Now we take an-
other dominating set with cardinality 10. By [8, Proposition 4.4], we have D

′

=
{(0, 0), (0, 1), (0, 2), (0, 3), (1, 4), (1, 5), (2, 6), (2, 7), (2, 8), (2, 9)} is a dominating set
of Γ. If the other prime factor is 5, then vertices (0, 0), (0, 1), (0, 2), (0, 3), (1, 5)
are adjacent to vertices (2, 7), (2, 8), (2, 9), (1, 4), (2, 6), respectively. Also let other
prime factor be ≥ 7 then vertices (0, 0), (0, 1), (0, 2), (0, 3), (1, 4) are adjacent to ver-
tices (1, 5), (2, 6), (2, 7), (2, 8), (2, 9), respectively. Hence D

′

becomes a γt-set for Γ.
Therefore γt(Γ) = 10.

Let (α, β, γ) 6= (1, 1, 1). By [8, Proposition 4.4], γ(Γ) = 10. By previous para-
graph, γt(Γ) = 10.
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Now we find the connected domination number of Γ where one of the prime
factors is 3. By above discussion γc(Γ) > 9. We use again from D

′

.

Let p = 3. Without loss of generality assume that r = 5. Then the subgraph
generated by D

′

has exactly five connected components which are induced the sub-
graphs generated by sets {(0, 0), (2, 7)}, {(0, 1), (2, 8)}, {(0, 2), (2, 9)}, {(0, 3), (1, 4)}
and {(1, 5), (2, 6)}. Hence γc(Γ) > 10. Let a vertex say (u, v) ∈ V (Γ), where v is
an odd integer, dominates all vertices (0, 0), (2, 8), (0, 2), (1, 4), (2, 6). Since u ∈ Z3,
it is impossible. This implies that γc(Γ) > 11. Next consider another dominating
with cardinality 12.

Let

A = {(1, 1), (2, 2), (1, 4), (2, 5), (1, 7), (2, 8), (1, 10), (2, 11)},

B = {(0, 0), (2, 2), (0, 3), (2, 5), (0, 6), (2, 8), (0, 9), (2, 11)}

and

C = {(0, 0), (1, 1), (0, 3), (1, 4), (0, 6), (1, 7), (0, 9), (1, 10)}.

Then A, B and C dominate {(0, v)|v ∈ Z2α3βrγ}, {(1, v)|v ∈ Z2α3βrγ} and {(2, v)|v ∈
Z2α3βrγ} respectively. Thus

D
′′

= {(0, 0), (1, 1), (2, 2), (0, 3), (1, 4), (2, 5), (0, 6), (1, 7), (2, 8), (0, 9), (1, 10), (2, 11)}

is a dominating set for Γ. Both vertices next to each other in D
′′

are adjacent.
Hence the subgraph generated by D

′′

is connected. Therefore γc(Γ) = 12.

Let p ≥ 5. ThenD
′′′

= {(0, 0), (1, 1), (2, 2), (3, 3), (4, 4), (0, 5), (1, 6), (2, 7), (3, 8),
(4, 9)} is a dominating set for Γ. Both vertices next to each other in D

′′′

are adja-
cent. Thus the subgraph generated by D

′′′

is connected. Therefore γc(Γ) = 10.

Finally assume that p, r ≥ 5. By [8, Lemma 4.2, Proposition 4.4], γ(Γ) = 8 and
by using a proof of proposition 4.4, we know that D

′′′′

= {(0, 0), (1, 1), (2, 2), (3, 3),
(4, 4), (2, 5), (1, 6), (0, 7)} is a γ-set for Γ, where α, β, γ ≥ 1. Both vertices next to
each other in D

′′′′

are adjacent. Hence D
′′′′

is a γt-set and γc-set for Γ. Therefore
γt(Γ) = γc(Γ) = 8.

Proposition 4.3. Let Γ = Cay(Zp×Zpαqβrγ ,Φ), where p, q, r ≥ 3 and α, β, γ ≥ 1.
Then diam(Γ) = 2.

Proof. Let (u, v), (u
′

, v
′

) are arbitrary vertices of Γ. Then we have following three
possibilities:

i) u = u
′

, v 6= v
′

. By Table 4.5, we show that d((u, v), (u
′

, v
′

)) = 2. In this table
u

′′

6= u.

ii) u 6= u
′

and v = v
′

. In this case the vertex (u
′′

, v − 1) where u
′′

6= u, u
′

, is a
common neighbor of (u, v) and (u

′

, v
′

). Thus d((u, v), (u
′

, v
′

)) = 2.

iii) u 6= u
′

and v 6= v
′

. Hence by (i) and (ii), d((u, v), (u
′

, v
′

)) = 2.

Therefore diam(Γ) = 2.
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Table 4.4: Common neighbor between (u, v), (u
′

, v
′

) in Γ = Cay(Zp × Zpαqβrγ ,Φ)

u = u
′

, v 6= v
′

common neighbor Comments

v, v
′

∈ ϕpαqβrγ (u
′′

, pqr)

v, v
′

are multiples of pqr (u
′′

, pqr − 1)

v, v
′

are multiples of pq (u
′′

, r)

v, v
′

are multiples of pr (u
′′

, q)

v, v
′

are multiples of qr (u
′′

, p)

v, v
′

are multiples of p (u
′′

, qr)

v 6= v
′

and each of them is (u
′′

, v+v
′

2
) if v − v

′

∈ ϕpαqβrγ

multiple of one of the prime factor (u
′′

, 2(v + v
′

)) if v − v
′

/∈ ϕpαqβrγ

and both of them are even or odd

v is multiple of p (u
′′

, (v
p
)r + pqr) if v

p
∈ ϕpαqβrγ

and v
′

is multiple of pq (u
′′

, (v
p
)r + qr) if v

p
be multiple of p

v is multiple of p (u
′′

, (v
p
)q + pqr) if v

p
∈ ϕpαqβrγ

and v
′

is multiple of pr (u
′′

, (v
p
)q + qr) if v

p
be multiple of p

v is multiple of p (u
′′

, v+v
′

2
) if v, v

′

be both even or odd

and v
′

is multiple of qr (u
′′

, 2(v + v
′

)) if one of them be odd and other
be even

v is multiple of p (u
′′

, v
p
+ pqr) if v

p
be non-multiple of p

and v
′

is multiple of pqr (u
′′

, v
p
+ qr) if v

p
be multiple of p

v is multiple of p (u
′′

, (v + v
′

)qr) if v, v
′

be both even or odd

and v
′

∈ ϕpαqβrγ (u
′′

, v
′

qr) if one of them be odd and other
be even

v, v
′

are multiples of q (u
′′

, pr)

v is multiple of q (u
′′

, (v
q
)r + pqr) if v

q
∈ ϕpαqβrγ

and v
′

is multiple of pq (u
′′

, (v
q
)r + pr) if v

q
be multiole of q

v is multiple of q (u
′′

, (v
q
)p+ pqr) if v

q
∈ ϕpαqβrγ

and v
′

is multiple of qr (u
′′

, (v
q
)p+ pr) if v

q
be multiole of q

v is multiple of q (u
′′

, v+v
′

2
) if v, v

′

be both even or odd

and v
′

is multiple of pr (u
′′

, 2(v + v
′

)) if one of them be odd and other
be even

v is multiple of q (u
′′

, v
q
+ pqr) if v

q
be non-multiple of q

and v
′

is multiple of pqr (u
′′

, v
q
+ pr) if v

q
be multiple of q

v is multiple of q (u
′′

, (v + v
′

)pr) if v, v
′

be both even or odd

and v
′

∈ ϕpαqβrγ (u
′′

, v
′

pr) if one of them be odd and other
be even
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Table 4.5: Shortest path between (u, v), (u
′

, v
′

) in Γ = Cay(Z2 × Z2αqβrγ ,Φ)

u = u
′

, v 6= v
′

common neighbor Comments

v, v
′

are multiple of r (u
′′

, pq)

v is multiple of r (u
′′

, (v
r
)q + pqr) if v

r
∈ ϕpαqβrγ

and v
′

is multiple of pr (u
′′

, (v
r
)q + pq) if v

r
be multiole of r

v is multiple of r (u
′′

, (v
r
)p+ pqr) if v

r
∈ ϕpαqβrγ

and v
′

is multiple of qr (u
′′

, (v
r
)p+ pq) if v

r
be multiole of r

v is multiple of r (u
′′

, v+v
′

2
) if v, v

′

be both even or odd

and v
′

is multiple of pq (u
′′

, 2(v + v
′

)) if one of them be odd

v is multiple of r (u
′′

, v
r
+ pqr) if v

r
be non-multiple of r

and v
′

is multiple of pqr (u
′′

, v
r
+ pq) if v

r
be multiple of r

v is multiple of r (u
′′

, (v + v
′

)pq) if v, v
′

be both even or odd

and v
′

∈ ϕpαqβrγ (u
′′

, v
′

pq) if one of them be odd

v is multiple of pq (u
′′

, v+v
′

p
) if v+v

′

p
∈ ϕpαqβrγ

and v
′

is multiple of pr (u
′′

, v+v
′

p
+ qr) if v+v

′

p
be multiple of p

v is multiple of pq (u
′′

, v+v
′

q
) if v+v

′

q
∈ ϕpαqβrγ

and v
′

is multiple of rq (u
′′

, v+v
′

q
+ pr) if v+v

′

q
be multiple of q

v is multiple of pr (u
′′

, v+v
′

r
) if v+v

′

r
∈ ϕpαqβrγ

and v
′

is multiple of rq (u
′′

, v+v
′

r
+ pq) if v+v

′

r
be multiple of r

v = kpq, k ∈ Z, v
′

∈ ϕpαqβrγ and (u
′′

, v+v
′

2
) if v − v

′

∈ ϕpαqβrγ

v, v
′

are both even or odd (u
′′

, v − v
′

) if v − v
′

/∈ ϕpαqβrγ

one of the v or v
′

is odd (u
′′

, v
′

r) if v − v
′

/∈ ϕpαqβrγ

v = kpr, k ∈ Z, v
′

∈ ϕpαqβrγand (u
′′

, v+v
′

2
) if v − v

′

∈ ϕpαqβrγ

v, v
′

are both even or odd (u
′′

, v − v
′

) if v − v
′

/∈ ϕpαqβrγ

one of the v or v
′

is odd (u
′′

, v
′

q) if v − v
′

/∈ ϕpαqβrγ

v = kqr, k ∈ Z, v
′

∈ ϕpαqβrγ and (u
′′

, v+v
′

2
) if v − v

′

∈ ϕpαqβrγ

v, v
′

are both even or odd (u
′′

, v − v
′

) if v − v
′

/∈ ϕpαqβrγ

one of the v or v
′

is odd (u
′′

, v
′

p) if v − v
′

/∈ ϕpαqβrγ

by Proposition 4.5[8], λ = 4

v = kpqr, k ∈ Z and v
′

(u
′′

,+4) or (u
′′

,−4) then pqr is adjacent by ±4
is multiple of pq or pr or qr and pq, pr, qr are

adjacent by +4 or −4

v is multiple of pqr (u
′′

, v+v
′

2
) if v, v

′

be both even or odd

and v
′

∈ ϕpαqβrγ (u
′′

, 2(v + v
′

)) if one of them be odd

Proposition 4.4. Let Γ = Cay(Zp×Zpαqβrγ ,Φ), where p, q, r ≥ 3 and α, β, γ ≥ 1.
Then γt(Γ) and γc(Γ) is given by Table 4.6.
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Table 4.6: γt(Cay(Zp ×Zpαqβrγ ,Φ)) and γc(Cay(Zp ×Zpαqβrγ ,Φ)) where p, q, r ≥ 3

Γ γt(Γ), γc(Γ) Comments
Cay(Zp × Zpαqβrγ ,Φ) 6 ≤ γt(Γ), γc(Γ) ≤ 8 one of the prime factors is 3
Cay(Zp × Zpαqβrγ ,Φ) 5 p, q, r ≥ 5

Proof. By using the [8, Proposition 4.5], D,D
′

, D
′′

, D
′′′

are minimal dominating
sets for various cases in this graph. Clearly the subgraphs generated by D, D

′

, D
′′

and D
′′′

are all connected. Therefore γ(Γ) = γt(Γ) = γc(Γ).

As an immediate consequence of Lemma 4.2 and Propositions 4.2, 4.4, we have
the following theorem.

Theorem 4.1. Let Γ = Cay(Zp × Zpαqβrγ ,Φ), where p, q, r ≥ 2 and α, β, γ ≥ 1.
Then γt(Γ)and γc(Γ) is given by Table 4.7.

Table 4.7: γt(Cay(Zp×Zpαqβrγ ,Φ)) and γc(Cay(Zp×Zpαqβrγ ,Φ)) where α, β, γ ≥ 1

Γ γt(Γ) γc(Γ) Comments
Cay(Z2 × Z2αqβrγ ,Φ) 12 does not exist
Cay(Zp × Z2αpβrγ ,Φ) 10 12 one of the prime factors is 3

p = 3
Cay(Zp × Z2αpβrγ ,Φ) 10 10 one of the prime factors is 3

p ≥ 5
Cay(Zp × Z2αpβrγ ,Φ) 8 8 p, r ≥ 5
Cay(Zp × Zpαqβrγ ,Φ) 6 ≤ γt(Γ) ≤ 8 6 ≤ γc(Γ) ≤ 8 one of the prime factors is 3
Cay(Zp × Zpαqβrγ ,Φ) 5 5 p, q, r ≥ 5

As an immediate consequence of Lemmas 3.1, 4.1 and Propositions 3.1, 3.3, 4.1, 4.3,
we have the following theorem.

Theorem 4.2. Let Γ = Cay(Zp × Zm,Φ), where m ∈ {pαqβ , pαqβrγ}. Then

1) diam(Γ) = 3 where one of the prime factors is 2.

2) diam(Γ) = 2 where p, q, r ≥ 3.

Remark 4.1. Let p1, p2, . . . , pk be consecutive prime numbers, p1 = 3, α, α1, α2, . . . , αk

are positive integers, α ≥ 2, and Φ = ϕ2 × ϕ
2αp

α1

1
p
α2

2
...p

αk
k

. Then by [8, Theorem 4.7], we

have γ(Cay(Z2×Z
2αp

α1

1
p
α2

2
...p

αk
k

,Φ)) ≥ 4k+4. Therefore γt(Cay(Z2×Z
2αp

α1

1
p
α2

2
...p

αk
k

,Φ)) ≥

4k + 4. Since Γ is a disconnected graph, the γc-set does not exist for Γ.
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Abstract. We have studied radical screen transversal lightlike submanifolds and screen
transversal anti-invariant lightlike submanifolds of golden semi-Riemannian manifolds.
We have investigated several properties of such submanifolds and obtained necessary
and sufficient conditions for the induced connection on these submanifolds to be metric
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1. Introduction

It is well known that in case the induced metric on the submanifold of semi-
Riemannian manifold is degenerate, the study becomes more different from the
study of non-degenerate submanifolds. The primary difference between the lightlike
submanifolds and non-degenerate submanifolds arises due to the fact that in the first
case the normal vector bundle has non-trivial intersection with the tangent vector
bundle and also in a lightlike hypersurface the normal vector bundle is contained
in the tangent vector bundle. Lightlike submanifolds is developed by Duggal and
Bejancu [5] and Duggal and Şahin [8]. The lightlike submanifolds have been studied
by many authors in various spaces for example [1, 4, 13, 15, 17, 18, 19, 24, 27].
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Duggal and Bejancu [5] introduced CR-lightlike submanifolds of indefinite Kae-
hler manifolds. Similar to CR-lightlike submanifolds, Atçeken and Kılıç introduced
semi-invariant lightlike submanifolds of a semi-Riemannian product manifold [2].
Since CR-lightlike submanifolds exclude the complex and totally real submani-
folds as subcases, Duggal and Şahin introduced Screen Cauchy-Riemann (SCR)-
lightlike submanifolds of indefinite Kaehler manifolds [7]. As a generalization of real
null curves of indefinite Kaehler manifolds, Şahin introduced the notion of screen
transversal lightlike submanifolds and obtained many interesting results [22]. In
[25], Yıldırım and Şahin introduced screen transversal lightlike submanifolds of in-
definite almost contact manifolds and show that such submanifolds contain lightlike
real curves. Yıldırım and Erdoğan studied screen transversal lightlike submani-
folds of semi-Riemannian product manifolds [26]. Khursheed Haider, Advin and
Thakur studied totally umbilical screen transversal lightlike submanifolds of semi-
Riemannian product manifolds [16].

Manifolds which are considered as differential geometric structures (such as al-
most complex manifolds, almost contact manifolds and almost product manifolds)
are convenient when it comes to studying submanifold theory. One of the most
studied manifold types are Riemannian manifolds with golden structures. Golden
structures on Riemannian manifolds allow many geometric results. Hretcanu in-
troduced golden structure on manifolds [14]. Crasmareanu and Hretcanu investi-
gated the geometry of the golden structure on a manifold by using the correspond-
ing almost product structure [3]. The integrability of golden structures has been
investigated in [11]. In [23], Şahin and Akyol introduced golden maps between
golden Riemannian manifolds, give an example and show that such map is har-
monic. Erdoğan and Yıldırım studied totally umbilical semi-invariant submanifolds
of golden Riemannian manifolds [10]. Gök, Keleş and Kılıç studied Schouten and
Vrănceanu connections on golden manifolds [12]. Poyraz and Yaşar introduced light-
like submanifolds of a golden semi-Riemannian manifold [21]. Erdoğan studied the
geometry of screen transversal lightlike submanifolds and radical screen transversal
lightlike submanifolds and screen transversal anti-invariant lightlike submanifolds
of golden semi-Riemannian manifolds [9].

In this paper, we study radical screen transversal lightlike submanifolds and
screen transversal anti-invariant lightlike submanifolds of golden semi-Riemannian
manifolds. We investigate several properties of such submanifolds and obtain neces-
sary and sufficient conditions for the induced connection on these submanifolds to be
metric connection. Moreover, we study totally umbilical radical screen transversal
lightlike submanifolds and screen transversal anti-invariant lightlike submanifolds of
golden semi-Riemannian manifolds and give examples. We also give different form
of some theorems given in [9].

2. Preliminaries

Let M̃ be a C∞−differentiable manifold. If a tensor field P̃ of type (1, 1) satisfies
the following equation

P̃ 2 = P̃ + I(2.1)
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then P̃ is named a golden structure on M̃ , where I is the identity transformation
[14].

Let (M̃, g̃) be a semi-Riemannian manifold and P̃ be a golden structure on M̃ .
If P̃ holds the following equation

g̃(P̃X, Y ) = g̃(X, P̃Y )(2.2)

then (M̃, g̃, P̃ ) is named a golden semi-Riemannian manifold [20].

If P̃ is a golden structure, then the equation (2.2) is equivalent with

g̃(P̃X, P̃Y ) = g̃(P̃X, Y ) + g̃(X,Y )(2.3)

for any X,Y ∈ Γ(TM̃).

Let (M̃, g̃) be a real (m+n)−dimensional semi-Riemannian manifold with index
q, such that m,n ≥ 1, 1 ≤ q ≤ m + n − 1 and (M, g) be an m−dimensional
submanifold of M̃ , where g is the induced metric of g̃ on M . If g̃ is degenerate on
the tangent bundle TM of M , then M is named a lightlike submanifold of M̃ . For
a degenerate metric g on M

TM⊥ = ∪
{
u ∈ TxM̃ : g̃(u, v) = 0,∀v ∈ TxM̃, x ∈M

}
(2.4)

is a degenerate n−dimensional subspace of TxM̃ . Thus, both TxM and TxM
⊥ are

degenerate orthogonal subspaces but no longer complementary. In this case, there
exists a subspace Rad(TxM) = TxM∩TxM⊥ which is known as radical (null) space.
If the mapping Rad(TM) : x ∈ M −→ Rad(TxM), defines a smooth distribution,
called radical distribution on M of rank r > 0 then the submanifold M of M̃ is
called an r−lightlike submanifold.

Let S (TM) be a screen distribution which is a semi-Riemannian complementary
distribution of Rad(TM) in TM . This means that

TM = S (TM)⊥Rad (TM)(2.5)

and S
(
TM⊥

)
is a complementary vector subbundle to Rad(TM) in TM⊥. Let

tr (TM)) and ltr (TM) be complementary (but not orthogonal) vector bundles to

TM in TM̃|M and Rad(TM) in S
(
TM⊥

)⊥
, respectively. Then we have

tr (TM) = ltr (TM)⊥S
(
TM⊥

)
,(2.6)

TM̃ |M = TM ⊕ tr (TM)(2.7)

= {Rad(TM)⊕ ltr (TM)}⊥S (TM)⊥S(TM⊥).

Theorem 2.1. Let (M, g, S(TM), S
(
TM⊥

)
) be an r−lightlike submanifold of a

semi-Riemannian manifold (M̃, g̃). Suppose U is a coordinate neighbourhood of
M and ξi, i ∈ {1, .., r} is a basis of Γ(Rad (TM)|U ). Then, there exist a comple-

mentary vector subbundle ltr (TM) of Rad(TM) in S
(
TM⊥

)⊥
|U

and a basis {Ni},
i ∈ {1, .., r} of Γ(ltr (TM)|U ) such that

g̃ (Ni, ξj) = δij , g̃ (Ni, Nj) = 0,(2.8)
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for any i, j ∈ {1, .., r} [5].

We say that a submanifold (M, g, S(TM), S
(
TM⊥

)
) of M̃ is

Case 1: r−lightlike if r < min {m,n},
Case 2: Coisotropic if r = n < m, S

(
TM⊥

)
= {0},

Case 3: Isotropic if r = m < n, S (TM) = {0},
Case 4: Totally lightlike if r = m = n, S (TM) = {0} = S

(
TM⊥

)
.

Let ∇̃ be the Levi-Civita connection on M̃ . Then, using (2.7), the Gauss and
Weingarten formulas are given by

∇̃XY = ∇XY + h(X,Y ),(2.9)

∇̃XU = −AUX +∇tXU,(2.10)

where {∇XY,AUX} and {h(X,Y ),∇tXU} belong to Γ(TM) and Γ(tr (TM)), re-
spectively. ∇ and∇t are linear connections on M and on the vector bundle tr (TM),
respectively. According to (2.7), considering the projection morphisms L and S of
tr (TM) on ltr (TM) and S

(
TM⊥

)
, respectively, (2.9) and (2.10) become

∇̃XY = ∇XY + hl(X,Y ) + hs(X,Y ),(2.11)

∇̃XN = −ANX +∇lXN +Ds(X,N),(2.12)

∇̃XW = −AWX +∇sXW +Dl(X,W ),(2.13)

where hl(X,Y ) = Lh(X,Y ), hs(X,Y ) = Sh(X,Y ), {∇XY,ANX,AWX} ∈ Γ(TM),{
∇lXN,Dl(X,W )

}
∈ Γ(ltr (TM)) and {∇sXW,Ds(X,N)} ∈ Γ(S

(
TM⊥

)
). Thus

taking account of (2.11)-(2.13) and the Levi-Civita connection ∇̃ is a metric, we
derive

g(hs(X,Y ),W ) + g(Y,Dl(X,W )) = g(AWX,Y ),(2.14)

g(Ds(X,N),W ) = g(AWX,N).(2.15)

Let J be a projection of TM on S(TM). Thus using (2.5) we obtain

∇XJY = ∇∗XJY + h∗(X, JY )ξ,(2.16)

∇Xξ = −A∗ξX −∇∗tXξ,(2.17)

for any X,Y ∈ Γ(TM) and ξ ∈ Γ(Rad(TM)), where
{
∇∗XJY,A∗ξX

}
and

{h∗(X, JY ),∇∗tXξ} belong to Γ(S (TM)) and Γ(Rad (TM)), respectively.

Using the equations given above, we derive

g(hl(X, JY ), ξ) = g(A∗ξX, JY ),(2.18)

g(h∗(X, JY ), N) = g(ANX,JY ),(2.19)

g(hl(X, ξ), ξ) = 0, A∗ξξ = 0.(2.20)
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Generally, the induced connection ∇ on M is not metric connection. Since ∇̃ is
a metric connection, from (2.11) we obtain

(∇Xg)(Y,Z) = g̃(hl(X,Y ), Z) + g̃(hl(X,Z), Y ).(2.21)

But, ∇∗ is a metric connection on S(TM).

Theorem 2.2. [5] Let M be an r-lightlike submanifold of a semi-Riemannian man-
ifold (M̃, g̃). Then the induced connection ∇ is a metric connection iff Rad(TM)
is a parallel distribution with respect to ∇.

A lightlike submanifold M of a semi-Riemannian manifold (M̃, g̃) is named to-
tally umbilical in M̃ , if there is a smooth transversal vector field H ∈ Γ(ltr (TM))
of M which is named the transversal curvature vector of M , such that

h(X,Y ) = Hg(X,Y ),(2.22)

for any X,Y ∈ Γ(TM).

It is known that M is totally umbilical if on each coordinate neighborhood U ,
there exists smooth vector fields H l ∈ Γ(ltr (TM)) and Hs ∈ Γ(S

(
TM⊥

)
) such

that

hl(X,Y ) = g(X,Y )H l, hs(X,Y ) = g(X,Y )Hs and Dl(X,W ) = 0,(2.23)

for any X,Y ∈ Γ(TM) and W ∈ Γ(S
(
TM⊥

)
) [6].

3. Radical Screen Transversal Lightlike Submanifolds of Golden
Semi-Riemannian Manifolds

Definition 3.1. Let M be a lightlike submanifold of a golden semi-Riemannian
manifold (M̃, g̃, P̃ ). Then we say thatM is a screen transversal lightlike submanifold
of M̃ if there exists a screen transversal bundle S(TM⊥) such that

P̃ (Rad(TM)) ⊂ S(TM⊥).(3.1)

Definition 3.2. Let M be a screen transversal lightlike submanifold of a golden
semi-Riemannian manifold (M̃, g̃, P̃ ). ThenM is said to be a radical screen transver-
sal lightlike submanifold if S(TM) is invariant with respect to P̃ .

Let M be a radical screen transversal lightlike submanifold of a golden semi-
Riemannian manifold (M̃, g̃, P̃ ). Thus, for any X ∈ Γ(TM) we derive

P̃X = PX + wX,(3.2)

where PX and wX are tangential and transversal parts of P̃X.

For any V ∈ Γ(tr(TM)) we write

P̃ V = BV + CV,(3.3)

where BV and CV are tangential and transversal parts of P̃ V .

Throughout this paper, we assume that ∇̃P̃ = 0.
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Lemma 3.1. Let M be a radical screen transversal lightlike submanifold of a
golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then we have

P 2X = PX +X −BwX,(3.4)

wPX = wX − CwX,(3.5)

PBV = BV −BCV,(3.6)

C2 = CV + V − wBV,(3.7)

g(PX, Y )− g(X,PY ) = g(X,wY )− g(wX, Y ),(3.8)

g(PX,PY ) = g(PX, Y ) + g(X,Y ) + g(wX, Y )− g(PX,wY )

−g(wX,PY )− g(wX,wY ).(3.9)

for any X,Y ∈ Γ(TM).

Proof. Applying P̃ in (3.2) and using (2.1), we obtain

P 2X + wPX +BwX + CwX = PX + wX +X,(3.10)

for any X ∈ Γ(TM). From (3.10) we obtain (3.4) and (3.5). Using (2.1) and (3.3)
we get

PBV + wBV +BCV + C2V = BV + CV + V.(3.11)

From (3.11) we get (3.6) and (3.7). From (2.2) and (3.2) we obtain

g(PX + wX, Y ) = g(X,PY + wY ),(3.12)

for any X,Y ∈ Γ(TM) and from this we obtain (3.8). Also, from (2.3) and (3.2)
we derive

g(PX + wX,PY + wY ) = g(PX + wX, Y ) + g(X,Y ),(3.13)

for any X,Y ∈ Γ(TM) and we get (3.9).

Proposition 3.1. Let M be a radical screen transversal lightlike submanifold of
a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then P is golden structure on
S(TM).

Proof. By the definition of radical screen transversal lightlike submanifold we have
wX = 0, for any X ∈ Γ(S(TM)). Then from (3.4) we have P 2X = PX +X. Thus
P is golden structure on S(TM).

Proposition 3.2. Let M be a radical screen transversal lightlike submanifold of
a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then C is golden structure on
ltr(TM).



Screen Transversal Lightlike Submanifolds 723

Proof. By the definition of radical screen transversal lightlike submanifold we have
BN = 0, for any N ∈ Γ(ltr(TM)) From (3.7) we have C2N = CN +N . Thus C is
golden structure on ltr(TM).

Example 3.1. Let (M̃ = R7
3, g̃) be a 7−dimensional semi-Euclidean space with signature

(−,+,−,+,−,+,+) and (x1, x2, x3, x4, x5, x6, x7) be the standard coordinate system of
R7

3. If we set P̃ (x1, x2, x3, x4, x5, x6, x7) = ((1 − φ)x1, (1 − φ)x2, φx3, φx4, (1 − φ)x5, (1 −
φ)x6, (1 − φ)x7), then P̃ 2 = P̃ + I and P̃ is a golden structure on M̃ . Suppose M is a
submanifold of M̃ defined by

x1 = φu1 + cosu2, x2 = φu1 − u3, x3 =
√

2u1, x4 =
√

2u1,

x5 = φu1 − cosu2, x6 = φu1 +
√

2u3, x7 = cosu2 − u3,

where ui, 1 ≤ i ≤ 3, are real parameters. Thus TM = Span{U1, U2, U3}, where

U1 = φ
∂

∂x1
+ φ

∂

∂x2
+
√

2
∂

∂x3
+
√

2
∂

∂x4
+ φ

∂

∂x5
+ φ

∂

∂x6
,

U2 = − ∂

∂x1
+

∂

∂x5
− ∂

∂x7
,

U3 = − ∂

∂x2
+
√

2
∂

∂x6
− ∂

∂x7
.

Then M is a 1−lightlike submanifold. We have Rad(TM) = Span{U1} and S(TM) =
Span{U2, U3}. Moreover, P̃U2 = φU2, P̃U3 = φU3 implies that P̃ (S(TM)) = S(TM).
Lightlike transversal bundle ltr(TM) is spanned by

N = − 1

4(2 + φ)
(φ

∂

∂x1
− φ ∂

∂x2
+
√

2
∂

∂x3
−
√

2
∂

∂x4
+ φ

∂

∂x5
− φ ∂

∂x6
).

Also, screen transversal bundle S(TM⊥) is spanned by

W1 =
∂

∂x2
+
√

2
∂

∂x6
+

∂

∂x7
,

W2 = − ∂

∂x1
− ∂

∂x2
+
√

2φ
∂

∂x3
+
√

2φ
∂

∂x4
− ∂

∂x5
− ∂

∂x6
,

W3 = − 1

4(2 + φ)
(− ∂

∂x1
+

∂

∂x2
+
√

2φ
∂

∂x3
−
√

2φ
∂

∂x4
− ∂

∂x5
+

∂

∂x6
).

Then it is easy to see that P̃ ξ = W2, P̃N = W3 and P̃W1 = φW1. Thus M is a radical
screen transversal lightlike submanifold of M̃.

Theorem 3.1. Let M be a radical screen transversal lightlike submanifold of a
golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the screen distribution is inte-
grable iff

hs(X, P̃Y ) = hs(Y, P̃X),(3.14)

for any X,Y ∈ Γ(S(TM)) [9].

Theorem 3.2. Let M be a totally umbilicial radical screen transversal lightlike
submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the screen
distribution is always integrable.
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Proof. Using the definition of a radical screen transversal lightlike submanifold,
S(TM) is integrable iff g̃([X,Y ] , N) = 0, for any X,Y ∈ Γ(S(TM)) and N ∈
Γ(ltr(TM)). Using (2.3) and (2.11) and taking into account that M is a totally
umbilicial, we obtain

g̃([X,Y ] , N) = g̃(∇̃XY − ∇̃YX,N)

= g̃(∇̃X P̃ Y − ∇̃Y P̃X, P̃N)− g̃(∇̃XY − ∇̃YX, P̃N)

= g̃(hs(X, P̃Y )− hs(Y, P̃X), P̃N)− g̃(hs(X,Y )− hs(Y,X), P̃N)

= g̃(hs(X, P̃Y )− hs(Y, P̃X), P̃N)

= (g̃(X, P̃Y )− g̃(Y, P̃X))g̃(Hs, P̃N)

which completes the proof.

Theorem 3.3. Let M be a radical screen transversal lightlike submanifold of a
golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the radical distribution is inte-
grable iff

AP̃ ξ1ξ2 −AP̃ ξ2ξ1 = A∗ξ1ξ2 −A
∗
ξ2ξ1,(3.15)

ξ1, ξ2 ∈ Γ(Rad(TM)) [9].

Theorem 3.4. Let M be a totally umbilical radical screen transversal lightlike
submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the radical
distribution is always integrable.

Proof. Using the definition of a radical screen transversal lightlike submanifold,
Rad(TM) is integrable iff g̃([ξ1, ξ2] , X) = 0, for any X ∈ Γ(S(TM)) and ξ1, ξ2 ∈
Γ(Rad(TM)). Using (2.3), (2.11), and (2.23) and taking into account that ∇̃ is a
metric connection, we get

g̃([ξ1, ξ2] , X) = g̃(∇̃ξ1ξ2 − ∇̃ξ2ξ1, X) = g̃(∇̃ξ1ξ2, X)− g̃(∇̃ξ2ξ1, X)

= −g̃(ξ2, ∇̃ξ1X) + g̃(ξ1, ∇̃ξ2X)

= −g̃(P̃ ξ2, ∇̃ξ1 P̃X) + g̃(P̃ ξ2, ∇̃ξ1X)

+g̃(P̃ ξ1, ∇̃ξ2 P̃X)− g̃(P̃ ξ1, ∇̃ξ2X)

= −g̃(P̃ ξ2, h
s(ξ1, P̃X)) + g̃(P̃ ξ2, h

s(ξ1, X))

+g̃(P̃ ξ1, h
s(ξ2, P̃X))− g̃(P̃ ξ1, h

s(ξ2, X))

= −g(ξ1, P̃X)g̃(P̃ ξ2, H
s) + g(ξ1, X)g̃(P̃ ξ2, H

s)

+g(ξ2, P̃X)g̃(P̃ ξ1, H
s)− g(ξ2, X)g̃(P̃ ξ1, H

s).

This completes the proof.

Theorem 3.5. Let M be a radical screen transversal lightlike submanifold of a
golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the screen distribution defines
a totally geodesic foliation iff hs(X, P̃Y )− hs(X,Y ) has no compenents in
P̃ (Rad(TM)), for any X,Y ∈ Γ(S(TM)) [9].
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Now, we give different form of theorem given in [9].

Theorem 3.6. Let M be a radical screen transversal lightlike submanifold of a
golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the radical distribution defines
a totally geodesic foliation iff hs(ξ1, X) has no compenents in P̃ (ltr(TM)), for any
X ∈ Γ(S(TM)) and ξ1 ∈ Γ(Rad(TM)).

Proof. Since S(TM) is invariant, if X ∈ Γ(S(TM)) then P̃X ∈ Γ(S(TM)). Using
the definition of radical screen transversal lightlike submanifold, Rad(TM) defines
a totally geodesic foliation iff g(∇ξ1ξ2, P̃X) = 0, for any X ∈ Γ(S(TM)) and

ξ1, ξ2 ∈ Γ(Rad(TM)). Since ∇̃ is a metric connection, from (2.2) and (2.11), we
derive

g(∇ξ1ξ2, P̃X) = g̃(∇̃ξ1ξ2, P̃X) = g̃(∇̃ξ1 P̃ ξ2, X)

= −g̃(P̃ ξ2, ∇̃ξ1X) = −g̃(P̃ ξ2, h
s(ξ1, X)).

Therefore we derive our theorem.

Taking into account that M is a totally umbilicial in Theorem 3.6 we get following
theorem.

Theorem 3.7. Let M be a totally umbilicial radical screen transversal lightlike
submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the radical
distribution always defines a totally geodesic foliation.

Theorem 3.8. Let M be a radical screen transversal lightlike submanifold of a
golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the induced connection ∇ on
M is a metric connection iff there is no component of hs(X,Y ) in P̃ (ltr(TM)) or
AP̃ ξX in S(TM) for any X,Y ∈ Γ(S(TM)) and ξ ∈ Γ(Rad(TM)) [9].

Theorem 3.9. Let M be a totally umbilicial radical screen transversal lightlike
submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the induced
connection ∇ on M is a metric connection iff Hs has no compenents in P̃ (ltr(TM)).

Proof. Considering Theorem 2.2, using (2.2), (2.11), (2.23) and taking into account
that ∇̃ is a metric connection, we obtain

g(∇Xξ, P̃ Y ) = g̃(∇̃Xξ, P̃ Y ) = g̃(∇̃X P̃ ξ, Y ) = −g̃(P̃ ξ, ∇̃XY )

= −g̃(P̃ ξ, hs(X,Y )) = −g(X,Y )g̃(Hs, P̃ ξ),(3.16)

for any X,Y ∈ Γ(S(TM)) and ξ ∈ Γ(Rad(TM)), which completes the proof.

4. Screen Transversal Anti-invariant Lightlike Submanifolds of Golden
Semi-Riemannian Manifolds
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Definition 4.1. Let M be a screen transversal lightlike submanifold of a golden
semi-Riemannian manifold (M̃, g̃, P̃ ). Then M is said to be a screen transversal
anti-invariant lightlike submanifold if S(TM) is screen transversal with respect to
P̃ , i.e.

P̃ (S(TM)) ⊂ S(TM⊥).

Let M be a screen transversal anti-invariant lightlike submanifold. Thus we have

S(TM⊥) = P̃ (Rad(TM))⊕ P̃ (ltr(TM)) ⊥ P̃ (S(TM)) ⊥ D0,

where D0 is a non-degenerate orthogonal complementary distribution to

P̃ (Rad(TM))⊕ P̃ (ltr(TM)) ⊥ P̃ (S(TM)).

Proposition 4.1. The distribution D0 is an invariant distribution with respect to
P̃ [9].

Let M be a screen transversal anti-invariant lightlike submanifold of a golden
semi-Riemannian manifold (M̃, g̃, P̃ ). Then we have

P̃X = wX.(4.1)

Let T1, T2, T3 and T4 be the projection morphisms on P̃ (Rad(TM)), P̃ (S(TM)),
P̃ (ltr(TM)) and D0, respectively. Thus, for any V ∈ Γ(S(TM⊥)) we obtain

V = T1V + T2V + T3V + T4V.(4.2)

On the other hand, for any V ∈ Γ(S(TM⊥)) we write

P̃ V = BV + CV,(4.3)

where BV and CV are tangential and transversal parts of P̃ V . Then applying P̃
to (4.2), we derive

P̃ V = P̃ T1V + P̃ T2V + P̃ T3V + P̃ T4V.(4.4)

If we put P̃ T1V = B1V +C1V , P̃ T2V = B2V +C2V , P̃ T3V = Cl3V +Cs3V and
P̃ T4V = C4V , we can rewrite (4.4) as follows:

P̃ V = B1V +B2V + C1V + C2V + Cl3V + Cs3V + C4V.(4.5)

B1V ∈ Γ(S(TM)), B2V ∈ Γ(Rad(TM)), C1V ∈ Γ(P̃S(TM)), C2V ∈ Γ(P̃Rad(TM)),
Cl3V ∈ Γ(ltr(TM)), Cs3V ∈ Γ(P̃ ltr(TM)) and C4V ∈ Γ(D0). From (4.3) and (4.5),
we can write

BV = B1V +B2V,CV = C1V + C2V + Cl3V + Cs3V + C4V.(4.6)

Similar to the proof of Lemma 3.1, we have the following lemma.
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Lemma 4.1. Let M be a screen transversal anti-invariant lightlike submanifold of
a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then we have

BwX = X,(4.7)

CwX = wX,(4.8)

BCV = BV − PBV,(4.9)

C2V = CV + V − wBV,(4.10)

g(X,wY ) = g(wX, Y ),(4.11)

g(wX,wY ) = g(wX, Y ) + g(X,Y ),(4.12)

for any X,Y ∈ Γ(TM).

Example 4.1. Let (M̃ = R9
3, g̃) be a 7−dimensional semi-Euclidean space with signature

(−,−,+,+,−,+,+,+,+) and (x1, x2, x3, x4, x5, x6, x7, x8, x9) be the standard coordinate
system of R9

3. If we set P̃ (x1, x2, x3, x4, x5, x6, x7, x8, x9) = (φx1, φx2, φx3, (1− φ)x4, (1−
φ)x5, (1 − φ)x6, (1 − φ)x7, (1 − φ)x8, φx9), then P̃ 2 = P̃ + I and P̃ is a golden structure
on M̃ . Suppose M is a submanifold of M̃ defined by

x1 = u1 + u2, x2 = u1 − u2, x3 = u1, x4 = φu1,

x5 =
√

2φu1, x6 = −φu2, x7 = φu2, x8 = φu3, x9 = u3

where ui, 1 ≤ i ≤ 3, are real parameters. Thus TM = Span{U1, U2, U3}, where

U1 =
∂

∂x1
+

∂

∂x2
+

∂

∂x3
+ φ

∂

∂x4
+
√

2φ
∂

∂x5
,

U2 =
∂

∂x1
− ∂

∂x2
− φ ∂

∂x6
+ φ

∂

∂x7
,

U3 = φ
∂

∂x8
+

∂

∂x9
.

Then M is a 1−lightlike submanifold. We have Rad(TM) = Span{U1} and S(TM) =
Span{U2, U3}. Lightlike transversal bundle ltr(TM) is spanned by

N = − 1

3(φ+ 2)
(
∂

∂x1
+

∂

∂x2
− ∂

∂x3
− φ ∂

∂x4
+
√

2φ
∂

∂x5
).

Also, screen transversal bundle S(TM⊥) is spanned by

W1 =
∂

∂x6
+

∂

∂x7
,W2 = φ

∂

∂x1
− φ ∂

∂x2
+

∂

∂x6
− ∂

∂x7
,

W3 = − ∂

∂x8
+ φ

∂

∂x9
,W4 = φ

∂

∂x1
+ φ

∂

∂x2
+ φ

∂

∂x3
− ∂

∂x4
−
√

2
∂

∂x5
,

W5 = − 1

3(2 + φ)
(φ

∂

∂x1
+ φ

∂

∂x2
− φ ∂

∂x3
+

∂

∂x4
−
√

2
∂

∂x5
).

It is easy to see that P̃U1 = W4, P̃U2 = W2, P̃U3 = W3, P̃N = W5 and P̃W1 = φW1. Thus
we have P̃ (S(TM)) ⊂ S(TM⊥), P̃ (Rad(TM)) ⊂ S(TM⊥) and P̃ (ltr(TM)) ⊂ S(TM⊥).
Then M is a screen transversal anti-invariant lightlike submanifold of M̃ .
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Proposition 4.2. Let M be a screen transversal anti-invariant lightlike subman-
ifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then w is golden structure
on TM .

Proof. From (4.12), we have

g(wX,wY ) = g(wX, Y ) + g(X,Y ),

for any X,Y ∈ Γ(TM), which completes the proof.

Proposition 4.3. Let M be a screen transversal anti-invariant lightlike subman-
ifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then C is golden structure
on ltr(TM).

Proof. By the definition of screen transversal anti-invariant lightlike submanifold
we have BN = 0, for any N ∈ Γ(ltr(TM)). From (4.10) we have C2N = CN +N .
Thus C is golden structure on ltr(TM).

In the similar way, we have the following.

Proposition 4.4. Let M be a screen transversal anti-invariant lightlike subman-
ifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then C is golden structure
on D0.

Theorem 4.1. Let M be a screen transversal anti-invariant lightlike submanifold
of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the screen distribution is
integrable iff

∇sX P̃ Y = ∇sY P̃X,(4.13)

for any X,Y ∈ Γ(S(TM)) [9].

Theorem 4.2. Let M be a screen transversal anti-invariant lightlike submanifold
of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the radical distribution is
integrable iff

∇sξ1 P̃ ξ2 = ∇sξ2 P̃ ξ1,(4.14)

for any ξ1, ξ2 ∈ Γ(Rad(TM)) [9].

Theorem 4.3. Let M be a screen transversal anti-invariant lightlike submanifold
of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the screen distribution is
parallel iff

g̃(∇sX P̃ Y, P̃N) = g̃(hs(X,Y ), P̃N),(4.15)

for any X,Y ∈ Γ(S(TM)) and N ∈ Γ(ltr(TM)).
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Proof. Using the definition of screen transversal anti-invariant lightlike submani-
fold, S(TM) is parallel iff g(∇XY,N) = 0, for any X,Y ∈ Γ(S(TM)) and N ∈
Γ(ltr(TM)). From (2.3), (2.11) and (2.13), we obtain

g(∇XY,N) = g̃(∇̃XY,N) = g̃(∇̃X P̃ Y, P̃N)− g̃(∇̃XY, P̃N)

= g̃(∇sX P̃ Y, P̃N)− g̃(hs(X,Y ), P̃N),(4.16)

which completes the proof.

Theorem 4.4. Let M be a screen transversal anti-invariant lightlike submanifold
of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the radical distribution is
parallel iff

g̃(∇sξ1 P̃ ξ2, P̃X) = g̃(hs(ξ1, ξ2), P̃X),(4.17)

for any X ∈ Γ(S(TM)) and ξ1, ξ2 ∈ Γ(Rad(TM)).

Proof. Using the definition of screen transversal anti-invariant lightlike submanifold
Rad(TM) is parallel iff g(∇ξ1ξ2, X) = 0 for any X ∈ Γ(S(TM)) and ξ1, ξ2 ∈
Γ(Rad(TM)). From (2.3), (2.11) and (2.13), we get

g(∇ξ1ξ2, X) = g̃(∇̃ξ1ξ2, X) = g̃(∇̃ξ1 P̃ ξ2, P̃X)− g̃(∇̃ξ1ξ2, P̃X)

= g̃(∇sξ1 P̃ ξ2, P̃X)− g̃(hs(ξ1, ξ2), P̃X),(4.18)

which completes the proof.

Taking into account that M is a totally umbilicial in Theorem 4.4 we get fol-
lowing theorem.

Theorem 4.5. Let M be a totally umbilical screen transversal anti-invariant light-
like submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the rad-
ical distribution is parallel iff ∇sξ1 P̃ ξ2 has no compenents in P̃ (S(TM)), for any
ξ1, ξ2 ∈ Γ(Rad(TM)).

Now, we give different form of theorem given in [9].

Theorem 4.6. Let M be a screen transversal anti-invariant lightlike submanifold
of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the induced connection ∇
on M is a metric connection iff B1∇sX P̃ ξ = B1h

s(X, P̃ ξ), for any X ∈ Γ(TM) and
ξ ∈ Γ(Rad(TM)).

Proof. Since ∇̃P̃ = 0, we have

∇̃X P̃ ξ = P̃ ∇̃Xξ,(4.19)

for any X ∈ Γ(TM) and ξ ∈ Γ(Rad(TM)). Applying P̃ in this equation and using
(2.1), we get

P̃ ∇̃X P̃ ξ = P̃ ∇̃Xξ + ∇̃Xξ.(4.20)
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From (2.11), (2.13), (4.5) and (4.20), we have

−P̃AP̃ ξX +B1∇sX P̃ ξ +B2∇sX P̃ ξ + C1∇̃sX P̃ ξ + C2∇sX P̃ ξ

+Cl3∇sX P̃ ξ + Cs3∇sX P̃ ξ + C4∇sX P̃ ξ + P̃ hl(X, P̃ ξ)(4.21)

= P̃∇Xξ + P̃ hl(X, ξ) +B1h
s(X, ξ) +B2h

s(X, ξ) + C1h
s(X, ξ) + C2h

s(X, ξ)

+Cl3h
s(X, ξ) + Cs3h

s(X, ξ) + C4h
s(X, ξ) +∇Xξ + hl(X, ξ) + hs(X, ξ).

Then, taking the tangential parts of (4.21), we derive

∇Xξ = B1∇sX P̃ ξ +B2∇sX P̃ ξ −B1h
s(X, ξ)−B2h

s(X, ξ).(4.22)

Considering Theorem 2.2, the equation (4.22) completes the proof.

Taking into account that M is a totally umbilicial in Theorem 4.6 we get following
theorem.

Theorem 4.7. Let M be a totally umbilicial screen transversal anti-invariant
lightlike submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then the
induced connection ∇ on M is a metric connection iff ∇sX P̃ ξ has no component in
P̃ (S(TM)), for any X ∈ Γ(TM) and ξ ∈ Γ(Rad(TM)).

Theorem 4.8. Let M be a totally umbilicial screen transversal anti-invariant
lightlike submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then H l =
0 iff ∇sX P̃X has no component in P̃ (ltr(TM)), for any X ∈ Γ(S(TM)).

Proof. Using (2.3) and (2.11) and taking into account that M is a totally umbilicial
screen transversal anti-invariant lightlike submanifold of M̃ , we get

g(∇sX P̃X, P̃ ξ) = g̃(∇̃X P̃X, P̃ ξ) = g̃(∇̃X P̃X, ξ) + g̃(∇̃XX, ξ)
= g̃(hl(X, P̃X), ξ) + g̃(hl(X,X), ξ)

= g̃(X, P̃X)g̃(H l, ξ) + g̃(X,X)g̃(H l, ξ)

= g̃(X,X)g̃(H l, ξ),

for any X ∈ Γ(S(TM)) and ξ ∈ Γ(Rad(TM)), which completes the proof.

Theorem 4.9. Let M be a totally umbilicial screen transversal anti-invariant
lightlike submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then Hs

has no component in P̃ (S(TM)) or dim(S(TM)) = 1.

Proof. Using (2.2) and (2.11) and taking into account that ∇̃ is a metric connection,
we derive

g̃(∇̃X P̃X, Y ) = g̃(∇̃XX, P̃Y ) = g̃(hs(X,X), P̃ Y ),(4.23)

g̃(∇̃X P̃X, Y ) = − g̃(P̃X, ∇̃XY ) = − g̃(P̃X, hs(X,Y )),(4.24)
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for any X,Y ∈ Γ(S(TM)). Combining (
¯
4.23) and (4.24), we obtain

g̃(hs(X,X), P̃ Y ) = − g̃(P̃X, hs(X,Y )).(4.25)

Using (
¯
2.23) in equation (

¯
4.25), we get

g(X,X)ǧ(Hs, P̃ Y ) = −g(X,Y ) g̃(Hs, P̃X).(4.26)

Interchanging X and Y in (
¯
4.26) and rearranging the terms, we derive

ǧ(Hs, P̃X) = − g(X,Y )

g(Y, Y )
g̃(Hs, P̃ Y ).(4.27)

From (4.26) and (4.27), we conclude that

ǧ(Hs, P̃X) =
g(X,Y )2

g(X,X)g(Y, Y )
g̃(Hs, P̃X).(4.28)

This completes the proof.

Theorem 4.10. Let M be a totally umbilicial screen transversal anti-invariant
lightlike submanifold of a golden semi-Riemannian manifold (M̃, g̃, P̃ ). Then Hs

has no component in P̃ (ltr(TM)).

Proof. From (2.2), (2.11) and (2.23), we get

g̃(Dl(X, P̃Y ), ξ) = g̃(∇̃X P̃ Y, ξ) = g̃(∇̃XY, P̃ ξ)
= g̃(hs(X,Y ), P̃ ξ) = g(X,Y ) g̃(Hs, P̃ ξ),

for any X,Y ∈ Γ(S(TM)), which completes the proof.
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Abstract. The aim of this work is to study a class of boundary value problem includ-
ing a fractional order differential equation involving the Caputo-Hadamard fractional
derivative. Sufficient conditions will be presented to guarantee the existence and unique-
ness of solution of this fractional boundary value problem. The boundary conditions
introduced in this work are of quite general nature and reduce to many special cases
by fixing the parameters involved in the conditions.
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1. Introduction

Fractional differential equations is a subject of the domain of mathematics, which
are basically used to describe the comportment of several complex and nonlocal
systems with memory. Due to the effective memory function of fractional derivative,
they have been widely used to describe many physical phenomena such as flow in
porous media and in fluid dynamic traffic model. Moreover, fractional differential
equations been widely used in engineering, physics, chemistry, biology, and other
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© 2021 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND



736 A. Boutiara, M. Benbachir and K. Guerbati

fields; see the monographs of Kilbas et al. [24], F. Jarad et al. [22], Miller and
Ross [26], Samko et al. [28] and the papers of Delbosco and Rodino [17], Hazarika
et al. [16], Diethelm et al. [18], El-Sayed [19], Kilbas and Marzan [23], Mainardi
[25], H.M. Srivastava [29] and Podlubny et al. [27]. Moreover, several papers have
been devoted to the study of the existence, stability, existence and uniqueness of
solutions for fractional differential equations, among others we refer to the papers
[2, 3, 4, 5, 7, 9, 10, 15, 16, 30, 31].

In 2008, Benchohra et al. [10] studied the existence and uniqueness of solutions
of the following nonlinear fractional differential equations: Dαy(t) = f(t, y(t)),

t ∈ J,
ay(0) + by(T ) = c,

where J := [0, T ], Dα is the caputo fractional derivative of order α, (0 < α < 1),
f : [0, T ]×R→ R is a given continuous function, and a, b, c are real constants with
a+ b 6= 0.

In 2017, Asghar Ahmadkhanlu [6] studied the existence and uniqueness of solu-
tions of the following boundary value problem of fractional differential equation is
considered:  Dαy(t) = f(t, y(t)),

t ∈ J,
y(0) = ηIβy(τ), 0 < τ < 1.

Where J := [0, 1], Dα is the caputo fractional derivative of order α, (0 < α < 1),
f : [0, 1] × R → R is a given continuous function, η ∈ R, Iβ , 0 < β < 1, is the
Riemman-Liouville fractional integral of order β.

In 2018, Benhamida et al. [12, 13], studied the existence and uniqueness of
solutions of the following nonlinear fractional differential equations: Dαy(t) = f(t, y(t)),

t ∈ J,
ay(1) + by(T ) = c,

where J := [1, T ], Dα is the caputo-Hadamard fractional derivative of order α,
(0 < α < 1), f : [1, T ] × R → R is a given continuous function and a, b, c are real
constants with a+ b 6= 0.

In 2018, Benhamida et al. [11], studied the existence of solutions to the boundary
value problem for fractional order differential equations

Dαy(t) = f(t, y(t)),
t ∈ J,

y(0) + y(T ) = b
∫ T

0
y(s)ds, bT 6= 2,
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where J := [0, T ], T > 0, Dα is the Caputo fractional derivative of order α,
(0 < α < 1), f : [0, T ] × R → R is a given continuous function, and b are real
constants .

In 2018, Abdo et al. [1] discussed the existence and uniqueness of positive
solutions of the following nonlinear fractional differential equation with integral
boundary conditions: 

Dαy(t) = f(t, y(t)),
t ∈ J,

y(0) = b
∫ 1

0
y(s)ds+ d.

Where J := [0, 1], 0 < α ≤ 1, λ ≥ 0, d > 0 , Dα is the standard Caputo
fractional operator and f : [0, 1]× [0,∞)→ [0,∞) is a given continuous function .

In 2019, A. Ardjouni et al. [8] discussed the existence and uniqueness of positive
solutions of the following nonlinear fractional differential equation with integral
boundary conditions: 

Dα
1 y(t) = f(t, y(t)),

t ∈ J,
y(1) = b

∫ e
1
y(s)ds+ d,


where J := [1, e], Dα

1 is the Caputo-Hadamard fractional derivative of order
0 < α ≤ 1, λ ≥ 0, d > 0 and f : J × [0,∞)→ [0,∞) is a given continuous function.

Motivated by the studies above, among others, in this paper, we concentrate on
the following boundary value problem, of nonlinear fractional differential equation
with fractional integral as well as integer and fractional derivative:

C
HD

r
1+x(t) = f(t, x(t)), t ∈ J := [1, T ], 0 < r ≤ 1,(1.1)

with fractional boundary conditions:

αx(1) + βx(T ) = λIqx(η) + δ, q ∈ (0, 1](1.2)

where C
HD

r
1+ denote the Caputo-Hadamard fractional derivative and Iq denotes the

standard Hadamard fractional integral. Throughout this paper, we always assume
that 0 < r, q ≤ 1, f : [1, T ]×R→ R is continuous. α, β, λ, δ are real constants, and
η ∈ (1, T ).

The rest of the paper is organized as follows. We recall some basic concepts
of fractional calculus and introduce the integral operator associated to the given
problem in Sect.2. Existence results, which rely on Schauder’s fixed point theorem
nonlinear alternative for single valued maps, and Scheafer’s fixed point theorem are
given. Also, In Sect.3, we obtain uniqueness results by means of Boyd and Wong’s
and Banach’s fixed point theorems. Example illustrating the obtained results are
presented in Sect.4, and the paper concludes with some interesting observations in
Sect.5.
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2. Preliminaries and lemmas

At first, we recall some concepts on fractional calculus and present some addi-
tional properties that will be used later. For more details, we refer to [20, 22, 24, 32].
We present some basic definitions and results from fractional calculus theory.
Let E = C([1, T ],R) be the Banach space of all continuous functions from [1, T ]
into R with the norm

‖u‖ = max
t∈[1,T ]

|u(t)|

Let bet the space

ACnδ ([a, b],R) = {h : [a, b]→ R : δn−1h(x) ∈ AC([a, b],R)}.

where δ = t ddt is the Hadamard derivative and AC([a, b],R) is the space of absolutely
continuous functions on [a, b].

Definition 2.1. (Hadamard fractional integral [24]) The Hadamard fractional in-
tegral of order α > 0 for a function h : [1,+∞)→ R is defined as

Iαa+h(t) =
1

Γ(α)

∫ t

a

(log
t

s
)α−1h(s)

ds

s
(2.1)

where Γ is the Gamma function.

Definition 2.2. (Hadamard fractional derivative [24]) For a function h given on
the interval [1,+∞), and n − 1 < α < n, the Hadamard derivative of order α is
defined by

Dα
a+h(t) = 1

Γ(n−α) (t ddt )
n
∫ t
a
(log t

s )n−α−1h(s)dss
= δnIn−αa+ h(t).

(2.2)

where n = [α]+1, and [α] denotes the integer part of the real number α and δ = t ddt .
provided the right integral converges.

There is a recent generalization introduced by Jarad and al in [22], where the
authors define the generalization of the Hadamard fractional derivatives and present
properties of such derivatives. This new generalization is now known as the Caputo-
Hadamard fractional derivatives and is given by the following definition:

Definition 2.3. (Caputo-Hadamard fractional derivative [22]) Let α = 0, and n =
[α] + 1. If h(x) ∈ ACnδ [a, b], where 0 < a < b <∞ and

ACnδ [a, b] = {h : [a, b]→ C : δn−1h(x) ∈ AC[a, b]}.

The left-sided Caputo-type modification of left-Hadamard fractional derivatives of
order α is given by

C
HD

α
a+h(t) = Dα

a+

(
h(t)−

n−1∑
k=0

δkh(a)

k!
(log

t

s
)k

)
(2.3)
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Theorem 2.4. (See [22]) Let α ≥ 0, and n = [α] + 1. If y(t) ∈ ACnδ [a, b], where
0 < a < b <∞. Then C

HD
α
a+f(t) exist everywhere on [a, b] and

(i) if α /∈ N− {0}, CHDα
a+f(t) can be represented by

C
HD

α
a+h(t) = 1

Γ(n−α)

∫ t
a
(log t

s )n−α−1δnh(s)dss
= In−αa+ δnh(t).

(2.4)

(ii) if α ∈ N− {0}, then
C
HD

α
a+h(t) = δnh(t)(2.5)

In particular
C
HD

0
a+h(t) = h(t)(2.6)

Caputo-Hadamard fractional derivatives can also be defined on the positive half axis
R+ by replacing a by 0 in formula (2.4) provided that h(t) ∈ ACnδ (R+). Thus one
has

C
HD

α
a+h(t) =

1

Γ(n− α)

∫ t

a

(log
t

s
)n−α−1δnh(s)

ds

s
(2.7)

Proposition 2.5. (See [24]) Let α > 0, β > 0, n = [α] + 1, and a > 0, then

Iαa+(log t
a )β−1(x) = Γ(β)

Γ(β+α) (log x
a )β+α−1

C
HD

α
a+(log t

a )β−1(x) = Γ(β)
Γ(β−α) (log x

a )β−α−1, β > n,
C
HD

α
a+(log t

a )k = 0, k = 0, 1, ..., n− 1.

(2.8)

Theorem 2.6. (See [20]) Let u(t) ∈ ACnδ [a, b], 0 < a < b < ∞ and α ≥ 0, β ≥ 0,
Then

C
HD

α
a+

(
Iαa+u

)
(t) =

(
Iβ−αa+ u

)
(t),

C
HD

α
a+

(
C
HD

β
a+u

)
(t) =

(
C
HD

α+β
a+ u

)
(t).

(2.9)

Lemma 2.7. (See [22]) Let α ≥ 0, and n = [α] + 1. If u(t) ∈ ACnδ [a, b], then the
Caputo-Hadamard fractional differential equation

C
HD

α
a+u(t) = 0,(2.10)

has a solution:

u(t) =

n−1∑
k=0

ck

(
log

t

a

)k
,(2.11)

and the following formula holds:

Iαa+
(
C
HD

α
a+u

)
(t) = u(t) +

n−1∑
k=0

ck

(
log

t

a

)k
,(2.12)

where ck ∈ R, k = 1, 2, ..., n− 1.
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3. Main Results

First, we prove a preparatory lemma for boundary value problem of linear frac-
tional differential equations with Caputo-Hadamard derivative.

Definition 3.1. A function x(t) ∈ AC1
δ (J,R) is said to be a solution of (1.1), (1.2)

if x satisfies the equation C
HD

rx(t) = f(t, x(t)) on J , and the conditions (1.2).

For the existence of solutions for the problem (1.1), (1.2), we need the following
auxiliary lemma.

Lemma 3.2. Let h : [1,+∞) → R be a continuous function. A function x is a
solution of the fractional integral equation

x(t) = Irh(t) +
1

Λ

{
λIr+qh(η)− βIrh(T ) + δ

}
(3.1)

if and only if x is a solution of the fractional BVP

C
HD

rx(t) = h(t), t ∈ J, r ∈ (0, 1](3.2)

αx(1) + βx(T ) = λIqx(η) + δ, q ∈ (0, 1](3.3)

Proof. Assume x satisfies (3.2). Then Lemma 2.7 (2.12) implies that

x(t) = Irh(t) + c1.(3.4)

By applying the boundary conditions (3.3) in (3.4), we obtain

αc1 + βIrh(T ) + βc1 = λIr+qh(η)) + c1
λ(log η)q

Γ(q + 1)
+ δ.

Thus,

c1

(
α+ β − λ(log η)q

Γ(q + 1)

)
= λIr+qh(η))− βIrh(T ) + δ.

Consequently,

c1 =
1

Λ

{
λIr+qh(η))− βIrh(T ) + δ

}
,

where,

Λ =

(
α+ β − λ(log η)q

Γ(q + 1)

)
.

Finally, we obtain the solution (3.1)

x(t) = Irh(t) +
1

Λ

{
λIr+qh(η)− βIrh(T ) + δ

}
.

In the following subsections we prove existence, as well as existence and unique-
ness results, for the boundary value problem (1.1), (1.2) by using a variety of fixed
point theorems.
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3.1. Existence and uniqueness result via Banach’s fixed point theorem

Theorem 3.3. Assume the following hypothesis:
(H1) There exists a constant L > 0 such that

|f(t, x)− f(t, y)| ≤ L|x− y|.

If
LM < 1,(3.5)

with

M :=

{
(log T )r

Γ(r + 1)
+
|λ|(log η)r+q

|Λ|Γ(r + q + 1)
+
|β|(log T )r

|Λ|Γ(r + 1)

}
,

then the problem (1.1) has a unique solution on J .

Proof. Transform the problem 1.1), (1.2) into a fixed point problem for the operator
F defined by

Fx(t) = Irh(t) +
1

Λ

{
λIr+qh(η)− βIrh(T ) + δ

}
.(3.6)

Applying the Banach contraction mapping principle, we shall show that F is a
contraction.

Now let x, y ∈ C(J,R). Then, for t ∈ J , we have

(3.7)

Thus
‖(Fx)(t)− (Fy)(t)‖∞ ≤ LM‖x− y‖∞.

We deduce that F is a contraction mapping. As a consequence of Banach contraction
principle. the problem (1.1)-(1.2) has a unique solution on J . This completes the
proof.

3.2. Existence result via Schaefer’s fixed point theorem

Theorem 3.4. Assume the hypotheses:
(H2): The function f : [1, T ]× R→ R is continuous.
(H3) There exists a constant K > 0, such that

|f(t, 0)| ≤ K, for a.e. t ∈ J.

Then, the problem (1.1)-(1.2) has a least one solution in J .

Proof. We shall use Schaefer’s fixed point theorem to prove that F defined by (3.6)
has a fixed point. The proof will be given in several steps.
Step 1: F is continuous Let xn be a sequence such that xn → x in C(J,R). Then
for each t ∈ J ,
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‖(Fxn)(t)− (Fx)(t)‖ ≤ 1
Γ(r)

∫ t
1
(log t

s )r−1‖f(s, xn(s))− f(s, x(s))‖dss
+ |λ|
|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1‖f(s, xn(s))− f(s, x(s))‖dss

+ |β|
|Λ|Γ(r)

∫ T
1

(log T
s )r−1‖f(s, xn(s))− f(s, x(s))‖dss

≤
{

(log T )r

Γ(r+1) + |λ|(log η)r+q

|Λ|Γ(r+q+1) + |β|(log T )r

|Λ|Γ(r+1)

}
×

‖f(s, xn(s))− f(s, x(s)).‖

Since f is continuous, we have ‖(Fxn)(t)− (Fx)(t)‖∞ → 0 as n→∞.

Step 2: F maps bounded sets into bounded sets in C(J,R)
Indeed, it is enough to show that for any r > 0, we take

u ∈ Br = {x ∈ C(J,R), ‖x‖∞ ≤ r}.

From (H1) and (H3), Then we have

|f(s, x(s))| ≤ |f(s, x(s))− f(t, 0)|+ |f(t, 0)| ≤ Lr +K.

For x ∈ Br and for each t ∈ [1, T ], we have

|(Fx)(t)|≤ 1
Γ(r)

∫ t
1
(log t

s )r−1|f(s, x(s))|dss + |λ|
|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1|f(s, x(s))|dss

+ |β|
|Λ|Γ(r)

∫ T
1

(log T
s )r−1|f(s, x(s))|dss + |δ|

|Λ|
≤ Lr+K

Γ(r)

∫ t
1
(log t

s )r−1 ds
s + |λ|(Lr+K)

|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1 ds

s

+ |β|(Lr+K)
|Λ|Γ(r)

∫ T
1

(log T
s )r−1 ds

s + |δ|
|Λ|

≤ (Lr +K)
{

(log T )r

Γ(r+1) + |λ|(log η)r+q

|Λ|Γ(r+q+1) + |β|(log T )r

|Λ|Γ(r+1)

}
+ |δ|
|Λ|

≤ (Lr +K)M + |δ|
|Λ| .

Thus,

‖(Fx)(t)‖ ≤ (Lr +K)M +
|δ|
|Λ|

.

Step 3: F maps bounded sets into equicontinuous sets of C(J,R).
Let t1, t2 ∈ J, t1 < t2, Br be a bounded set of C(J,R) as in Step 2, and let x ∈ Br.
Then

‖Fx(t2)− Fx(t1)‖≤ 1
Γ(r)

∫ t1
1

[
(log t2

s )r−1 − (log t1
s )r−1

]
‖f(s, x(s))‖dss

+ 1
Γ(r)

∫ t2
t1

(log t2
s )r−1‖f(s, x(s))‖dss

≤ Lr+K
Γ(r)

∫ t1
1

[
(log t2

s )r−1 − (log t1
s )r−1

]
ds
s + K

Γ(r)

∫ t2
t1

(log t2
s )r−1 ds

s

≤ Lr+K
Γ(r+1) [(log t2)r − (log t1)r] ,

which implies ‖Fx(t2)− Fx(t1)‖∞ → 0 as t1 → t2, as consequence of Step1 to Step
3, together with the Arzela-Ascoli theorem, we can conclude that F is continuous
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and completely continuous.

Step 4: A priori bounds.
Now it remains to show that the set

Λ = {x ∈ C(J,R) : x = ρF(x) for some 0 < ρ < 1}

is bounded.

For such a x ∈ Λ. Thus, for each t ∈ J , we have

x(t) ≤ ρ
{

1
Γ(r)

∫ t
1
(log t

s )r−1f(s, x(s))dss + |λ|
|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1f(s, x(s))dss

+ |β|
|Λ|Γ(r)

∫ T
1

(log T
s )r−1f(s, x(s))dss + |δ|

|Λ|

}
For ρ ∈ [0, 1], let x be such that for each t ∈ J

‖Fx(t)‖ ≤ 1
Γ(r)

∫ t
1
(log t

s )r−1|f(s, x(s))|dss + |λ|
|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1|f(s, x(s))|dss

+ |β|
|Λ|Γ(r)

∫ T
1

(log T
s )r−1|f(s, x(s))|dss + |δ|

|Λ|
≤ (Lr +K)M + |δ|

|Λ| .

Thus
‖Fx(t)‖ ≤ ∞

This implies that the set Λ is bounded. As a consequence of Schaefer’s fixed
point theorem, we deduce that F has a fixed point which is a solution on J of the
problem (1.1)-(1.2).

3.3. Existence via the Leray-Schauder nonlinear alternative

Theorem 3.5. Assume the following hypotheses:
(H4) There exist ω ∈ L1(J,R+) and ψ : [0,∞) → (0,∞) continuous and nonde-
creasing such that

|f(t, x)| ≤ ω(t)ψ(‖x‖), for a.e. t ∈ J and each x ∈ R.

(H5) There exists a constant ε > 0 such that

ε

‖ω‖ψ(ε)M + |δ|
|Λ|

> 1.

Then the boundary value problem (1.1)-(1.2) has at least one solution on J .

Proof. We shall use the Leray-Schauder theorem to prove that F defined by (3.6) has
a fixed point. As shown in Theorem 3.4, we see that the operator F is continuous,
uniformly bounded, and maps bounded sets into equicontinuous sets. So by the
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Arzela-Ascoli theorem F is completely continuous.
Let x be such that for each t ∈ J , we take the equation x = λ Imx for λ ∈ (0, 1)
and let x be a solution. After that, the following is obtained.

|x(t)| ≤ 1
Γ(r)

∫ t
1
(log t

s )r−1ω(t)ψ(‖x‖)dss + |λ|
|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1ω(t)ψ(‖x‖)dss

+ |β|
|Λ|Γ(r)

∫ T
1

(log T
s )r−1ω(t)ψ(‖x‖)dss + |δ|

|Λ|
≤ ‖ω‖ψ(‖x‖)M + |δ|

|Λ| .

and consequently

‖x‖∞
‖ω‖ψ(‖x‖)M + |δ|

|Λ|

≤ 1.

Then by condition (H5), there exists ε such that ‖x‖∞ 6= ε. Let us set

κ = {x ∈ C(J,R) : ‖x‖ < ε}.

Obviously, the operator Im : κ→ C(J,R) is completely continuous. From the choice
of κ , there is no x ∈ ∂κ such that x = λ Im(x) for some λ ∈ (0, 1) . As a result,
by the Leray-Schauder’s nonlinear alternative theorem, F has a fixed point x ∈ κ
which is a solution of the (1.1)-(1.2).
The proof is completed.

Now we present another variant of existence-uniqueness result.

3.4. Existence and uniqueness result via Boyd-Wong nonlinear
contraction

Definition 3.6. Assume that E is a Banach space and T : E → E is a mapping.
If there exists a continuous nondecreasing function ψ : R+ → R+ such that ψ(0) = 0
and ψ(ε) < ε for all ε > 0 with the property: ‖Tx − Ty‖ ≤ ψ(‖x − y‖),∀x, y ∈ E.
then, we say that T is a nonlinear contraction.

Theorem 3.7. (Boyd-Wong Contraction Principle)[14]
Suppose that B is a Banach space and T : B → B is a nonlinear contraction. Then
T has a unique fixed point in B.

Theorem 3.8. Assume that f : [1, T ] × R → R are continuous functions and
H > 0 satisfying the condition

|f(t, x)− f(t, y)| ≤ |x− y|
H + |x− y|

, for t ∈ J, x, y ∈ R.(3.8)

Then the fractional BVP (1.1)-(1.2) has a unique solution on J .
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Proof. We define an operator F : χ→ χ as in (3.6) and a continuous nondecreasing
function ψ : R+ → R+ by

ψ(ε) =
Hε

H + ε
,∀ε > 0,

where M ≤ H . We notice that the function ψ satisfies ψ(0) = 0 and ψ(ε) < ε for
all ε > 0. For any x, y ∈ χ , and for each t ∈ J , we obtain

|(Fx)(t)− (Fy)(t)| ≤ 1
Γ(r)

∫ t
1
(log t

s )r−1‖f(s, x(s))− f(s, y(s))‖dss
+ |λ|
|Λ|Γ(r+q)

∫ η
1

(log η
s )r+q−1‖f(s, x(s))− f(s, y(s))‖dss

+ |β|
|Λ|Γ(r)

∫ T
1

(log T
s )r−1‖f(s, x(s))− f(s, y(s))‖dss

≤ |x−y|
H+|x−y|

{
(log T )r

Γ(r+1) + |λ|(log η)r+q

|Λ|Γ(r+q+1) + |β|(log T )r

|Λ|Γ(r+1)

}
:= M |x−y|

H+|x−y|
≤ ψ(‖x− y‖).

Then, we get ‖Fx− Fy‖ ≤ ψ(‖x− y‖). Hence, F is a nonlinear contraction. Thus,
by Theorem 3.9 (Boyd-Wong Contraction Principle) the operator F has a unique
fixed point which is the unique solution of the fractional BVP (1.1)-(1.2). The proof
is completed.

4. Example

We consider the problem for Caputo-Hadamard fractional differential equations
of the form:


C
HD

2
3x(t) = f(t, x(t)), (t, x) ∈ ([1, e],R+),

x(1) + x(e) = 1
2

(
I

1
2x(2)

)
+ 3

4 .

(4.1)

Here

r = 2
3 , q = 1

2 , α = 1, β = 1,
δ = 3

4 , λ = 1
2 , η = 2, T = e.

With

f(t, y(t)) =
1

t2 + 4
cosx, t ∈ [1, e]

Clearly, the function f is continuous.
For each x ∈ R+ and t ∈ [1, e], we have

|f(t, x(t))− f(t, y(t))| ≤ 1

4
|x− y|

Hence, the hypothesis (H1) is satisfied with L = 1
4 .

Further,

M :=
(log T )r

Γ(r + 1)
+
|λ|(log η)r+q

|Λ|Γ(r + q + 1)
+
|β|(log T )r

|Λ|Γ(r + 1)
' 2.0286
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and

LM ' 0.5071 < 1.

Therefore, by the conclusion of Theorem 3.3, It follows that the problem (4.1) has
a unique solution defined on [1, e].

5. Conclusion

In this paper, we have obtained some existence results for nonlinear Caputo-
Hadamard type fractional differential equations with Hadamard integral boundary
conditions by means of some standard fixed point theorems and nonlinear alterna-
tive of Leray-Schauder type. Though the technique applied to establish the existence
results for the problem at hand is a standard one, yet its exposition in the present
framework is new. An illustration to the present work is also given by presenting
some examples. Our results are new and generalize some available results on the
topic. For instance,

X We remark that when α = β = 1, λ = 0, problem (1.1)-(1.2) reduces to the case
considered in [12, 13].

X If we take α = q = 1, β = 0 , in (1.2), then our results correspond to the case
integral boundary conditions considered in [8].

X By fixing β = λ = 0, in (1.2), our results correspond to the ones for initial value
problem take the form:x(1) = δ .

X In case we choose α = β = 1, λ = δ = 0, in (1.2), our results correspond to
anti-periodic type boundary conditions take the form: x(1) = −x(T ).

X When, α = β = 1, δ = 0, the (1.2), our results correspond to Fractional integral
and anti-periodic type boundary conditions.

X If we take α = 1, β = δ = 0 , in (1.2), then our results correspond to the case
Fractional integral boundary conditions.

In the nutshell, the boundary value problem studied in this paper is of fairly general
nature and covers a variety of special cases.
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Abstract. Let RG be the group ring of a group G over ring R and let U (RG) be its
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1. Introduction

Let FG be the group ring of a group G over a field F and let U (FG) be its unit
group, which is the multiplicative subgroup containing all invertible elements. The
study of a unit group is one of the classical topics in ring theory that started in
1940 with a famous paper written by G. Higman [11]. In recent years many new
results have been achived; however, only few group rings have been computed. Unit
groups are useful, for instance, in the investigation of Lie properties of group rings
(for example see [3]) and isomorphism problems (for example see [4]).

Up to now, the structure of unit groups of some group rings has been found.
For instance, on an integral group ring [12], on a permutation group ring [18], on a
commutative group ring [16], on a linear group ring [13], on a quaternion group ring
[6], on a modular group ring [17] and on a pauli group ring [9]. In [7], the authors
proved which groups can be unit groups as well as properties of unit elements
themselves [2] and also we studied the structure of U (F2n D14) in [1].

In this paper we will study the unit group of F3n T39. So far, some cases, in
characteristic 3, have been studied. For instance, in [5], the authors obtained
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the structure of unit group of F3k D6, in [8], Gildea determined the structure of
unit group of F3k (C3 × D6) and in [10] Gildea and Monaghan studied groups of
order 12 and recently in [15], Monaghan studied groups of order 24. In this paper
we characterize the unit group structure of group T39 over any finite field with
characteristic 3.

2. Preliminaries and Notations

In this section, we collect some notations and lemma which we need for the proofs
of our main results. We denote the order of an element g in the group G by OrdG(g),
the sum of all elements of subset X in ring R by X̂ , which is

∑
r∈X r. Notice there is

no need for X to be a subring or subgroup; it defines for any arbitrary subset. In
group ring RG, when X is the subset of all different powers of g, an element of group
G, we may simply write ĝ instead of X̂ . Also when X is the right coset 〈g〉h, we may
write ĝh for X̂ . In group, xy denotes the conjugate of x by y, that is, xy = y−1xy. Let
f : X → Y be an arbitrary function. Define SuppX ( f ) = {x ∈ X | f (x) 6= 0}. Also,
we use the following notations: AnnR(a) = {r ∈ R | ra = ar = 0}, we denote a finite
field of characteristic p with order pn by Fpn . If E is a vector space over F , then
DimF(E) is the dimension of E over F . Let U (R) be the unit group of ring R, which
is U (R) = {u ∈ R | u−1 ∈ R} and let J(R) be the Jacobson radical of ring R. Now
we state a useful definition and recall a lemma.

Definition 2.1. Let RG be group ring of ring R over the group G, let p be a prime
number and let Sp be subset of all p−elements including identity element of G, which
is Sp = {g ∈ G | ∃n ∈ Z>0; OrdG(g) = pn }. We define a binary map T : G → R as
follows:

T (g) =

{
1 If g ∈ Sp

0 If g /∈ Sp

As we know that T on G is the base of RG, so we can linearly extend it to whole
RG, of course no more remains binary. Also if see elements of RG as functions from
G to R, that map every group element (g) to its coefficient (rg), then their supports
will be feasible. Now we can define Krn(T ) := {α ∈ RG | ∀g ∈ G; αg ∈ KerRG(T )}
and Spr(α) := SuppG(α). Also Anh(a) := AnnRG(a) and Dmn(S) := DimF(S).

Lemma 2.1. Let F be a finite field of characteristic p, let G be a finite group, let
T be a function defined as above and s = Ŝp. Then:

(1) J(FG) ⊆ Krn(T ) .
(2) Krn(T ) = Anh(s) .
(3) J(FG) ⊆ Anh(s) .

Proof. [19, Lemma 2.2 on p. 151].

In the next section we present our main results.
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3. Unit Group of F3n T39

Let T39 = 〈x, y | x13 = y3 = 1, xy = x3〉, let Cn be the cyclic group of order n and
let GLn(R) be the general linear group of degree n on ring R. Our main result is:

Theorem 3.1. Let G = T39 and F = F3n . Then the structure of U (FG) can be
obtained as follows:

U (FG) = C2n
3 ×C3n−1 × GL3(F)4.

Let p = 3, let s be defined as in Lemma 2.1, let 〈x〉 be the cyclic subgroup
generated by x and let 〈x〉y be a right coset of 〈x〉, that is, 〈x〉y = {xiy | −6 6 i 6 +6},
or equivalently, 〈x〉y = {x−6y, x−5y, x−4y, x−3y, x−2y, x−1y, y, xy, x2y, x3y, xy4, x5y, x6y}.
By definition, we have

x̂ = x−6 + x−5 + x−4 + x−3 + x−2 + x−1 + 1 + x + x2 + x3 + x4 + x5 + x6

x̂y = x−6y + x−5y + x−4y + x−3y + x−2y + x−1y + y + xy + x2y + x3y

+x4y + x5y + x6y.

Now we show:

Proposition 3.1. Let p = 3 and G = T39. Then the structure of annihilator will
be as follows:

Anh(s) = {a−x̂y−1 + ax̂ + a+x̂y | a− + a + a+ = 0}.

Proof. It is easy to find that the conjugacy classes of G are as below:

(3.1)

C0 = {1}
C−1 = {x−1, x−3, x4}
C+1 = {x, x3, x−4}
C−2 = {x−2, x−5, x−6}
C+2 = {x2, x5, x6}
C−3 = 〈 x 〉y−1

C+3 = 〈 x 〉y

It is clear that T39 has three types of elements: Identity, elements of the form
xiy±1 with order 3 and elements of the form xi 6= 1 with order 13. Therefore,
S3 = C−3 ∪ C0 ∪ C+3, so Ŝ3 = Ĉ−3 + Ĉ0 + Ĉ+3 = x̂y−1 + 1 + x̂y, sum of 3−elements
including identity. Let α =

∑+3
i=−3 αi ∈ Anh(s) where, Spr(αi) ⊆ Ci and s = Ŝ3.
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Then we have

0 = α.s = (

+3∑
i=−3

αi).(Ŝ3)

= (α−3 + α−2 + α−1 + α0 + α+1 + α+2 + α+3)(x̂y−1 + 1 + x̂y)

= (α−3 + (α−2 + α−1 + α0 + α+1 + α+2) + α+3)(x̂y−1 + 1 + x̂y)

= (α−3 + (α−2 + α−1 + α0 + α+1 + α+2)x̂y−1 + α+3x̂y)

+ (α−3x̂y + (α−2 + α−1 + α0 + α+1 + α+2) + α+3x̂y−1)

+ (α−3x̂y−1 + (α−2 + α−1 + α0 + α+1 + α+2)x̂y + α+3)

(3.2)

Notice that for every j, we know:

(3.3)

x jy .x̂y = x j .x̂y−1 = x̂y−1

x jy−1.x̂y = x jy.x̂y−1 = x̂

x jy−1.x̂y−1 = x j .x̂y = x̂y

So the conjugacy classes of three last parentheses of (3.2) are different and since
the left hand side is zero, every parentheses should be zero separately. Hence,

(α−3 + (α−2 + α−1 + α0 + α+1 + α+2)x̂y−1 + α+3x̂y) = 0

(α−3x̂y + (α−2 + α−1 + α0 + α+1 + α+2) + α+3x̂y−1) = 0

(α−3x̂y−1 + (α−2 + α−1 + α0 + α+1 + α+2)x̂y + α+3) = 0.

Similarly, using (3.3) we can conclude that:

(3.4)

α−3 + ε((α−2 + · · ·+ α+2) + α+3)x̂y−1 = 0

(α−2 + · · ·+ α+2) + ε(α−3 + α+3)x̂ = 0

α+3 + ε(α−3 + (α−2 + · · ·+ α+2))x̂y = 0.

As mentioned above α =
∑+3

i=−3 αi = α−3 + α−2 + α−1 + α0 + α+1 + α+2 + α+3

where Spr(αi) ⊆ Ci and by definition of Ci’s from (3.1), we can write:

α0 = a0
α−1 = a−1x−1 + a−3x−3 + a4x4

α+1 = a1x + a3x3 + a−4x−4

α−2 = a−2x−2 + a−5x−5 + a−6x−6

α+2 = a2x2 + a5x5 + a6x6

α−3 =

6∑
i=−6

a−i xiy−1

α+3 =

6∑
i=−6

a+i xiy
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By substitution of each αi’s in (3.4), we can calculate the coefficients of each
element of the group in the left hand sides of equations and since the right hand
sides are zero, so each coefficient must be zero too. Thus for every h, i and j we
have

a−h = −ε(

+2∑
r=−2

αr + α+3) ai = −ε(α+3 + α−3) a+j = −ε(α−3 +

+2∑
r=−2

αr)

a−h = −
6∑

r=−6
(ar + a+r ) ai = −

6∑
r=−6

(a+r + a−r ) a+j = −
6∑

r=−6
(a−r + ar)

a−−6 = · · · = a−6 —
r

k

a−6 = · · · = a6 —
r

k

a+−6 = · · · = a+6

So by knowing a−0 , a0 and a+0 , all coefficients can be computed. Also since we
deal with a field of characteristic 3, so 13 = 1, therefore, we have a−0 + a0 + a+0 = 0,
thus:

Anh(s) = {a−0 x̂y−1 + a0x̂ + a+
0 x̂y | a−0 + a0 + a+0 = 0}.

Let s be as in Proposition 3.1, that is s = Ŝ3, then we have

Proposition 3.2. Anh(s) is a nilpotent ideal.

Proof. Let α, β , γ ∈ Anh(s). According to Proposition 3.1, we have

(3.5)

α = a−x̂y−1 + ax̂ + a+x̂y

β = b−x̂y−1 + bx̂ + b+x̂y

γ = c− x̂y−1 + cx̂ + c+ x̂y.

So their production is:

α.β .γ = (a−x̂y−1 + ax̂ + a+x̂y).(b−x̂y−1 + bx̂ + b+x̂y).(c−x̂y−1 + cx̂ + c+x̂y)

= (a+ − a−)(b+ − b−)Ĝ.(c−x̂y−1 + cx̂ + c+x̂y)

= (a+ − a−)(b+ − b−)(c− + c + c+)Ĝ|〈x〉|

(3.6)

By Proposition 3.1, α.β .γ = 0, thus Anh3(s) = 0, therefore, Anh(s) is a nilpotent
ideal.

Let s be as in Proposition 3.2, that is s = Ŝ3, then we have

Proposition 3.3. Anh(s) ⊆ J(FG).



754 A. Ashja’ and A. Iranmanesh

Proof. Since every nilpotent ideal is a nil ideal, so Proposition 3.2 shows Anh(s) is
a nil ideal. On the other hand, by [14, Lemma 2.7.13 on p. 109], Jacobson radical
contains all of the nil ideals, so,

Anh(s) ⊆ J(FG).

In the next corollary, we will show that the equality hold:

Corollary 3.1. J(FG) = Anh(s).

Proof. By Proposition 3.3, Anh(s) ⊆ J(FG) and we know from Lemma 2.1 part (3)
that J(FG) ⊆ Anh(s), so the equality is hold:

J(FG) = Anh(s).

We will need the following proposition in the next steps:

Proposition 3.4. Dmn(J(FG)) = Dmn(Anh(s)) = 2.

Proof. By Proposition 3.1 and Corollary 3.1 we have

(3.7) J(FG) = Anh(s) = {a−0 x̂y−1 + a0x̂ + a+
0 x̂y | a−0 + a0 + a+

0 = 0}.

That means, J(FG) and Anh(s) are generated by three elements, with one
restriction. Hence,

Dmn(J(FG)) = Dmn(Anh(s)) = 3− 1 = 2.

Let H := 〈x〉 = {x−6, x−5, x−4, x−3, x−2, x−1, 1, x, x2, x3, x4, x5, x6} � G, a normal
subgroup of G. Also we recall augmentation ideals ∆(G,H) := 〈h− 1| h ∈ H〉, that
in special case H = G, we denote ∆(G) := ∆(G,G). Now it is obvious that, by using
[14, Proposition 3.3.3 on p. 135], we have

Dmn(∆(G,H)) = |G| − [G : H] = 39− 3 = 36

Dmn(∆(G,G)) = |G| − [G : G] = 39− 1 = 38.

Therefore we obtain the following remark:

Remark 3.1. Dimensions of ∆(G,H) and ∆(G) can be computed as follows:

Dmn(∆(G,H)) = 36

Dmn(∆(G,G)) = 38.
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We want to represent a decomposition for ∆(G) over J(FG) and ∆(G,H). As
both of them are included in ∆(G), first we show that they are disjoint:

Proposition 3.5. J(FG) ∩∆(G,H) = 0.

Proof. Let α ∈ J(FG) ∩∆(G,H). By (3.7), J(FG) = 〈Ĝ〉. Now we compute α.x̂ in
two different ways, in order to see α as an element of J(FG) or ∆(G,H) separately:

α ∈ J(FG) = 〈Ĝ〉 α ∈ ∆(G,H) = 〈x− 1〉
α = a.Ĝ α = β (x− 1)

α x̂ = aĜx̂ = aĜ|〈x〉| α x̂ = β (x− 1)x̂ = β (xx̂− 1x̂)

= a.Ĝ.n = a.Ĝ = α = β .(x̂− x̂) = β .0 = 0

So we conclude that:

(3.8) α = α.x̂ = 0.

And therefore we have

J(FG) ∩∆(G,H) = 0.

Now the decomposition can be achieved:

Proposition 3.6. ∆(G) = J(FG)⊕∆(G,H).

Proof. By Proposition 3.4 and Remark 3.1, we have

Dmn(J(FG)) + Dmn(∆(G,H)) = 2 + 36 = 38 = Dmn(∆(G))

Now Proposition 3.5 together with above equality shows that:

∆(G) = J(FG)⊕∆(G,H).

In the next Proposition, we prove that ∆(G,H) is a semisimple ring:

Proposition 3.7. ∆(G,H) is a semisimple ring.

Proof. By Proposition 3.6, we have ∆(G,H) = ∆(G)/J(FG) ⊆ FG/J(FG). From
[14, Theorem 6.6.1 on p. 214], the group ring of a field over a finite group is Artinian,
so FG is an Artinian ring, and [14, Lemma 2.4.9 on p. 87], implies its quotient ring,
FG/J(FG), is an Artinian ring too. Also from [14, Lemma 2.7.5 on p. 107] we
know that J(FG/J(FG)) = 0. Now by using [14, Theorem 2.7.16 on p. 111] we can
conclude that FG/J(FG) is semisimple, and by [14, Proposition 2.5.2 on p. 91], all
of its subrings are semisimple too. So ∆(G,H) is semisimple.
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By the Artin-Wedderburn Theorem, semisimple ring ∆(G,H), decomposes to
its simple components that are division rings of matrices over extensions of F . Now
we need to know their numbers and dimensions. First we show that the center of
∆(G,H) is included in the center of FG:

Proposition 3.8. Z(∆(G,H)) ⊆ Z(FG).

Proof. For the proof of this proposition, we need show that each element of Z(FG)
must commute with all of elements of FG. Since F is commutative and G is
generated by x and y, so it suffices to show they commute with x and y. Let
α ∈ Z(∆(G,H)), so it commutes with x− 1 as it is in ∆(G,H):

α.(x− 1) = (x− 1).α
α.x− α = x.α − α

α.x = x.α

So α commutes with x. Now we show that α also commutes with y. First we show
that αy−yα is in Anh(x−1). Notice we know that (x−1)y = y(x−1−1) ∈ ∆(G,H),
so,

(x− 1)y ∈ ∆(G,H) y(x− 1) ∈ ∆(G,H)
α.(x− 1).y = (x− 1).y.α α.y.(x− 1) = y.(x− 1).α
(x− 1).αy = (x− 1).yα αy.(x− 1) = yα.(x− 1)
(x− 1)(αy− yα) = 0 (αy− yα)(x− 1) = 0

So (αy − yα) ∈ Anh(x − 1) and by [14, Lemma 3.4.3 on p. 139] we know that
Anh(x− 1) = Anh(∆(G,H)) = FGx̂. Now we compute (αy− yα).x̂ in two different
ways, directly itself or consider (αy − yα) as an element of FG.x̂ separately. Note
that α ∈ Z(∆(G,H)) ⊆ ∆(G,H), so by (3.8), α.x̂ = 0, and although x does not
commute with y, but x̂ does, also |〈x〉| = OrdG(x) = 7 = 1. So we have

(αy− yα).x̂ = α.y.x̂− y.α.x̂ = (αy− yα).x̂ = β .x̂.x̂ =
α x̂.y− y.α x̂ = 0.y− y.0 = 0 β .x̂.|〈x〉| = β x̂ = (αy− yα)

Hence αy−yα = (αy−yα).x̂ = 0. Thus αy = yα, which means α also commutes
with y and therefore

Z(∆(G,H)) ⊆ Z(FG).

In the next proposition, we obtain the exact structure of Z(∆(G,H)):

Proposition 3.9. Z(∆(G,H)) = 〈Ĉ1, Ĉ2, Ĉ3〉.

Proof. Let α ∈ Z(∆(G,H)), from [14, Theorem 3.6.2 on p. 151] we know that

Z(FG) = 〈Ĉ−3, Ĉ−2,C−1, Ĉ0, Ĉ+1, Ĉ+2, Ĉ+3〉, so for center of augmentation ideal we

have Z(∆(G,H)) ⊆ 〈Ĉ−3, Ĉ−2,C−1Ĉ0, Ĉ+1, Ĉ+2, Ĉ+3〉, by using Proposition 3.8. So
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α =
∑+3

i=−3 riĈi = r−3Ĉ−3 + r−2Ĉ−2 + r−1Ĉ−1 + r0Ĉ0 + r+1Ĉ+1 + r+2Ĉ+2 + r+3Ĉ+3.

By (3.8), α.x̂ = 0 and notice that xix̂ = x̂, so for i ∈ {−2,−1,+1,+2} we have

Ĉix̂ = 3x̂ = 0. Hence,

0 = α x̂ =

+3∑
i=−3

riĈix̂ = r−3Ĉ−3x̂ + (

−1∑
i=−2

riĈix̂) + r0Ĉ0x̂ + (

+2∑
i=+1

riĈix̂) + r+3Ĉ+3x̂

= r−3y−1x̂ + 0 + r0.1.x̂ + 0 + r+3yx̂ = r−3x̂y−1 + r0.1.x̂ + r+3x̂y

(3.9)

Since the left hand side of (3.9) is zero, so the right hand side coefficients
must be zero too, hence we have r−3 = r0 = r+3 = 0, terefore we conclude that

α = r−2Ĉ−2 + r−1Ĉ−1 + r+1Ĉ+1 + r+2Ĉ+2. As α was an arbitrary element in center

of ∆(G,H), thus Z(∆(G,H)) ⊆ 〈Ĉ−2, Ĉ−1, Ĉ+1, Ĉ+2〉. Now it suffices to show that
all of these types of elements are included in ∆(G,H). We must show that there is
a β such that α = β (x− 1). It is straightforward to find β ’s coefficients by solving
a system of linear equations. So α ∈ ∆(G,H), and therefore

Z(∆(G,H)) = 〈Ĉ−2, Ĉ−1, Ĉ+1, Ĉ+2〉.

Now the dimension of the center of ∆(G,H) can be computed:

Corollary 3.2. Dmn(Z(∆(G,H))) = 4.

Proof. By Proposition 3.9,we know that Z(∆(G,H)) = 〈Ĉ−2, Ĉ−1, Ĉ+1, Ĉ+2〉. So,

Dmn(Z(∆(G,H))) = 4.

Let Mn(R) be the ring of the square matrices of order n on the ring R and let
GLn(R) be its unit group. Also Rn be the direct sum of n copy of the ring R, which
is Rn = ⊕n

i=1R and let Fn be the extension of the finite field F of the order n that is
[Fn : F ] = n. Now we are ready to prove Theorem 3.1:

Proof. [Proof of Theorem 3.1] Let α ∈ Z(∆(G,H)). From Proposition 3.9, we

know that α can be written as α = r−2Ĉ−2 + r−1Ĉ−1 + r+1Ĉ+1 + r+2Ĉ+2. Since
char(F) = 3, we have

α
1 = r−2Ĉ−2 + r−1Ĉ−1 + r+1Ĉ+1 + r+2Ĉ+2

α
3 = r3−2Ĉ

3
−2 + r3−1Ĉ

3
−1 + r3+1Ĉ

3
+1 + r3+2Ĉ

3
+2

α
3 = r3−2Ĉ−2 + r3−1Ĉ−1 + r3+1Ĉ+1 + r3+2Ĉ+2

α
3n = r3n

−2Ĉ−2 + r3n
−1Ĉ−1 + r3n

+1Ĉ+1 + r3n
+2Ĉ+2

α
3n = r−2Ĉ−2 + r−1Ĉ−1 + r+1Ĉ+1 + r+2Ĉ+2.
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Since |F | = 3n, we know r3
n

i = ri, so α3n
= α. Therefore we have

∆(G,H) ∼= M3(F)4.

By [14, Proposition 3.6.7 on p. 153], FG ∼= F(G/H) ⊕ ∆(G,H), therefore,
U (FG) ∼= U (F(C3))×U (∆(G,H)). So we have

U (FG) = Cn
3 ×C3n−1 × GL3(F)4.
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Department of Mathematics, Örnektepe mah. Imrahor cad. No:88/2

34445 Istanbul, Turkey

Abstract. In [1] for a given sequence (λn) with λn < λn+1 → ∞ a new summability
method Cλ was introduced which generalizes the classical Cesàro method. In this
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1. Introduction

Let (λn) be a given real valued sequence such that

0 ≤ λ0 < λ1 < λ2 < ... < λn →∞

and [λn] denote the integer part of λn. The set of such sequences will be denoted
Λ. Consider the mean

σn =
1

1 + λn

[λn]∑
k=0

xk, n = 1, 2, 3, ...

of a given sequence (xk) of real or complex numbers. If

lim
n→∞

σn = `,
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then we say that (xk) is Cλ-summable to `. In the particular case when λn = n we
see that σn is the (C, 1) mean of (xk).Therefore, Cλ-method yields a submethod of
the Cesàro method (C, 1), and hence it is regular for any λ. Cλ-matrix is obtained by
deleting a set of rows from Cesàro matrix. (C, 1) and Cλ are equivalent for bounded

sequences if and only if limn→∞
λn+1

λn
= 1. The basic properties of Cλ-method can

be found in ([1],[24]).

Summability of matrix submethods was studied in [12] and [28]. The authors of
[12] and [28] presented results showing when Cλ is equivalent to the Cesàro method
C1 for bounded sequences. Armitage and Maddox proved inclusion and Tauberian
results for the Cλ method in [1]. In [24], inclusion properties of the Cλ method for
bounded sequences and its relationship to statistical convergence are studied also a
condensation test presented for statistical convergence.

In this study, firstly we will introduce Ĉλ-almost convergent sequence and prove
some inclusion relations. Later we will give definition of Ĉλ- almost statistically
convergent sequence and examine the relationship between Ĉλ-almost convergence
and Ĉλ-almost statistically convergence. Finally, we will generalize the spaces [Cλ]
and [Ĉλ] to spaces [Cλ(f)] and [Ĉλ(f)] by using a modulus function f . Thus, it will
fill a gap in the literature.

2. Almost Convergence

Let `∞ be the Banach space of real valued bounded sequences (xk) with the
usual norm ||x|| := supk|xk|. There exists continuous linear functional φ : `∞ → R
called Banach limit if the following conditions hold:

(i) φ(axk + byk) = aφ(xk) + bφ(yk), a, b ∈ R
(ii) φ(xk) ≥ 0 if xk ≥ 0, k = 1, 2, 3....

(iii) φ(Sx) = φ(x), Sx = (x2, x3, x4, ...)

(iv) φ(e) = 1 where e = (1, 1, 1, ...).

A sequence (xk) in `∞ is said to be almost convergent if all of its Banach limits are
equal. It is well known that any Banach limit of (xk) lies between lim inf xk and
lim supxk [13].
Note that a convergent sequence is almost convergent, and its limit and its general-
ized limit are identical, but an almost convergent sequence need not be convergent.
The sequence (xk) defined as

xk =

{
1, if n is odd
0, if n is even

is almost convergent to 1/2 but not convergent.

Lorentz [13] gave the following characterization for almost convergence: A se-
quence (xn) is said to be almost convergent to ` if and only if

lim
n→∞

1

n

n∑
k=0

xk+i = `
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uniformly in i.

Maddox[15] has defined strongly almost convergent sequence as follows:
A bounded sequence (xk) is said to be strongly almost convergent to ` if and only
if

lim
n→∞

1

n

n∑
k=0

|xk+i − `| = 0

uniformly in i.
Readers can refer to recently published articles ([2],[3],[14],[18],[19],[20],[22]) for
more information.
Consider the mean

Ĉλx =
1

1 + λn

[λn]∑
k=0

xk+i

of a given sequence (xk) of real numbers and i = 1, 2, 3, ....

Definition 2.1. A bounded sequence (xk) is said to be Ĉλ-almost convergent to
` if and only if .

lim
n→∞

1

1 + λn

[λn]∑
k=0

xk+i = `

uniformly in i.

In this case we write xk → `(Ĉλ). In the particular case when λn = n we get the
definition of almost convergent sequence.

Theorem 2.1. Let {λn}, {νn} ∈ Λ. If limn→∞
νn
λn

= 1, then Ĉλ- almost conver-

gence is equivalent to Ĉν- almost convergence on `∞.

Proof. Let x ∈ `∞ and consider Mn := max{λn, νn} and mn := min{λn, νn}. Since
limn→∞

νn
λn

= 1, we can write limn→∞
mn

Mn
= 1, then for each n and i

|Ĉνx− Ĉλx| = | 1

νn

[νn]∑
k=1

xk+i −
1

λn

[λn]∑
k=1

xk+i|

= | 1

Mn

Mn∑
k=1

xk+i −
1

mn

mn∑
k=1

xk+i|

= |
mn∑
k=1

(
1

Mn
− 1

mn
)xk+i +

1

Mn

Mn∑
k=mn+1

xk+i|

≤ sup
k,i
|xk+i|

mn∑
k=1

Mn −mn

Mnmn
+ sup

k,i
|xk+i|

Mn −mn

Mn

= sup
k,i
|xk+i|

mn(Mn −mn)

Mnmn
+ sup

k,i
|xk+i|

Mn −mn

Mn

= 2 sup
k,i
|xk+i|(1−

mn

Mn
)→ 0
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as n→∞ uniformly in i. Hence, if x→ L(Ĉλ),

0 ≤ | 1

νn

νn∑
k=1

xk+i − L| ≤ |Ĉνx− Ĉλx|+ |Ĉλx− L| → 0

as n→∞ uniformly in i. Similarly, if x→ L(Ĉν),

0 ≤ | 1

λn

λn∑
k=1

xk+i − L| ≤ |Ĉλx− Ĉνλx|+ |Ĉνx− L| → 0

as n→∞ uniformly in i. Thus, the proof is completed.

By using similar techniques to Theorem 1 of [1] we can prove following theorem:

Theorem 2.2. Let {λn}, {νn} ∈ Λ.
(i) Ĉλ implies Ĉµ if and only if D(µ) \D(λ) is a finite set, where

D(λ) = {[λn] : n = 1, 2, ...}.

(ii) Ĉµ is equivalent Ĉµ if and only if D(λ)4D(µ) is a finite set.

Also by using similar techniques to Theorem 2.2 of [24] we can prove following
theorem:

Theorem 2.3. Let {λn} ∈ Λ. If limn→∞
λn+1

λn
= 1, then Ĉλ- almost convergence

is equivalent to almost convergence on `∞.

Definition 2.2. A bounded sequence (xk) is said to be strongly Ĉλ-almost con-
vergent to ` if and only if

lim
n→∞

1

1 + λn

[λn]∑
k=0

|xk+i − `| = 0

uniformly in i.

In this case we write xk → `([Ĉλ]). In the particular case when λn = n we get the
definition of strongly almost convergent sequence.

Definition 2.3. A bounded sequence (xk) is said to be p-strongly Ĉλ-almost con-
vergent to ` if and only if

lim
n→∞

1

1 + λn

[λn]∑
k=0

|xk+i − `|p = 0

uniformly in i where 0 < p <∞.

In this case we write xk → `([Ĉλ]p). In the particular case when λn = n we get the
strongly p-almost convergent sequence definition.
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3. Almost Statistical Convergence

The natural density of a set A of positive integers is defined if limit exists by

δ(A) := lim
n→∞

1

n
|{k ≤ n : k ∈ A}|,

where |k ≤ n : k ∈ A| denotes the number of elements of A not exceeding n.

Statistical convergence, as it has recently been investigated, was defined by Fast
[7]. Schoenberg [27] established some fundamental properties of the concept and
studied as a summability method. The more recent times interest in statistical
convergence arose after Fridy published his paper [8], and since then there have
been many generalizations of the original concept(see [4]-[6],[9]-[11],[16],[21]).
A sequence x = (xk) is said to be statistically convergent to the number ` if for
every ε > 0,

lim
n→∞

1

n
|{k ≤ n : |xk − `| ≥ ε}| = 0,

holds. In this case, we write st − limxk = `. Statistical convergence is a natural
generalization of ordinary convergence. If limxk = `, then st − limxk = `. The
converse does not hold, in general. If a sequence x = (xk) is strongly Cesàro
convergent to `, then x = (xk) is statistically convergent to ` and the converse is
also true when x = (xk) is a bounded sequence.

Definition 3.1. [24] A sequence x = (xk) is said to be Cλ-statistically convergent
to the number ` if for every ε > 0,

lim
n→∞

1

1 + λn
|{0 ≤ k ≤ [λn] : |xk − `| ≥ ε}| = 0,

holds.

In the particular case when λn = n, Cλ- statistically convergence coincide with
statistically convergence.

Definition 3.2. A sequence x = (xk) is said to be Cλ- almost statistically con-
vergent to the number ` if for every ε > 0,

lim
n→∞

1

1 + λn
|{0 ≤ k ≤ [λn] : |xk+i − `| ≥ ε}| = 0

holds uniformly in i.

In the particular case when λn = n we get the definition of almost statistically
convergent sequences was defined in [26].

Theorem 3.1. If xk → `([Cλ]) then xk → `(Sλ). The converse is true if (xk) is
bounded.
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Proof. Let xk → `([Cλ]). For an arbitrary ε > 0, we get

1

1 + λn

[λn]∑
k=0

|xk − `| =

 1

1 + λn

[λn]∑
k=0

|xk−`|≥ε

|xk − `|+
1

1 + λn

[λn]∑
k=0

|xk−`|<ε

|xk − `|


≥ 1

1 + λn

[λn]∑
k=0

|xk−`|≥ε

|xk − `|

≥ 1

1 + λn
|{0 ≤ k ≤ [λn] : |xk − `| ≥ ε}|ε.

Hence, we have

lim
n→∞

1

1 + λn
|{0 ≤ k ≤ [λn] : |xk − `| ≥ ε}| = 0

that is, xk → `(Sλ).
Now suppose that xk → `(Sλ) and xk is bounded, since xk is bounded, say |xk−`| ≤
M for all k. Given ε > 0, we get

1

1 + λn

[λn]∑
k=0

|xk − `| =
1

1 + λn

 [λn]∑
k=0

|xk−`|≥ε

|xk − `|+
[λn]∑
k=0

|xk−`|<ε

|xk − `|



≤ 1

1 + λn

M [λn]∑
k=0

|xk−`|≥ε

1 + ε

[λn]∑
k=0

|xk−`|<ε

1


≤ M

1

1 + λn
|{0 ≤ k ≤ [λn] : |xk − `| ≥ ε}|

+ ε
1

1 + λn
|{0 ≤ k ≤ [λn] : |xk − `| < ε}|

hence we have,

lim
x→∞

1

1 + λn

[λn]∑
k=0

|xk − `| = 0.

The proofs of the following theorems are similar to that of Theorem 3.1, so we
state them without of proof.

Theorem 3.2. Let 0 < p <∞. If xk → `([Cλ]p) then xk → `(Sλ). The converse
is true if (xk) is bounded.
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Theorem 3.3. Let 0 < p <∞. If xk → `([Ĉλ]p) then xk → `(Ŝλ). The converse
is true if (xk) is bounded.

Theorem 3.4. Let (λn) ∈ Λ with lim supn→∞
λn+1

λn
< ∞. If xk → `(Ŝλ) then

xk → `(Ŝ).

Proof. Assume (xk) is xk → `(Ŝλ) and lim supn→∞
λn+1

λn
< ∞. Consider Γ =

N\Λ := {νn}. If Γ is finite , then Ŝ is equivalent to Ŝλ. Now assume that Γ is
infinite. Then there exists an K such that n ≥ K, νn > λ1. Since Γ and Λ are
disjoint, for n ≥ K, there exists an integer m such that λm < νn < λm+1. We write
νn = λm+j where 0 < j < λm+1 − λm. Then, for n ≥ K,

1

νn
|{k ≤ νn : |xk+i − `| ≥ ε}|

=
1

λm+j
|{1 ≤ k ≤ λm : |xk+i − `| ≥ ε}|

+
1

λm+j
|{λm+1 ≤ k ≤ λm+j : |xk+i − `| ≥ ε}|

≤ 1

λm
|{1 ≤ k ≤ λm : |xk+i − `| ≥ ε}|

+
1

λm+j
|{1 ≤ k ≤ λm+1 : |xk+i − `| ≥ ε}|

=
1

λm
|{1 ≤ k ≤ λm : |xk+i − `| ≥ ε}|

+
λm+1

λm+j

1

λm+1
|{1 ≤ k ≤ λm+1 : |xk+i − `| ≥ ε}|.

Since, 0 < λm+1

λm+j
< λm+1

λm
and λm+1

λm
is bounded, then λm+1

λm+j is bounded too. Thus,

we see that 1
n |{1 ≤ k ≤ n : |xk+i − `| ≥ ε}| may be partitioned into two disjoint

subsequences each having the common limit zero uniformly in i. Hence, we get
xk → `(Ŝ).

4. Convergence with respect to a modulus function

The notion of a modulus function was introduced by [23]. Ruckle [25] used the
idea of a modulus function to construct the sequence space

L(f) = {(xk) :

∞∑
k=1

f(|xk|) <∞}.

This space is an FK-space, and Ruckle proved that the intersection of all such L(f)
space is φ, the space of finite sequences, thereby answering negatively a question
of A. Wilansky: ”Is there a smallest FK-space in which the set {e1, e2, ...} of unit
vectors is bounded?” [17].
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A real valued function f defined on [0,∞) is called a modulus function if it has
following properties:

1. f(x) ≥ 0 for each x,

2. f(x) = 0 if and only if x = 0,

3. f(x+ y) ≤ f(x) + f(y) for all x, y ≥ 0,

4. f is increasing,

5. limx→0+ f(x) = 0.

Since |f(x)− f(y)| ≤ f(x− y),(see [17]), it follows from conditions (3) and (5) that
f is continuous on [0,∞).

Many new sequence spaces are defined by using the modulus function in the
summability theory. Sequence spaces defined in this way generalize known sequence
spaces. By using a modulus function f firstly Ruckle [25] defined the sequence space

L(f) = {(xk) :

∞∑
k=1

f(|xk|) <∞},

which generalization of the space

`1 = {(xk) :

∞∑
k=1

|xk| <∞}

and later Maddox [17] introduced following sequence spaces which are generaliza-
tions of the classical spaces of strongly summable sequences

w0(f) = {(xk) :
1

n

n∑
k=1

f(|xk|) = 0},

w(f) = {(xk) :
1

n

n∑
k=1

f(|xk − `|) = 0 for real number `},

w∞(f) = {(xk) : sup
n

1

n

n∑
k=1

f(|xk|) <∞}.

If we take f(x) = xp (0 < p < 1) then the space L(f) is the familiar space lp.
It is known that,

`1 ⊂ L(f), w0 ⊂ w0(f), w ⊂ w(f), and w∞ ⊂ w∞(f).

Apart from these spaces, there are many sequence spaces defined using the modulus
function in the literature. For example, Connor [5] introduced strongly A-summable
sequences with respect to a modulus function.
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In this section, by using a modulus function f , we will introduce the sequence
spaces [Cλ(f)] and [Ĉλ(f)] which are generalization of the sequence spaces [Cλ] and

[Ĉλ] and we are going to show that

[Cλ] ⊂ [Cλ(f)] and [Ĉλ] ⊂ [Ĉλ(f)]

holds.

Definition 4.1. Let (xk) be a sequence of real or complex numbers,f be a modulus
function and (λn) ∈ Λ be a sequence. If

lim
n→∞

1

1 + λn

[λn]∑
k=0

f(|xk − `|) = 0,

then we say that (xk) is [Cλ]-summable to ` with respect to f and λ = (λn).

The space of all sequences [Cλ]-summable to ` with respect to f and λ = (λn) will
be denoted by [Cλ(f)].

Theorem 4.1. For any modulus function f we have [Cλ] ⊂ [Cλ(f)] holds for
λ = (λn) ∈ Λ , that is, (xk) is [Cλ]-summable to ` then (xk) is [Cλ]-summable to `
with respect to the modulus function f .

Proof. If (xk) is [Cλ]-summable to `, then we have

lim
n→∞

1

1 + λn

[λn]∑
k=0

|xk − `| = 0.

Let ε > 0 and choose θ with 0 < θ < 1 such that f(t) < ε holds for 0 ≤ t ≤ θ. Now
since for |xk − `| > θ,

|xk − `| ≤
|xk − `|

θ
< 1 + [

|xk − `|
θ

]

and

f(|xk − `|) ≤ (1 + [
|xk − `|

θ
])f(1) < 2f(1)

|xk − `|
θ

,

we can write

[λn]∑
k=0

f(|xk − `|) =

[λn]∑
k=0|xk−`|≤θ

f(|xk − `|) +

[λn]∑
k=0|xk−`|>θ

f(|xk − `|)

≤ ε[λn + 1] +
2

θ
f(1)([λn] + 1)

1

[λn] + 1

[λn]∑
k=0

|xk − `|.

Hence, (xk) is [Cλ]-summable to ` with respect to the modulus function f .
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Definition 4.2. Let (xk) be a sequence of real or complex numbers, f be a mod-
ulus function and λ = (λn) ∈ Λ. If

lim
n→∞

1

1 + λn

[λn]∑
k=0

f(|xk+i − `|) = 0

holds uniformly in i, then we say that (xk) is [Ĉλ]-summable to ` with respect to
the modulus function f .

The space of sequences [Ĉλ]-summable to ` with respect to the modulus function f

will be denoted by [Ĉλ(f)].

Theorem 4.2. If (xk)→ `[Ĉλ(f)] and (xk)→ `′[Ĉλ(f)] then ` = `′.

Proof. Let (xk) → `[Ĉλ(f)] and (xk) → `′[Ĉλ(f)]. Then given ε > 0, for all i ∈ N
there exists n > n0 such that

1

1 + λn

[λn]∑
k=0

f(|xk+i − `|) <
ε

2

and

1

1 + λn

[λn]∑
k=0

f(|xk+i − `′|) <
ε

2
.

From these and the following inequality

f(|`− `′|) = f(|xk+i + `− `′ − xk+i|) ≤ f(|xk+i − `|) + f(|xk+i − `′|)

we can write

f(|`− `′|) ≤ 1

1 + λn

[λn]∑
k=0

f(|xk+i − `|) +
1

1 + λn

[λn]∑
k=0

f(|xk+i − `′|)

<
ε

2
+
ε

2
= ε

for all i ∈ N. Since ε > 0 is arbitrary, we have ` = `′ by the properties (2) and (5)
of modulus function.

Theorem 4.3. For any modulus function f we have [Ĉλ] ⊂ [Ĉλ(f)], that is, (xk)

is [Ĉλ]-summable to ` then (xk) is [Ĉλ]-summable to ` with respect to the modulus
function f .

The proof of the theorem similar to the Theorem 4.1, so we omit it.
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1. Introduction

Let R and N denote the sets of real and natural numbers respectively. By ω
we denote the linear space of sequence of real numbers. c0, c and `∞ represent
sequence spaces of null convergent, convergent and bounded sequences respectively.
The approach to statistical convergence was done by Fast [6] and Steinhaus [19]
in 1951 independently. In 1999, Kostryko et al. [14] generalised the notion of
statistical convergence to ideal convergence and some properties of this interesting
generalization have been studied by Śalát et al. [17]. An ideal is a non–empty subset
of the set of natural numbers N which satisfies hereditary and additivity property,
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i.e., I ⊆ 2N such that A ∈ I with B ⊂ A implies B ∈ I and A ∪ B ∈ I whenever
A,B ∈ I. A non–empty family of sets F ⊆ 2N is said to be a filter on N if only if
φ /∈ F,A ∩ B ∈ F for A,B ∈ F and any superset of an element of F is in F . An
ideal I is non–trivial if I 6= 2N. A non–trivial ideal I is admissible if it contains all
singletons. A sequence x = (xn) ∈ ω is said to be I– convergent to L ∈ R if the
set {n ∈ N : |xn − L| ≥ ε} ∈ I for every ε > 0. If L = 0, then we say the sequence
is I– null. The concept of ideal convergence was studied from the sequence point
of view and linked with the summability theory by Hazarika and Savaş [11, 10].
The approach to construct sequence spaces by means of the domain of an infinite
matrix and with the help of the notion of ideal convergence was firstly used by
Śalát et. al [18] to introduce the sequence spaces (cI)A and (mI)A. The theory of
random 2–normed space was introduced by Gölet and studied some properties of
convergence and Cauchy sequence with respect to random 2–norm as well. Recently,
the notion of ideal convergence of sequences in the framework of random 2–normed
spaces defined by Mursaleen and Alotaibi [15].

In 2013, Kara defined the double band matrix matrix F̂ = (f̂nk) by:

f̂nk =


− fn+1

fn
, if k = n− 1

fn
fn+1

, k = n

0, 0 ≤ k < n− 1 or k > n

for all n, k ∈ N, where {fn}∞n=0 is the Fibonacci sequence defined by the recur-
rence relation f0 = f1 = 1 and fn = fn−1 + fn−2 satisfying some basic properties
and addressed the approach to construct sequence spaces by means of an infinite
matrix of particular limitation methods to introduced the Fibonacci difference se-
quence space

`∞(F̂ ) =
{
x = (xn) ∈ ω : sup

n∈N

∣∣∣ fn
fn+1

xn −
fn+1

fn
xn−1

∣∣∣ <∞}.
The domains c0(∆F ), c(∆F ) and l∞(∆F ) of the forward difference matrix ∆F in

the spaces c0, c and l∞ are introduced by Kizmaz [13]. Aftermore, the domain bvp of
the backward difference matrix ∆B in the space lp have recently been investigated
for 0 < p < 1 by Altay and Başar [1], and for 1 ≤ p ≤ ∞ by Başar and Altay [2].
Quite recently, by combining the definitions of ideal convergence and the Fibonacci
difference matrix F̂ , Khan et al. [12] have introduced some new Fibonacci difference
sequence spaces

λ(F̂ ) = {x = (xn) ∈ ω : F̂ x = ((F̂ x)n) ∈ λ},

for λ = cI0, cI and `I∞, the spaces of all I–null and I–convergent sequences,where the
sequence F̂ x = ((F̂ x)n) is the F̂–transform of the sequence x = (xn) ∈ ω defined
as follows:

F̂ (x) = ((F̂ x)n) =

{
f0
f1
x0, n = 0
fn
fn+1

xn − fn+1

fn
xn−1, n ≥ 1.
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For more work on difference sequence spaces and Fibonacci difference sequence
space please see the references [16, 4, 5].

In this article, by using Fibonacci difference matrix F̂ and the notion of ideal
convergence in random 2–normed space, we introduce new sequence spaces and
study their topological and algebraic properties.

We recall some definitions which will be used throughout this article.

Definition 1.1. [7] A sequence x = (xn) ∈ ω is said to be statistically convergent
to L ∈ R if for every ε > 0, the natural density of the set {n ∈ N : |xn − L| ≥ ε} is
zero. We write st– limxn = L.

Definition 1.2. [12] An ideal is a subset of the set of natural numbers N which
satisfies hereditary and additivity property, i.e., I ⊆ 2N such that A ∈ I with B ⊂ A
implies B ∈ I and A∪B ∈ I whenever A,B ∈ I. A non–empty family of sets F ⊆ 2N

is said to be a filter on N if only if φ /∈ F,A∩B ∈ F for A,B ∈ F and any superset
of an element of F is in F . An ideal I is non–trivial if I 6= 2N. A non–trivial ideal
I is admissible if it contains all singletons. A sequence x = (xn) ∈ ω is said to be
I–convergent to L ∈ R if n ∈ N : |xn − L| ≥ ε ∈ I for every ε > 0. If L = 0, then
we say that the sequence is I–null.

Definition 1.3. [15] A function f : R→ R+
0 is said to be a distribution function if

it is non–decreasing and left continuous such that inf
t∈R

f(t) = 0 and sup
t∈R

f(t) = 1. By

D+, we denote the set of all distribution functions with f(0) = 0. For a ∈ R+
0 , Ha ∈

D+

Ha(t) =

{
1, t > a

0, t ≤ a

Definition 1.4. [15] A triangular norm is a continuous map ∗ : [0, 1] × [0, 1] →
[0, 1], ([0, 1], ∗) is an abelian monoid with unit one and a ∗ b ≥ c ∗ d whenever a ≥ c
and b ≥ d for all a, b, c, d ∈ [0, 1]. A triangle τ is a binary operation on D+ which
is commutative, associative and τ(f,H0) = f for every f ∈ D+.

Definition 1.5. [8] Let X be a vector space with dimension more than 1. A func-
tion ‖., .‖ : X ×X → R with the following properties:

(1) ‖x1, x2‖ = 0 if and only if x1, x2 are linearly dependent,

(2) ‖x1, x2‖ = ‖x2, x1‖,

(3) ‖αx1, x2‖ = |α|‖x1, x2‖, α ∈ R,

(4) ‖x1 + x2, x3‖ ≤ ‖x1, x3‖+ ‖x2, x3‖.

Then (X, ‖., .‖) is called a 2–normed space.
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Definition 1.6. [9] Let X be a linear space of dimension greater than 1, ∗ denote
a t norm. F : X×X → D+ is said to be random 2–norm if the following conditions
are satisfied:

(1) F(x1, x2; t) = H0(t) if x1, x2 are linearly dependent,

(2) F(x1, x2; t) 6= H0(t) if x1, x2 are linearly independent,

(3) F(x1, x2; t) = F(x2, x1; t) for all x1, x2 ∈ X,

(4) F(αx1, x2; t) = F(x1, x2; t
|α| ) for t > 0, α 6= 0,

(5) F(x1, x2, x3; t1 + t2) ≥ F(x1, x3; t1) ∗ F(x2, x3; t2) for all x1, x2, x3 ∈ X and
t1, t2 ∈ R+

0 .

Then (X,F , ∗) is called a random 2–normed space (R2NS).

Definition 1.7. [15] A sequence x = (xn) ∈ X is F– convergent to L in (X,F , ∗)
if there exists n0 > 0 such that F(xn − L, z; ε) > 1 − θ whenever n ≥ n0 for every
ε > 0, θ ∈ (0, 1) and non–zero z ∈ X. We denote it as F– lim

n
xn = L.

Definition 1.8. [15] Let (X,F , ∗) be a R2NS. A sequence x = (xn) ∈ X is I–
convergent to L in (X,F , ∗) if for every ε > 0, θ ∈ (0, 1) and non–zero z ∈ X if the
set {n ∈ N : F(xn − L, z; ε) ≤ 1− θ} ∈ I. We write IR2N–lim x = L.

Definition 1.9. [17] A sequence space E is said to be solid if (αnxn) ∈ E for
(xn) ∈ E where (αn) is a sequence of scalars such that |αn| ≤ 1.

Definition 1.10. [17] Let K = {k1 < k2 < · · ·} ⊆ N and E be a sequence space.
A K step space of E is a sequence space λEk = {(xkn ∈ ω : (xn) ∈ E}. A canonical
pre-image of a sequence (xkn) ∈ λEk is a sequence (yn) ∈ ω defined as follows:

yn =

{
xn, if n ∈ K,
0, otherwise.

A canonical preimage of a step space λEk is a set of canonical preimages of all
elements in λEk , i.e., y is in canonical preimage of λEk if and only if y is canonical
preimage of some x ∈ λEk .

Definition 1.11. [17] A sequence space E is said to be monotone if it contains the
canonical preimage of all its step spaces i.e., if for all infinite K ⊆ N and (xn) ∈ E
the sequence (αnxn), where

αn =

{
1, if n ∈ K
0, otherwise.

Lemma 1.1. Every solid sequence space is monotone.
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2. Main Results

2.1. Some New Fibonacci Difference Ideal Convergent Sequence
Spaces

In the present section, we define Fibonacci difference spaces of I–convergent and
I–null sequences in a random 2–normed space. Also, we discuss some inclusion
relations topological and algebraic properties of these spaces. Throughout this
paper, ideal I is admissible ideal. For ε > 0, 0 < θ < 1 and non zero z in X, define

cIR2N
0 (F̂ ) := {x = (xn) ∈ X : {n ∈ N : F(((F̂ x)n), z; ε) ≤ 1− θ} ∈ I},

cIR2N (F̂ ) := {x = (xn) ∈ X : {n ∈ N : F(((F̂ x)n)− L, z; ε) ≤ 1− θ} ∈ I}.

Remark 2.1. We introduce an open ball with respect to R2N by means of the do-
main of the Fibonacci matrix, as follows:

B(((F̂ x)n), r, ε) := {y ∈ X : F((F̂ x)n)− ((F̂ y)n), z; ε) > 1−r for ε > 0, 0 < r < 1}.

Theorem 2.1. The spaces cIR2N
0 (F̂ ) and cIR2N (F̂ ) are vector spaces over R.

Proof. We shall prove the result for cIR2N (F̂ ). Let x = (xn) and y = (yn) ∈
cIR2N (F̂ ), then there exist L1, L2 ∈ X such that for ε > 0, θ ∈ (0, 1) and non–zero
z ∈ X, we have

A = {n ∈ N : F(((F̂ x)n)− L1, z;
ε

2|α|
) ≤ 1− θ} ∈ I,

B = {n ∈ N;F(((F̂ y)n)− L2, z;
ε

2|β|
) ≤ 1− θ} ∈ I,

where α and β are non–zero scalars in R. Choose η ∈ (0, 1) such that (1−θ)∗(1−θ) >
1− η. Consider

C = {n ∈ N : F((α(F̂ x)n) + (β(F̂ y)n))− (αL1 + βL2)) ≤ 1− η}.

We show C ⊆ A ∪ B or equivalently Ac ∩ Bc ⊆ Cc. Since Ac ∩ Bc ∈ F (I) so is
non–empty. Let m ∈ Ac ∩Bc ∈ F (I), then

F((α(F̂ x)n) + (β(F̂ y)n)− (αL1 + βL2), z; ε)

≥ F((α(F̂ x)m)− L1), z;
ε

2
) ∗ F((β(F̂ y)m)− L2), z;

ε

2
)

= F((F̂ x)m)− L1, z;
ε

2|α|
) ∗ F((F̂ y)m)− L2, z;

ε

2|β|
)

> (1− θ) ∗ (1− θ)
> 1− η.

Thus m ∈ Cc and therefore Ac ∩ Bc ⊆ Cc. Hence C ∈ I. The proof for cIR2N
0 (F̂ )

can be given in the same manner.
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Theorem 2.2. Let (X,F , ∗) be a random 2–space. Every open ball B((F̂ x)n), r, ε)
is an open set.

Proof.

B((F̂ x)n, r, ε) := {y ∈ X : F(((F̂ x)n)− ((F̂ y)n), z; ε) > 1− r, ε > 0, 0 < r < 1}

Let y ∈ B((F̂ x)n, r, ε) then by definition F(((F̂ x)n) − ((F̂ y)n), z; ε) > 1 − r, there
exists ε0 ∈ (0, ε) such that F(((F̂ x)n − ((F̂ y)n), z; ε0) > 1 − r. Put F(((F̂ x)n) −
((F̂ y)n), z; ε0) = r0, then for r0 > 1−r there exists s ∈ (0, 1) such that r0 > 1−s >
1 − r. For r0 > 1 − s, there exists r1 ∈ (0, 1) with r0 ∗ r1 > 1 − s. We show
B((F̂ y)n), 1− r1, ε− ε0) ⊂ B((F̂ x)n), r, ε).
Let w ∈ B(((F̂ y)n), 1−r1, ε− ε0). Then F(((F̂ y)n)− ((F̂w)n), z; ε− ε0) > r1. Now,

F(((F̂ x)n)− ((F̂w)n), z; ε)

≥ F(((F̂ x)n)− ((F̂ y)n), z; ε0) ∗ F(((F̂ y)n)− ((F̂w)n), z, ε− ε0)

≥ r0 ∗ r1
> 1− s
> 1− r

Thus we have, w ∈ B(((F̂ x)n), r, ε) so that
B(((F̂ y)n), 1− r1, ε− ε0) ⊂ B(((F̂ x)n), r, ε).

Remark 2.2. Let (X,F , ∗) be a random 2–normed space. Define τ IF (F̂ ) := {A ⊂
cIR2N (F̂ ) : for given x ∈ A, we can find ε > 0 and 0 < r < 1 such that
B((F̂ x)n), r, ε) ⊂ A}. Then τ IF (F̂ ) is a topology on cIR2N (F̂ ).

Remark 2.3. Since {Bx( 1
n ,

1
n )(F̂ ) : n ∈ N} is a local base at x, the topology τ IF (F̂ )

is first countable.

Theorem 2.3. Let (X,F , ∗) be a random 2–normed space. cIR2N
0 (F̂ ) and cIR2N (F̂ )

are Hausdorff spaces.

Proof. Let x, y ∈ cIR2N (F̂ ) with x 6= y. For ε > 0 and z 6= 0 ∈ X, r = F(((F̂ x)n)−
((F̂ y)n), z, ε) ∈ (0, 1). Given r0 ∈ (r, 1) there exists r1 such that r1 ∗ r1 ≥ r0. We
show the open balls B(((F̂ x)n), 1 − r1,

ε
2 ) and B(((F̂ y)n), 1 − r1,

ε
2 ) are disjoint.

Suppose on contrary w ∈ B(((F̂ x)n), 1− r1, ε2 ) ∩B(((F̂ y)n), 1− r1, ε2 ), then

F(((F̂ x)n)− ((F̂w)n), z;
ε

2
) > r1, and F(((F̂ y)n)− ((F̂w)n), z;

ε

2
) > r1

r = F(((F̂ x)n)− ((F̂ y)n), z; ε)

≥ F(((F̂ x)n)− ((F̂w)n), z;
ε

2
) ∗ F(((F̂w)n)− ((F̂ y)n), z

ε

2
)

> r1 ∗ r1
> r0

> r
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which is a contradiction. Hence cIR2N (F̂ ) is Hausdorff. Similarly we can prove for
cIR2N
0 (F̂ ).

Theorem 2.4. Let (X,F , ∗) be a random 2–normed space. Then cR2N (F̂ ) ⊂
cIR2N (F̂ ), where by cR2N (F̂ ) we denote the space of all Fibonacci convergent differ-
ence sequences defined as

{x = (xn) ∈ X : F(((F̂ x)n)− L, z; ε) > 1− θ}

where ε > 0, θ ∈ (0, 1) and z is non–zero element in X.

Proof. Let F– lim((F̂ x)n) = L. Then for every θ ∈ (0, 1) , ε > 0 and non–zero
z ∈ X, there exists N > 0 such that for all n ≥ N F(((F̂ x)n) − L, z; ε) > 1 − θ.
The set K(ε) = {k ∈ N : F(((F̂ x)k)− L, z; ε) ≤ 1− θ} ⊆ {1, 2, 3 · ··} and since I is
admissible, we have K(ε) ∈ I. Hence IR2N– lim F̂n(x) = L.

To show the strictness of the inclusion let us consider X = R2 with 2–norm
‖x, y‖ = |x1y2 − x2y1|, x = (x1, x2), y = (y1, y2) and a ∗ b = ab for all a, b ∈ [0, 1].
Define F(x, z; ε) = ε

ε+‖x,z‖ , for all x, z ∈ X. Define a sequence x = (xn) ∈ X such

that

((F̂ x)n) =

{
(
√
n, 0) if n is square,

(0, 0) otherwise.

For every 0 < θ < 1 and ε > 0, write

A(θ, ε) = {n ∈ N : F(((F̂ x)n)− L, z; ε) ≤ 1− θ}, L = (0, 0)

F(((F̂ x)n)− L, z; ε) =

{
ε

ε+
√
nz2

, if n is square,

1, otherwise.

Hence

lim
n
F(((F̂ x)n)− L, z; ε) =

{
0, if n is square,

1, otherwise.

Therefore x = (xn) is not convergent in (X,F , ∗). If we take I = Iδ = {M ⊆
N : δ(M) = 0}, then since A(θ, ε) ⊆ {1, 4, 9, 16, · · ·}, δ(A(θ, ε)) = 0. Thus
IR2N– lim((F̂ x)n) = L.

Theorem 2.5. The inclusion cIR2N
0 (F̂ ) ⊂ cIR2N (F̂ ) is strict.



780 V. A. Khan, H. Altaf, A. Esi and K. MAS Alshlool

Proof. The inclusion cIR2N
0 (F̂ ) ⊂ cIR2N (F̂ ) is obvious. To show the strictness of the

inclusion, consider X = R2 with 2– norm ‖x, z‖ = |x1z2 − x2z1| and a ∗ b = ab.
Define F(x, z) = ε

ε+‖x,z‖ for ε > 0. Define x = (xn) ∈ X such that ((F̂ x)n) = (1, 1).

Then IR2N– lim((F̂ x)n) = 1, so x = (xn) ∈ cIR2N (F̂ ) \ cIR2N
0 (F̂ ).

Theorem 2.6. The space cIR2N
0 (F̂ ) is solid and monotone.

Proof. Let x ∈ cIR2N
0 (F̂ ). For θ ∈ (0, 1), ε > 0 and non–zero z ∈ X, we have

A = {n ∈ N : F(F̂ x)n), z;
ε

|α|
) ≤ 1− θ} ∈ I,

where α = (αn) is a sequence of scalars with |α| ≤ 1, then Ac ∈ F (I). Consider

B = {n ∈ N : F(((F̂αx)n), z; ε) ≤ 1− θ}.

If we show Ac ⊂ Bc, then we are done.

Let m ∈ Ac, then F(((F̂ x)m), z; ε) > 1− θ. Now

F(((F̂α x)m), z; ε) = F((α(F̂ x)m), z; ε) = F(((F̂ x)m), z;
ε

|α|
)

≥ F(((F̂ x)m), z; ε) ∗ F(0, z;
ε

|α|
− ε)

> 1− θ ∗ 1 = 1− θ

Thus B ∈ I so that (α x) ∈ cIR2N
0 (F̂ ). Therefore cIR2N

0 (F̂ ) is solid. By Lemma 1.1,

cIR2N
0 (F̂ ) is monotone.
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Abstract. In this paper, we consider some new classes of log-preinvex functions. Sev-
eral properties of the log-preinvex functions are studied. We also discuss their relations
with convex functions. Several interesting results characterizing the log-convex func-
tions are obtained. Optimality conditions of differentiable strongly log-preinvex are
characterized by a class of variational-like inequalities. Results obtained in this paper
can be viewed as significant improvement of previously known results.
Key words: Preinvex functions, variational inequalities, log-convex functions

1. Introduction

Convex functions and convex sets have played an important and fundamental
part in the development of various fields of pure and applied sciences. Convex-
ity theory describes a broad spectrum of very interesting developments involving
a link among various fields of mathematics, physics, economics and engineering
sciences. In recent years, various extensions and generalizations of convex func-
tions and convex sets have been considered and studied using innovative ideas and
techniques. Hanson [5] introduced the notion of invex functions in mathematical
programming, which inspired a great interest. Invex sets and preinvex functions
were introduced by Ben-Israel and Mond [3]. They proved that the differentiable
preinvex functions are invex functions and the converse is also true under certain
conditions. Noor [15] proved that the minimum of the differentiable preinvex func-
tions are characterized by variational-like inequalities. For the applications, numer-
ical methods, variational-like inequalities and other aspects of preinvex functions,

Received August 12, 2020, accepted: June 16, 2021
Communicated by Predrag Stanimirović
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see [1, 2, 3, 5, 8, 14, 15, 18, 19, 20, 21, 23, 26, 24, 25, 30] and the references therein. It
is known that more accurate and inequalities can be obtained using the log-convex
functions than the convex functions. Closely related to the log-convex functions, we
have the concept of exponentially convex(concave), the origin of exponentially con-
vex functions can be traced back to Bernstein [4]. Noor and Noor [20, 21] introduced
and discussed various aspects of exponentially preinvex functions and their variant
forms. The exponentially convex functions have important applications in infor-
mation theory, big data analysis, machine learning and statistic. See, for example,
[1, 2, 3, 4, 5, 6, 13, 14, 20, 21, 22, 23, 26, 25] and the references therein.

Recently, Noor et al [23]considered the equivalent formulation of log-convex
functions and proved that the log-convex functions have similar properties as the
convex functions enjoy. For example. the function ex is a log-convex function,
but not convex. Hypergeometric functions including Gamma and Beta functions
are log-convex functions, which have important applications in several branches of
pure and applied sciences. Noor and Noor [22] introduced the concept of strongly
log-biconvex functions and studied their characterization. It is shown that the
optimality conditions of the biconvex functions can be characterized by the bivari-
ational inequalities, which can be viewed as novel generalization of the variational
inequalities.

Inspired and motivated by the ongoing research in this interesting, applicable
and dynamic field, we reconsider the concept of strongly log-preinvex functions. We
discuss the basic properties of the log-preinvex functions. It is has been shown that
the log-preinvex(preincave) have nice properties. Several new concepts of strongly
log-preinvex functions have been introduced and investigated. We show that the
local minimum of the log-convex functions is the global minimum. The difference
(sum) of the strongly log-preinvex function and affine strongly log-preinvex func-
tion is again a log-preinvex function. The optimal conditions of the differentiable
strongly log-preinvex functions can be characterized by a class of variational-like in-
equalities, which is itself an interesting outcome of our main results. The ideas and
techniques of this paper may be a starting point for further research in these differ-
ent areas of mathematical programming, machine learning and related optimization
problems.

2. Preliminary Results

Let K be a nonempty closed set in a real Hilbert space H. We denote by 〈·, ·〉
and ‖ · ‖ be the inner product and norm, respectively. Let F : K → R be a
continuous function.

Definition 2.1. [10] The set K in H is said to be convex set, if

u+ t(v − u) ∈ K, ∀u, v ∈ K, t ∈ [0, 1].

Definition 2.2. [7, 8, 9] A function F is said to be convex, if

F ((1− t)u+ tv) ≤ (1− t)F (u) + tF (v), ∀u, v ∈ K, t ∈ [0, 1].
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Polyak [27] introduced the concept of strongly convex functions in optimization
and mathematical programming.

Definition 2.3. A function F is said to be a strongly convex, if there exists a
constant µ ≥ 0 such that

F ((1− t)u+ tv) ≤ (1− t)F (u) + tF (v)− µt(1− t)‖v − u‖2, ∀u, v ∈ K, t ∈ [0, 1].

Clearly every strongly convex function is a convex function, but the converse is
not true. For the applications of strongly convex functions in variational inequali-
ties, differential equations and equilibrium problems, see [6, 7, 9, 10, 11, 17, 18, 19,
21, 27, 31] and the references therein.

In many problems, the underlying set may not a convex set. To overcome this
deficiency, Ben-Israel and Mond [3] introduced the invex and preinvex functions
with respect to an arbitrary bifunction, which can be viewed as important gener-
alization of the convexity and inspired a great interest in nonlinear mathematical
programming.

Definition 2.4. [3] The set Kη in H is said to be invex set with respect to an
arbitrary bifunction η(., .), if

u+ tη(v, u) ∈ K, ∀u, v ∈ Kη, t ∈ [0, 1].

Note that, if η(v, u) = v − u, then the invex set becomes convex set. In particular,
it follows that the set Kη ⊂ K.

Definition 2.5. A strictly positive function F is said to be preinvex with respect
to an arbitrary bifunction η(., .), if

F (u+ tη(v, u)) ≤ (1− t)F (u) + tF (v), ∀u, v ∈ Kη, t ∈ [0, 1].

It is known that the differentiable preinvex functions is an invex function, that is

Definition 2.6. A function F is said to be an invex with respect to an arbitrary
bifunction η(., .), if

F (v)− F (u) ≥ 〈F ′(u), η(v, u)〉, ∀u, v ∈ Kη, t ∈ [0, 1].

The converse is also true under certain conditions, see [8].

Noor [15] has proved that u ∈ Kη is a minimum of a differentiable preinvex
functions F, if and only if, u ∈ Kη satisfies the inequality

〈F ′(u), η(v, u)〉 ≥ 0, ∀u, v ∈ Kη, t ∈ [0, 1].

which is known as the variational-like inequality. For the formulation, applications,
numerical methods and other aspects of variational-like inequalities and related
optimization problems, see [2, 3, 5, 8, 15, 16, 28, 29] and the references therein.
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Noor [14] has also proved that a function F is a preinvex function, if and only
if, F satisfies the inequality

F

(
2a+ η(b, a)

2

)
≤ 2

η(b, a)

∫ a+η(b,a)

a

f(x)dx ≤ F (a) + F (b)

2
,

which is known as the Hermite-Hadamard-Noor inequality. Such type of inequalities
are used to find the upper and lower estimates of the integrals and have important
applications in physical and material sciences.

Definition 2.7. A strictly positive function F is said to be log-preinvex with
respect to an arbitrary bifunction η(., .), if

F (u+ tη(v, u)) ≤ (F (u))1−t(F (v))−t, ∀u, v ∈ Kη, t ∈ [0, 1].(2.1)

We can rewrite the Definition 2.7 in the following equivalent form as

Definition 2.8. [14] A strictly positive function F is said to be log-preinvex with
respect to an arbitrary bifunction η(., .), if

logF (u+ tη(v − u)) ≤ (1− t) logF (u) + t logF (v),(2.2)

∀u, v ∈ Kη, t ∈ [0, 1].

We use this equivalent Definition 2.8 to discuss some new aspects of log-preinvex
functions.

If logF = ef(u), then we recover the concepts of the exponentially preinvex
function, which are mainly due to Noor and Noor [19, 21] as:

Definition 2.9. [19, 21] A positive function f is said to be exponentially preinvex
function, if

ef(u+tη(v,u)) ≤ (1− t)ef(u) + tef(v), ∀u, v ∈ Kη, t ∈ [0, 1].

We remark that Definition 2.9 can be rewritten in the following equivalent way,
which is mainly due to Antczak [2].

Definition 2.10. A function f is said to be exponentially preinvex function, if

f(u+ tη(v, u)) ≤ log[(1− t)ef(u) + tef(v)], ∀u, v ∈ Kη, t ∈ [0, 1].(2.3)

A function is called the exponentially preincave function f , if −f is exponentially
preinvex function. For the applications and properties of exponentially preinvex
functions, see [1, 2, 3, 17, 18].

We now introduce the concept of strongly log-preinvex functions and study their
basic properties.
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Definition 2.11. A strictly positive function F is said to be strongly log-preinvex
with respect to an arbitrary bifunction η(., .), if there exists a constant µ ≥ 0, such
that

logF (u+ tη(v − u)) ≤ (1− t) logF (u) + t logF (v)

−µt(1− t)‖η(v, u)‖2, ∀u, v ∈ Kη, t ∈ [0, 1].(2.4)

Definition 2.12. A strictly positive function F on the invex set Kη is said to be
strongly log-quasi preinvex with respect to an arbitrary bifunction η(., .), if

logF (u+ tη(v, u)) ≤ max{logF (u), logF (v)} − µt(1− t)‖η(v, u)‖2,
∀u, v ∈ Kη, t ∈ [0, 1].

Definition 2.13. A strictly positive function F on the invex set K is said to be
first kind of strongly log-preinvex with respect to an arbitrary bifunction η(., .), if

logF (u+ tη(v, u))) ≤ (log(F (u))1−t(logF (v))t − µt(1− t)‖η(v, u)‖2,
∀u, v ∈ Kη, t ∈ [0, 1],

where F (·) > 0.

From the above definitions, we have

logF (u+ tη(v, u)) ≤ (log(F (u))1−t(logF (v))t − µt(1− t)‖η(v, u)‖2

≤ (1− t) logF (u) + t logF (v)− µt(1− t)‖η(v, u)‖2

≤ max{logF (u), logF (v)} − µt(1− t)‖η(v, u)‖2.

This shows that every fist kind of strongly log-preinvex function is a strongly log-
preinvex function and strongly log-preinvex function is a strongly log-quasip reinvex
function. However, the converse is not true.

If t = 1, then Definitions 2.13 and 2.14, we have:

Condition A. logF (u+ η(v, u) ≤ F (v)), ∀u, v ∈ Kη.

Condition A plays an important part in the derivation of the main results.

Definition 2.14. A strictly positive function F is said to be strongly affine
log-preinvex function with respect to an arbitrary bifunction η(., .), if

logF (u+ tη(v, u)) = (1− t) logF (u) + t logF (v)− µt(1− t)‖η(v, u)‖2,
∀u, v ∈ Kη, t ∈ [0, 1].

Let Kη = Iη = [a, a + η(b, a)] be the interval. We now define the log-preinvex
functions on the interval Iη.



788 M. A. Noor and K. I. Noor

Definition 2.15. Let Iη = [a, a+ η(b, a)]. Then F is log-convex function,
if and only if,∣∣∣∣∣∣

1 1 1
a x a+ η(b, a)

logF (a) logF (x) logF (b)

∣∣∣∣∣∣ ≥ 0; a ≤ x ≤ b.

One can easily show that the following are equivalent:

1. F is a log-preinvex function.

2. logF (x) ≤ logF (a) + logF (b)−logF (a)
η(b,a) (x− a).

3. logF (x)−logF (a)
x−a ≤ logF (b)−logF (a)

η(b,a) .

4. (a+ η(b, a)− x) logF (a) + η(a, b) logF (x) + (x− a) logF (b)) ≥ 0.

5. logF (a)
η(b,a)(a−x) + logF (x)

(x−a−η(b,a))(a−x) + logF (b)
η(b,a)(x−b) ≤ 0,

where x = a+ tη(b, a) ∈ [0, 1].

We also need the following assumption regarding the bifunction η(·, ·), which
played a crucial part in the field of variational and integral inequalities,

Condition C [8]. Let η(·, ·) : Kη ×Kη → H satisfy assumptions

η(u, u+ λη(v, u)) = −λη(v, u)

η(v, u+ λη(v, u)) = (1− λ)η(v, u), ∀u, v ∈ Kη, λ ∈ [0, 1].

Clearly for λ = 0, we have η(u, v) = 0, if and only if u = v,∀u, v ∈ Kη. One can
easily show that η(u+ λη(v, u), u) = λη(v, u),∀u, v ∈ Kη.

3. Properties of log-preinvex functions

In this section, we consider some basic properties of log-preinvex functions.

Theorem 3.1. Let F be a strictly log-preinvex function. Then any local minimum
of F is a global minimum.

Proof. Let the log-preinvex function F have a local minimum at u ∈ Kη. Assume
the contrary, that is, F (v) < F (u) for some v ∈ K. Since F is a log-preinvex
function, so

logF (u+ tη(v, u)) < t logF (v) + (1− t) logF (u), for 0 < t < 1.

Thus
logF (u+ tη(v, u))− logF (u) < t[logF (v)− logF (u)] < 0,

from which it follows that

logF (u+ tη(v, u)) < logF (u),

for arbitrary small t > 0, contradicting the local minimum.
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Theorem 3.2. If the function F on the invex set Kη is log-preinvex, then the level
set

Lα = {u ∈ K : logF (u) ≤ α, α ∈ R}

is an invex set.

Proof. Let u, v ∈ Lα. Then logF (u) ≤ α and logF (v) ≤ α.
Now, ∀t ∈ (0, 1), w = v + tη(u, v) ∈ Kη, since Kη is an invex set. Thus, by the
log-preinvexity of F, we have

logF (v + tη(u, v)) ≤ (1− t) logF (v) + t logF (u)

≤ (1− t)α+ tα = α,

from which, it follows that v + tη(u, v) ∈ Lα Hence Lα is an invex set.

Theorem 3.3. A positive function F is a log-preinvex, if and only if

epi(F ) = {(u, α) : u ∈ K : logF (u) ≤ α, α ∈ R}

is an invex set.

Proof. Assume thatF is log-preinvex function. Let (u, α), (v, β) ∈ epi(F ). Then it
follows that logF (u) ≤ α and logF (v) ≤ β. Thus, ∀t ∈ [0, 1], u, v ∈ Kη, we have

logF (u+ tη(v, u)) ≤ (1− t) logF (u) + t logF (v)

≤ (1− t)α+ tβ,

which implies that

(u+ tη(v, u), (1− t)α+ tβ) ∈ epi(F ).

Thus epi(F ) is an invex set. Conversely, let epi(F ) be an invex set. Let u, v ∈ Kη.
Then (u, logF (u)) ∈ epi(F ) and (v, logF (v)) ∈ epi(F ). Since epi(F ) is an invex
set, we must have

(u+ tη(v, u), (1− t) logF (u) + t logF (v)) ∈ epi(F ),

which implies that

logF (u+ tη(v, u)) ≤ (1− t) logF (u) + t logF (u).

This shows that F is a log-preinvex function.

Theorem 3.4. A positive function F is quasi log-preinvex, if and only if, the level
set

Lα = {u ∈ Kη, α ∈ R : logF (u) ≤ α}

is an invex set.
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Proof. Let u, v ∈ Lα. Then u, v ∈ Kη and max(logF (u), logF (v)) ≤ α.
Now for t ∈ (0, 1), w = u+ tη(v−u) ∈ Kη, We have to prove that u+ tη(v, u) ∈ Lα.
By the quasi log-preinvexity of F, we have

logF (u+ t(v − u)) ≤ max (logF (u), logF (v)) ≤ α,

which implies that u + tη(v, u) ∈ Lα, showing that the level set Lα is indeed an
invex set.
Conversely, assume that Lα is an invex set. Then ∀u, v ∈ Lα, t ∈ [0, 1], u+t(v−u) ∈
Lα. Let u, v ∈ Lα for

α = max(logF (u), logF (v) and logF (v) ≤ logF (u).

From the definition of the level set Lα, it follows that

logF (u+ t (v, u)) ≤ max (logF (u), logF (v)) ≤ α.

Thus F is a quasi log-preinvex function. This completes the proof.

Theorem 3.5. Let F be a log-preinvex function.. Let µ = infu∈K F (u). Then the
set E = {u ∈ K : logF (u) = µ} is an invex set of Kη. If F is strictly log-preinvex,
then E is a singleton.

Proof. Let u, v ∈ E. For 0 < t < 1, let w = u+ tη(v, u). Since F is a log-preinvex
function,

F (w) = logF (u+ tη(v, u)) ≤ (1− t) logF (u) + t logF (v) = tµ+ (1− t)µ = µ,

which implies that to w ∈ E. and hence E is an invex set. For the second part,
assume to the contrary that F (u) = F (v) = µ. Since K is an invex set, for 0 < t <
1, u+ tη(v, u) ∈ Kη. Further, since F is strictly log-preinvex,

logF (u+ t(v − u)) < (1− t) logF (u) + t logF (v)

= (1− t)µ+ tµ = µ.

This contradicts the fact that µ = infu∈K F (u) and hence the result follows.

Theorem 3.6. If F is a log-preinvex function such that

logF (v) < logF (u),∀u, v ∈ K,

then F is a strictly quasi log-preinvex function.

Proof. By the log-convexity of the function F, ∀u, v ∈ K, t ∈ [0, 1], we have

logF (u+ tη(v, u)) ≤ (1− t) logF (u) + t logF (v) < logF (u),

since logF (v) < logF (u), which shows that the function F is strictly quasi log-
preinvex.
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4. Strongly log-preinvex functions

In this section, we now discuss some properties of the strongly log-preinvex
functions.

Theorem 4.1. Let F be a differentiable function on the invex set Kη and Condi-
tion C hold. Then the function F is log-preinvex function, if and only if,

logF (v)− logF (u) ≥ 〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2, ∀v, u ∈ Kη.(4.1)

Proof. Let F be a strongly log-preinvex function. Then, ∀u, v ∈ Kη,

logF (u+ tη(v, u)) ≤ (1− t) logF (u) + t logF (v)− µt(1− t)‖η(v, u)‖2,

which can be written as

logF (v)− logF (u) ≥ { logF (u+ tη(v, u))− logF (u)

t
}

+µ(1− t)‖η(v, u)‖2.

Taking the limit in the above inequality as t→ 0, we have

logF (v)− logF (u) ≥ 〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2,

which is (4.1), the required result.
Conversely, let (4.1) hold. Then ∀u, v ∈ Kη, t ∈ [0, 1], vt = u + tη(v, u) ∈ Kη and
using Condition C, we have

logF (v)− logF (vt) ≥ 〈F
′(vt)

F (vt)
, η(v, vt))〉+ µ‖η(v, vt)‖2

= (1− t)〈F
′(vt)

F (vt)
, η(v, u)〉+ (1− t)2µ‖η(v, u)‖2.(4.2)

In a similar way, we have

logF (u)− logF (vt) ≥ 〈F
′(vt)

F (vt)
, η(u, vt)〉+ µ‖η(u.vt)‖2

= −t〈F
′(vt)

F (vt)
, η(v, u)〉+ µt2‖η(v, u)‖2.(4.3)

Multiplying (4.2) by t and (4.3) by (1− t) and adding the resultant, we have

logF (u+ t(v − u)) ≤ (1− t) logF (u) + t logF (v)− µt(1− t)‖η(v, u)‖2,
∀u, v ∈ Kη, t ∈ [0.1],

showing that F is a strongly log-preinvex function.
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Remark 4.1. From (4.1), we have

F (v) ≥ F (u)exp{〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2}, ∀u, v ∈ Kη.

Changing the role of u and v in the above inequality, we also have

F (u) ≥ F (v)exp{〈F
′(v)

F (v)
, η(u, v)〉+ µ‖η(u, v)‖2}, ∀u, v ∈ Kη.

Thus, we can obtain the following inequality

F (u) + F (v) ≥ F (v)exp{〈F
′(v)

F (v)
, η(u, v)〉+ µ‖η(u, v)‖2},

+F (u)exp{〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2}, ∀u, v ∈ K.

Theorem 4.1 enables us to introduce the concept of the log-monotone operators,
which appears to be new ones.

Definition 4.1. The differential F ′(.) is said to be strongly log-monotone, if

〈F
′(u)

F (u)
, η(v, u)〉+ 〈F

′(v)

F (v)
, η(u, v)〉 ≤ −µ{‖η(v, u)‖2 + ‖η(u, v)‖2}, ∀u, v ∈ H.

Definition 4.2. The differential F ′(.) is said to be log-monotone, if

〈F
′(u)

F (u)
, η(v, u)〉+ 〈F

′(v)

F (v)
, η(u, v)〉 ≤ 0, ∀u, v ∈ H.

Definition 4.3. The differential F ′(.) is said to be log-pseudo-monotone, if

〈F
′(u)

F (u)
, η(v, u)〉 ≥ 0, ⇒ −〈F

′(v)

F (v)
, η(u− v)〉 ≥ 0, ∀u, v ∈ H.

From these definitions, it follows that strongly log-monotonicity implies log-monotonicity
implies log-pseudo-monotonicity, but the converse is not true.

Theorem 4.2. Let F be differentiable strongly log-preinvex function on the invex
set Kη. Let Condition C and Condition A hold. Then (4.1) holds, if and only if,
F ′(.) satisfies

〈F
′(u)

F (u)
, η(v, u)〉 + 〈F

′(v)

F (v)
, η(u, v)〉

≤ −µ{‖η(v, u)‖2 + ‖η(u, v)‖2}, ∀u, v ∈ Kη.(4.4)
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Proof. Let F be a strongly log-preinvex function on the invex set Kη. Then, from
Theorem 4.1, we have

logF (v)− logF (u) ≥ 〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2, ∀u, v ∈ Kη.(4.5)

Changing the role of u and v in (4.5), we have

logF (u)− logF (v) ≥ 〈F
′(v)

F (v)
, η(u, v)〉+ ‖η(u, v)‖2, ∀u, v ∈ Kη.(4.6)

Adding (4.5) and (4.6), we have

〈F
′(u)

F (u)
, η(v, u)〉+ 〈F

′(v)

F (v)
, η(u, v)〉 ≤ −µ{‖η(v, u)‖2 + ‖η(u, v)‖2}, ∀u, v ∈ Kη.

which shows that F ′ is a strongly log-monotone.
Conversely, from (4.4) and Condition C, we have

〈F
′(v)

F (v)
, η(u, v)〉 ≤ −µ{‖η(v, u)‖2 + ‖η(u, v)‖2} − 〈F

′(u)

F (u)
, η(v, u)〉,(4.7)

∀u, v ∈ Kη.

Since K is an invex set, ∀u, v ∈ Kη, t ∈ [0, 1] vt = u+ tη(v, u) ∈ Kη.
Taking v = vt in (4.7), we have

〈F
′(vt)

F (vt)
, η(u, vt)〉 ≤ −µ{‖η(vt, u)‖2 + ‖η(u, vt)‖2} − 〈

F ′(u)

F (u)
, η(vt, u)〉,

∀u, v ∈ Kη.

Using Condition C, we obtain

〈F
′(vt)

F (vt)
, η(v, u)〉 ≥ 〈F

′(u)

F (u)
, η(v, u)〉+ 2µt‖η(v, u)‖2〉.(4.8)

Consider the auxiliary function

ξ(t) = logF (u+ tη(v, u)),

from which, we have

ξ(1) = logF (u+ η(v, u)), ξ(0) = logF (u).

Then, from (4.8), we have

ξ′(t) = 〈F
′(vt)

F (vt)
, η(v, u)〉 ≥ 〈F

′(u)

F (u)
, η(v, u)〉+ 2µt‖η(v, u)‖2.(4.9)
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Integrating (4.9) between 0 and 1, we have

ξ(1)− ξ(0) =

∫ 1

0

ξ′(t)dt ≥ 〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2.

Thus it follows, using Condition A, that

logF (v)− logF (u) ≥ 〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2,

which is the required (4.1).

We now give a necessary condition for log-pseudoconvex function.

Theorem 4.3. Let F ′(.) be a log-pseudomonotone and let Condition C and
Condition A hold. Then F is a log-pseudo preinvex function.

Proof. Let F ′(.) be a log-pseudomonotone. Then,

〈F
′(u)

F (u)
, η(v, u)〉 ≥ 0, ∀u, v ∈ Kη,

implies that

−〈F
′(v)

F (v)
, η(v, u)〉 ≥ 0.(4.10)

Since Kη is an invex set, ∀u, v ∈ Kη, t ∈ [0, 1], vt = u+ tη(v, u) ∈ Kη.
Taking v = vt in(4.10) and using Condition C, we have

〈eF (vt)F ′(vt), η(v, u)〉 ≥ 0.(4.11)

Consider the auxiliary function

ξ(t) = logF (u+ tη(v, u)) = logF (vt), ∀u, v ∈ Kη, t ∈ [0, 1],

which is differentiable. Then, using (4.11), we have

ξ′(t) = 〈F
′(vt)

F (vt)
, η(v, u)〉 ≥ 0.

Integrating the above relation between 0 to 1, we have

ξ(1)− ξ(0) =

∫ 1

0

ξ′(t)dt ≥ 0.

Using Condition A, we have

logF (v)− logF (u) ≥ 0,

showing that F is a log-pseudo preinvex function.
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Definition 4.4. The function F is said to be sharply log-pseudo preinvex, if there
exists a constant µ > 0 such that

〈F
′(u)

F (u)
, η(v, u)〉 ≥ 0

⇒
F (v) ≥ logF (u+ tη(v, u)), ∀u, v ∈ Kη, t ∈ [0, 1].

Theorem 4.4. Let F be a sharply log-pseudo preinvex function on Kη. Then

〈F
′(v)

F (v)
, η(v, u)〉 ≥ 0, ∀u, v ∈ Kη.

Proof. Let F be a sharply log-pseudo preinvex function on Kη. Then

logF (v) ≥ logF (v + tη(u, v)), ∀u, v ∈ Kη, t ∈ [0, 1].

from which we have

0 ≤ lim
t→0
{ logF (v + tη(u, v))− logF (v)

t
} = 〈F

′(v)

F (v)
, η(v, u)〉,

the required result.

Definition 4.5. A function F is said to be a log-pseudo preinvex function with
respect to a strictly positive bifunction B(., .), such that

logF (v) < logF (u)

⇒
logF (u+ tη(v, u)) < logF (u) + t(t− 1)B(v, u),∀u, v ∈ Kη, t ∈ [0, 1].

Theorem 4.5. If the function F is strongly log-preinvex function such that
logF (v) < logF (u), then the function F is strongly log-pseudo preinvex.

Proof. Since logF (v) < logF (u) and F is strongly log-preinvex function, then
∀u, v ∈ Kη, t ∈ [0, 1], we have

logF (u+ tη(v, u))

≤ logF (u) + t(logF (v)− logF (u))− µt(1− t)‖η(v, u)‖2

< logF (u) + t(1− t)(logF (v)− logF (u))− µt(1− t)‖η(v, u)‖2

= logF (u) + t(t− 1)(logF (u)− logF (v))− µt(1− t)‖η(v, u)‖2

< logF (u) + t(t− 1)B(u, v)− µt(1− t)‖η(v, u)‖2,

where B(u, v) = logF (u)− logF (v) > 0. This shows that the function F is strongly
log-preinvex function.
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We now show that the difference of strongly log-preinvex function and affine strongly
log-preinvex function is again a log-preinvex function.

Theorem 4.6. Let f be a affine strongly log-preinvex function. Then F is a
strongly log-preinvex function, if and only if, g = F − f is a log-preinvex func-
tion.

Proof. Let f be an affine strongly log-preinvex function. Then

log f((u+ tη(v, u)) = (1− t) log f(u) + t log f(v)− µt(1− t)‖η(v, u)‖2,(4.12)

∀u, v ∈ Kη, t ∈ [0, 1].

From the strongly log-preinvexity of F, we have

logF (u+ tη(v, u)) ≤ (1− t) logF (u) + t logF (v)− µt(1− t)‖η(v, u)‖2,(4.13)

∀u, v ∈ Kη, t ∈ [0, 1].

From (4.12 ) and (4.13), we have

logF ((u+ tη(v, u))− log f((u+ tη(v, u)) ≤ (1− t)(logF (u)− log f(u))

+t(logF (v)− log f(v)),(4.14)

from which it follows that

log g((u+ tη(v, u)) = logF ((u+ tη(v, u)− log f((u+ tη(v, u))

≤ (1− t)(logF (u)− log f(u)) + t(logF (v)− log f(v)),

which shows that g = F − f is a log-preinvex function.
The inverse implication is obvious.

We now discuss the optimality condition for the differentiable strongly log-
preinvex functions, which is the main motivation of our next result.

Theorem 4.7. Let F be a differentiable strongly log-preinvex function. Then u ∈
Kη is a minimum of the function F, if and only if, u ∈ Kη satisfies the inequality

〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2 ≥ 0, ∀u, v ∈ Kη.(4.15)

Proof. Let u ∈ Kη be a minimum of the log-preinvex function F. Then

F (u) ≤ F (v),∀v ∈ Kη.

from which, we have

logF (u) ≤ logF (v),∀v ∈ Kη.(4.16)
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Since K is an invex set, so, ∀u, v ∈ Kη, t ∈ [0, 1],

vt = u+ tη(v, u) ∈ Kη.

Taking v = vt in (4.16), we have

0 ≤ lim
t→0
{ logF (u+ tη(v, u))− logF (u)

t
} = 〈F

′(u)

F (u)
, η(v, u)〉.(4.17)

Since F is differentiable strongly log-preinvex function, so

logF (u+ tη(v, u)) ≤ logF (u) + t(logF (v)− logF (u))− µt(1− t)‖η(v, u)‖2,
∀u, v ∈ Kη, t ∈ [0, 1].

Using (4.17), we have

logF (v)− logF (u) ≥ lim
t→0
{ logF (u+ tη(v, u))− logF (u)

t
}+ µ‖η(v, u)‖2

= 〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2 ≥ 0.

Thus, it follows that

logF (v)− logF (u) ≥ µ‖η(v, u)‖2,

which is the required result(4.15).

Remark 4.2. We note that, if u ∈ Kη satisfies the

〈F
′(u)

F (u)
, η(v, u)〉+ µ‖η(v, u)‖2 ≥ 0, ∀v ∈ Kη,(4.18)

then u ∈ Kη is a minimum of a strongly log-preinvex function F. The inequality of the type
(4.18) is called the log-variational-like inequality and appears to be a new one. For the
applications, formulations, numerical methods and other aspects of variational inequalities,
see Noor [12, 13, 15, 16, 31].

We remark that, if a strictly positive function F is a strongly log-preinvex function,
then, we have

logF (u+ tη(v, u)) + logF (v + tη(u, v)) ≤ logF (u)

+ logF (v)− 2µt(1− t)‖η(v, u)‖2,∀u, v ∈ Kη, t ∈ [0, 1],(4.19)

which is called the Wright strongly log-preinvex function.
From (4.19), we have

logF (u+ tη(v, u))F (v + tη(u, v)) = logF (u+ tη(v, u)) + logF (v + tη(u, v))

≤ logF (u) + logF (v)

= logF (u)F (v), ∀u, v ∈ Kη, t ∈ [0, 1].
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This implies that

F ((u+ tη(v, u))F (tu+ (1− t)v) ≤ F (u)F (v), ∀u, v ∈ Kη, t ∈ [0, 1],

which shows that a strictly positive function F is a multiplicative Wright strongly
log-preinvex function. It is an interesting problem to study the properties and
applications of the Wright log-preinvex functions.

Conclusion

In this paper, we have studied some new aspects of log-preinvex functions. It
has been shown that log-preinvex functions enjoy several properties which convex
functions have. Several new classes of strongly log-preinvex functions have been
introduced and their properties are investigated. We have shown that the minimum
of the differentiable strongly log-preinvex functions can be characterized by a new
class of variational inequalities, which is called the log-variational inequality. Using
the technique of auxiliary principle technique [13, 15, 25, 31], one can discuss the
existence of a solution and suggest iterative methods for solving the log variational-
like inequalities. One can explore the applications of the log-variational inequalities
in pure and applied sciences. This may stimulate further research.
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1. Introduction

The curves to be considered here are curves in the Euclidean space R3 of the
form α = α(s), s ∈ [0, L], where s is the arc length which is of class C3. For such a
curve, the following facts are well known.

There exists two functions κ, τ defined on [0, L] that determine completely the
shape of the curve in R3. The functions κ and τ are respectively the curvature
and the torsion of the curve. Such a curve α : [0, L] −→ R3 have a Frenet frame
(T,N,B) which is a map on [0, L], s 7−→ (T (s), N(s), B(s)) that satisfies the Frenet
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equations  T ′ = κN
N ′ = −κT − τB
B′ = τN

,(1.1)

where the prime (′) denotes the differentiation with respect to arc length. For more
information see [1, 3].

The condition for a curve to be a spherical curve, (i.e) it lies on a sphere, is
usually given in form [

1

τ

(
1

κ

)′
]′

+
τ

κ
= 0.(1.2)

One can ask what the analogous of the equation (1.2) is when the curve is
assumed to be in an arbitrary surface in R3. One of the aims is to give an answer
to this question.

When a curve such as the above mentioned is assumed to lie in a given surface
Σ ⊂ R3, then there exists two other invariants κn and τg defined on [0, L] which are
unique except for the sign (depending on the orientation of Σ). The functions κn
and τg defined on [0, L] are the normal curvature and the geodesic curvature of the
curve.

Let Σ be a surface on R3. We will assume that Σ is oriented by choice of a unit
normal field

ξ : Σ −→ S2.(1.3)

For a curve α : [0, L] −→ R3 given as above, and lying in Σ, there are two naturel
frames along α (see [1]). The first is Frenet frame (T,N,B) given above. For the
second, let denoted by ξ = ξ(s) be the restriction of ξ on α; and we consider the
second frame (T, ξ × T, ξ) where × is the vector product in R3. These two frames
(T,N,B) and (T, ξ × T, ξ) are the positively oriented in R3 as we will see later.

In [2] it is shown that the differential equation characterizing a spherical curve
can be solved explicitly to express the radius of curvature of the curve in terms of its
torsion. The author of [6] gives a necessary condition for a curve to be a spherical
curve. In Minkowski space the characterization of curve lying on pseudohyperbolical
space and Lorentzian hypersphere are stated both depending on curvature functions
and character of Serret-Frenet frame of the curve, respectively. For detail see [4, 5,
7]. The main results of this paper is to prove the following results.

Theorem 1.1. Under the assumptions and notations above, we have the following

i) the trihedron (T, ξ, T×ξ) and the functions κ, τ , κn and τg satisfy the following
equation  T ′ = κnξ +

√
κ2 − κ2n(ξ × T )

ξ′ = −κnT + τg(ξ × T )

(T × ξ)′ = −
√
κ2 − κ2nT − τg(ξ × T )

,(1.4)
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ii) (κn
κ

)′
= −(τ − τg)

√
1−

(κn
κ

)2
(1.5)

iii)

τ2g = −(K − 2Hκn + κ2n)(1.6)

where K and H are respectively the restriction of mean curvature and the
Gauss curvature of Σ to α.

Corollary 1.1. If the curve α lying in a sphere with τ and κ′ are nowhere zero in
[0, L], then equation (1.5) implies (1.2).

The paper is organized as follows: in Section 2, we recall some results and definitions
which we use for the proof of our main results. In Section 3, we prove the main
results of this paper.

2. Preliminaries

Let α = α(s) , s ∈ [0, L] be a regular curve of classe C3 lying on an oriented
surface Σ in R3. An orientation of Σ is determined by a choice of a unit normal
ξ : Σ −→ S2.

If p ∈ Σ, a basis (u, v) of TpΣ is positively oriented if (u, v, ξ(p)) is a positive
basis of R3. A basis of R3 of the form (u, v, u × v) is positively oriented. So the
Frenet frame (T (s), N(s), B(s)) on α is positively oriented at every s ∈ [0, L]. The
second frame (T (s), ξ(s) × T (s), ξ(s)), s ∈ [0, L] considered above have the same
orientation that the basis (ξ(s), T (s), ξ(s) × T (s)), s ∈ [0, T ]. Therefore, on α the
”trihedron” (T,N,B) and (T, ξ × T, ξ) are positively oriented.

For each s ∈ [0, L], we define the angle θ = θ(s) between N(s) and ξ(s) by

(2.1) 〈N(s), ξ(s)〉 = cos θ(s).

And we have the following relation

(2.2) N(s) = cos θ(s)ξ(s) + sin θ(s)(ξ(s)× T (s)), s ∈ [0, T ].

Now let us recall some basic facts for a curve α = α(s) given as above and lying
on a surface Σ ⊂ R3.

If p is a point of Σ, the Gauss map ξ : Σ −→ S2 is a differential map and its
differential dpξ at p is a self-adjoint endomorphism of TpΣ. The fact that dpξ :
TpΣ −→ TpΣ is a self-adjoint map allows to associate a quadratic form Πp in TpS.
The quadratic form Πp is defined on TpΣ by

Πp(v) = −〈dpξ(v), v〉(2.3)

is called the second fundamental form of Σ at p.
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Definition 2.1. A curve α in Σ passing through p, κ the curvature of α at p and
cos θ = 〈N, ξ〉, where N is the normal vector of α at p; the number

κn = κ cos θ(2.4)

is called the normal curvature of α ∈ Σ at p.

If p = p(s) ∈ Σ, the following interpretation of Πp is well known:

Πp

(
α′(s)

)
= −〈dpξ

(
α′(s)

)
, α′(s)〉

= −〈ξ′(s), α′(s)〉
= 〈N(s), α′′(s)〉(2.5)

= 〈N(s), κN〉(p) = κn(p)(2.6)

In the other words, the value of the second fundamental form Πp at a unit vector
v ∈ TpΣ is equal to the normal curvature of a regular curve passing through p and
tangent to v.

Now let us come back to the linear map dpξ. It is known that for each p ∈ Σ there
exists an orthonormal basis {e1, e2} of TpΣ such that dpξ(e1) = −k1e1, dpξ(e2) =
−k2e2. Moreover, k1 and k2 (k1 ≥ k2) are the maximum and the minimum of the
second fundamental form Πp restricted to the unit circle of TpΣ. That is, they are
the extreme values of the normal curvature at p.

The point p ∈ Σ is called an umbilic point if k1(p) = k2(p).

Definition 2.2. In terms of the principal curvatures k1, k2, the Gauss curvature
K and the mean curvature H are given by:

K = k1k2 H =
k1 + k2

2
.(2.7)

3. Proof of the main results

3.1. Proof of the theorem

For three vectors u, v, w ∈ R3, the following formulas will be used:

u× (v × w) = 〈u,w〉v − 〈u, v〉w.(3.1)

And for an orthonormal positive oriented basis (u, v, w) in R3, the following relations

u× v = w, w × u = v,(3.2)

will be also used.
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Now assume that for s ∈ [0, L], α(s) lies in a surface Σ. For the geodesic torsion
τg of α at p = α(s), s ∈]0, L[ we have the well known two formulas:

τg(s) = τ − dθ

dt
= cosφ sinφ(k1 − k2),(3.3)

where τ is the torsion of α, θ is the angle between ξ(s) and N(s), φ is the angle
that T makes with the principal direction e1 and k1, k2 are principal curvatures
associated with the orthonormal basis {e1, e2} (assumed to be positively oriented
in TpΣ).

Here we will use another formulas for τg with is given in the lemma below.

Lemma 3.1. In the notations given above, we have

(3.4) τg(s) = 〈ξ′(s), ξ × T 〉, s ∈]0, L[.

Proof. Let {e1, e2} be an orthonormal basis of TpΣ such that

dpξ(e1) = −k1e1, dpξ(e2) = −k2e2.

where p = α(s). We can assume that e1×e2 = ξ(s); thus (e1, e2, ξ(s)) is a positively
oriented orthonormal basis of R3. We put T = cosϕe1 + sinϕe2 and we have

〈ξ′(s), ξ × T 〉 = 〈dpξ(T ), ξ × T 〉
= 〈− cosϕk1e1 − sinϕk2e2, ξ × (cosϕe1 + sinϕe2)〉
= 〈− cosϕk1e1 − sinϕk2e2,− sinϕe1 + cosϕe2)〉
= cosϕ sinϕ(k1 − k2).

This show (3.4) by (3.3).

Let us show (i) in Theorem 1.1.
For convenience, we will drop the point p = α(s) ∈ Σ in the formulas.
- From θ defined by cos θ = 〈ξ,N〉 the normal N which is normal to T becomes

N = cos θξ + sin θT × ξ,

and

T ′ = κN

= κ cos θξ + κ sin θξ × T
= κnξ + κ

√
1− cos2 θξ × T

= κnξ +
√
κ2 − κ2nξ × T.

- Since 〈ξ, ξ〉 = 1, then ξ′ = aT + bT × ξ for some numbers a and b.
We have

a = 〈ξ′, T 〉
= 〈ξ, T 〉′ − 〈ξ, T ′〉
= −κ〈ξ,N〉
= −κ cos θ

= −κn
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and by (3.4) we get

b = 〈ξ′, ξ × T 〉 = τg.

Thus we get ξ′ = −κnT + τgξ × T .
- We have (ξ × T )′ = cT + dξ for some constants c and d. We get

c = 〈(ξ × T )′, T 〉
= 〈ξ × T, T 〉′ − 〈ξ × T, T ′〉
= −κ〈ξ × T,N〉
= −κ〈ξ × T, cos θξ + sin θT × ξ〉
= −κ sin θ

= −
√
κ2 − κ2n.

and by (3.4), we get

d = 〈(ξ × T )′, ξ〉 = 〈(ξ × T ), ξ〉′ − 〈ξ × T, ξ′〉 = −τg.

Thus (ξ × T )′ = −
√
κ2 − κ2nT − τgξ.

This show the (i) of the theorem.
Let us show (ii) in Theorem 1.1.
We have κn

κ = cos θ. Differentiating this relation, we get(κn
κ

)′
= −dθ

dt
sin θ

= −(τ − τg)
√

1− cos2 θ

= −(τ − τg)
√

1−
(κn
κ

)2
.

This show (ii).
Let us show (iii) in Theorem 1.1.
Let {e1, e2} be the unit orthonormal basis of TpΣ such that dpξ(e1) = −k1e1 and
dpξ(e2) = −k2e2 as the recalls in section 2. And let ϕ be defined by cosϕ = 〈e1, T 〉;
and then we can write T = cosϕe1+sinϕe2, under the assumption that e1×e2 = ξ,
i.e (e1, e2, ξ) is a positive oriented basis of R3 = TpR3.
We have ξ′ = −κ cos θT + τgξ × T by (i). Also we have

ξ′ = dpξ(T )

= − cosϕk1e1 − sinϕk2e2.(3.5)

Thus

ξ′ = −κ cos θT + τgT × ξ
= −κ cos θ(cosϕe1 + sinϕe2) + τg(− cosϕe2 + sinϕe1)

= (−κ cos θ cosϕ+ sinϕτg)e1 + (κ cos θ sinϕ− τg cosϕ)e2.(3.6)
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By the computation given in (3.5) and (3.6) above one gets easily that{
(k1 − κ cos θ) cosϕ+ τg sinϕ = 0
(k2 − κ cos θ) sinϕ+ τg cosϕ = 0

.

By writing the last relation in matrix form:(
k1 − κ cos θ −τg

τg k2 − κ cos θ

)(
cosϕ
sinϕ

)
=

(
0
0

)
,

one gets the determinant∣∣∣∣ k1 − κ cos θ −τg
τg k2 − κ cos θ

∣∣∣∣ = 0

⇒ k1k2 − κ cos θ(k1 + k2) + κ2 cos2 θ + τ2g = 0
⇒ K − 2κnH + κ2n + τ2g = 0.
Thus we have

τ2g = −(K − 2Hκn + κ2n).

This shows (iii). So the theorem is proved.

3.2. Proof of the corollary

We assume that α lies in a sphere in R3 of radius R. We consider the equation (ii):

(κn
κ

)′
= −(τ − τg)

√
1−

(κn
κ

)2
.

It is well known that, on a sphere every point is an umbilic point. This fact is
important in the proof that on the sphere the second fundamental form is a constant
(see [8]). That is, for any unit tangent vector v at p = α(s) belong to this sphere we
have Πp(v) = ± 1

R and the Gauss curvature K and mean curvature H are constants
(K = 1

R2 , H = ± 1
R ). This shows that the geodesic curvature τg of α is zero.

Thus the equation (ii) becomes

± 1

R

(
1

κ

)′

= −τ
√

1− 1

R2κ2
,

that implies (
1

τ

( 1

κ

)′)2

+
( 1

κ

)2
= R2.

By differentiating this equation and by using κ′ 6= 0, one gets easily (ii). This shows
the corollary.



808 A. Niang and A. Ndiaye

REFERENCES

1. M. Berger and B. Gostiaux: Gémétrie différentielle: variétés, courbes et surfaces.
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problem for differential geometry is helices. The notion of helix is stated in 3-
dimensional Euclidean space by M. A. Lancret in 1802. Helix is a curve whose
tangent vector field makes a constant angle with a fixed direction called the axis of

Received November 16, 2020, accepted: March 18, 2021
Communicated by Mića Stanković
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hasan.altinbas@ahievran.edu.tr
2010 Mathematics Subject Classification. 53A04; 53C40; 53C50
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the helix. The necessary and sufficient condition for a curve to be a general helix
is that the ratio of curvature to torsion should be constant, which is given by B. de
Saint Venant in 1845 [2, 4]. If both curvature and torsion are non-zero constants,
then the curve is called circular helix [2]. Also, in the n-dimensional Euclidean
space, a general helix is defined similarly i.e., whose tangent vector field makes a
constant angle with a fixed direction [9].

In [6], generalized helix notion is more restrictive in the n-dimensional Euclidean
space for n > 3; a fixed direction makes a constant angle with all Frenet vector fields
of the curve. This type of curves are called the generalized helix in the sense of
Hayden [4]. In [6], the generalized helix in the sense of Hayden has the property that
the ratios κ1

κ2

, κ3

κ4

, . . . , κn−4

κn−3

, κn−2

κn−1

are constants if n is odd, where κi (1 6 i 6 n− 1)

denote ith curvature function of the curve. In this work, we study generalized
helices in the sense of Hayden. For the sake of brevity, we call them generalized
helices.

Notice that, a curve β is called a W -curve, if the curve has constant curvatures.
Also, W -curves in E

2n+1 are generalized helices [4].

This study is organized as follows: In section 2, we review differential geometry
of regular curves in E

n. In Section 3, we give a theorem for generalized helix. Af-
ter that, we obtain some results for generalized helices based on angles which are
between the Frenet vector fields of the curve and a fixed direction. In Section 4, we
show that the family of curves in [2] are hyperspherical generalized helices. There-
after, we obtain hypercylindrical generalized helices in E

2n+1 by using a different
method from [2]. Finally we give examples for such curves in E

5 and E
3.

2. Preliminary

In this section, we give the basic theory of local differential geometry of curves in
the n-dimensional Euclidean space. For more detail and background about this
space, see [3, 5].

Let α : I ⊂ R → E
n be an arbitrary curve in the n-dimensional Euclidean space

denoted by E
n. Recall that 〈, 〉 denotes the standard inner product of Rn given by

〈x, y〉 =

n∑

i=1

xiyi(2.1)

for each x = (x1, x2, x3, . . . xn) , y = (y1, y2, y3, . . . yn) ∈ R
n. The norm of a vector

x ∈ R
n is defined by ‖x‖ =

√
〈x, x〉. Let {V1, V2, V3, . . . Vn} be the moving Frenet

frame along the arbitrary curve α, where Vi (1 6 i 6 n) is Frenet vector field. Then,



Hyperspherical and hypercylindrical generalized helices 811

the matrix form of Frenet formulas are given by












V ′
1

V ′
2

V ′
3

...
V ′
n−1

V ′
n












=












0 νκ1 0 · · · 0 0
−νκ1 0 νκ2 · · · 0 0
0 −νκ2 0 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · 0 −νκn−1

0 0 0 · · · −νκn−1 0























V1

V2

V3

...
Vn−1

Vn












(2.2)

where ν = 〈α′, α′〉 and κi (1 6 i 6 n− 1) denote the ith curvature function of
the curve α [1]. To obtain V1, V2, V3, . . . Vn it is sufficient to apply the Gramm-
Schmidt orthogonalization process to α′ (t) , α′′ (t) , . . . , α(n) (t). More precisely,
Vi (1 6 i 6 n) and κi (1 6 i 6 n− 1) are determined by the following formulas [8]:

F1 (t) = α′ (t) ,

Fi (t) = αi (t)−
i−1∑

j=1

〈
αi (t) , Fj (t)

〉

〈Fj (t) , Fj (t)〉
Fj (t) for 2 6 i 6 n,

κi (t) =
‖Fi+1 (t)‖

‖F1 (t)‖ ‖Fi (t)‖
for 1 6 i 6 n,

Vi =
Fi

‖Fi‖
for 1 6 i 6 n

where α′, α′′, . . . , α(n) are linearly independent. Let β : I → Sn be a unit speed
hyperspherical curve in E

n+1 where I is an open interval in R. In [10], Izumiya and
Nagai defined generalized Sabban frame {β, t,n1,n2, . . . ,nn−1} of the unit speed
curve β which is determined by the following formulas:

n1 =
t′ + β

‖t′ + β‖
,

k1 = ‖t′ + β‖,

n2 =
n′
1 + k1β

′

‖n′
1 + k1β′‖

,

k2 = ‖n′
1 + k1β

′‖,

ki =
∥
∥n′

i−1 + ki−1ni−2

∥
∥ ,

ni =
n′
i−1 + ki−1ni−2∥

∥n′
i−1 + ki−1ni−2

∥
∥ ,

for 3 6 i 6 n− 2 and ki 6= 0 for all i and

nn−1 =
β × t′ × n1 × · · · × nn−2

‖β × t′ × n1 × · · · × nn−2‖
,

kn−1 =
〈
n′
n−2,nn−1

〉
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where ki (1 6 i 6 n− 1) denote ith curvature function of the curve β. Also, in the
same paper, Izumiya and Nagai gave the following Frenet-Serret type formula for
the generalized Sabban frame of the spherical curve β.












β′

t′

n′
1

...
n′
n−2

n′
n−1












=












0 1 0 · · · 0 0
−1 0 k1 · · · 0 0
0 −k1 0 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · 0 kn−1

0 0 0 · · · kn−1 0























β
t

n1

...
nn−2

nn−1












.(2.3)

Definition 2.1. A Frenet curve of rank r for which κ1, κ2, . . . , κr are constants is
called W -curve [7].

A unit speed W -curve of rank 2n has the parameterization of the form

β (s) = a0 +

n∑

i=1

(ai cosµis+ bi sinµis)(2.4)

and a unit speed W -curve of rank 2n+ 1 has the parameterization of the form

β (s) = a0 + b0s+

n∑

i=1

(ai cosµis+ bi sinµis)(2.5)

where a0, b0, a1, . . . , ak, b1, . . . , bk are constant vectors in R
n and µ1 < µ2 < . . . < µn

are positive real numbers. So, a W -curve of rank 1 is a straight line, a W -curve of
rank 2 is a circle, a W -curve of rank 3 is a right circular helix [8].

3. Generalized Helix in E
2n+1

Hayden gave the following theorems in [6].

Theorem 3.1. Let α be a curve in a Riemannian (2n+ 1)-space, the Frenet vector
fields V3, V5, . . . , V2n+1 of the curve make constant angle with a parallel vector-field
along the curve, then the curve α is generalized helix; moreover, V1 also make a
constant angle with the given vector-field, and V2, V4, . . . , V2n are each perpendicular
to the given vector-field [6].

Theorem 3.2. Let α be a curve in a Riemannian (2n+ 1)-space, the Frenet vector
fields V1, V3, . . . , V2n−1 of the curve make constant angle with a parallel vector-field
along the curve, then the curve α is generalized helix; moreover, V2n+1 also make a
constant angle with the given vector-field, and V2, V4, . . . , V2n are each perpendicular
to the given vector-field [6].

In the light of the theorems mentioned above, we can give the following theorem.
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Theorem 3.3. Let α be a curve in E
2n+1. If the Frenet vector fields

V1, V3, V5, . . . , V2j−1, V2j+3, . . . , V2n+1, (1 6 j 6 n) of the curve α make constant an-
gle with a unit vector U , then the curve α is generalized helix; moreover, the vector
field V2j+1 makes a constant angle with the given vector U , and V2, V4, . . . , V2n are
each perpendicular to the given vector U .

Proof. Assume that the Frenet vector fields V1, V3, V5, . . . , V2j−1, V2j+3, . . . , V2n+1,
(1 6 j 6 n) of the curve α make constant angle with a unit vector U . Then, we
have

〈Vi, U〉 = cos θi, i = 1, 3, 5, . . . , 2j − 1, 2j + 1, . . . , 2n+ 1.(3.1)

If we take the derivative of 3.1 for i = 1 by using Frenet formulas in 2.2, we obtain
that V2 is perpendicular to U .

If we take the derivative of 3.1 for i = 3 by using Frenet formulas in 2.2 and the
fact that V2⊥U , we obtain that V4 is perpendicular to U .

Similarly, we take the derivative of 3.1 for i = 5, 7, ..., 2j−1 we obtain V6, V8, . . . V2j

each are perpendicular to U .

If we take the derivative of 3.1 for i = 2n+ 1 by using Frenet formulas in 2.2, we
get V2n is perpendicular to U .

If we take the derivative of 3.1 for i = 2n− 1 by using Frenet formulas in 2.2 and
the fact that V2n⊥U , we obtain that V2n−2 is perpendicular to U .

Similarly, we take the derivative of 3.1 for i = 2n − 3, 2n− 5, ..., 2j + 3 we obtain
V2n−4, V2n−6, . . . V2j+2 each are perpendicular to U .

Finally, for i = 2j + 1 from 2.2 we have

〈V2j+1, U〉′ = κ2j+1 〈V2j+2, U〉 − κ2j 〈V2j , U〉 = 0(3.2)

since 〈V2j+2, U〉 = 0 and 〈V2j , U〉 = 0. So, 〈V2j+1, U〉 is a constant. Therefore, V2j

makes a constant angle with U .

The vector U is called the axes of generalized helix. It is obvious; if we take the
derivative of 3.1 for i = 2, 4, . . . 2n by using 2.2 we have

κ2

κ1

=
cos θ1
cos θ3

,
κ4

κ3

=
cos θ3
cos θ5

, . . . ,
κ2n

κ2n−1

=
cos θ2n−1

cos θ2n+1

.(3.3)

From 3.3, we give the following corollary.

Corollary 3.1. Let α be a generalized helix with curvatures κ1, κ2, . . . , κ2n in
E
2n+1. Then,

κ2κ4 . . . κ2n

κ1κ3 . . . κ2n−1

=
cos θ1

cos θ2n+1

,
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cos θj =
κj+1

κj

cos θj+2 for j = 1, 3, 5, . . . , 2n− 1

and the axis of a generalized helix has the form

U = cos θ1V1 + cos θ3V3 + · · ·+ cos θ2n+1V2n+1.

Theorem 3.4. Let α be a generalized helix with curvatures κ1, κ2, . . . κ2n in E
2n+1.

Then,

U = cos θ1

(

V1 +

n∑

i=1

κ1κ3 . . . κ2i−1

κ2κ4 . . . κ2i

V2i+1

)

and

tan2θ1 =

n∑

i=1

(
κ1κ3 . . . κ2i−1

κ2κ4 . . . κ2i

)2

where θ1 is the angle between V1 and U .

Proof. It is clear from equation 3.3 and Corollary 3.1.

Similarly, we have the following theorem.

Theorem 3.5. Let α be a generalized helix with curvatures κ1, κ2, . . . κ2n in E
2n+1.

Then,

U = cos θ2n+1

(

V2n+1 +

n∑

i=1

κ2κ4 . . . κ2i

κ1κ3 . . . κ2i−1

V2i−1

)

(3.4)

and

tan2θ2n+1 =
n∑

i=1

(
κ2κ4 . . . κ2i

κ1κ3 . . . κ2i−1

)2

(3.5)

where θ2n+1 is the angle between V2n+1 and U .

Proof. It is clear from equation 3.3 and Corollary 3.1.

4. Families of Generalized Hypercylindrical and Hyperspherical

Generalized Helices in E
2n+1

In this section, we show that the curve in [2] is a hyperspherical generalized helix.
Also, we used a W -curve to obtain a hypercylindrical generalized helix.

Lemma 4.1. β : I ⊂ R → S2n,

β(t) = (β1(t), β2(t), . . . , β2n+1(t))
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is given by

β2i−1(t) =

(
1− ci

2
)
sin (ciλt)

(
n∑

k=1

ck4 − ck2
)1/2

,

β2i(t) =

(
1− ci

2
)
cos (ciλt)

(
n∑

k=1

ck4 − ck2
)1/2

,

for i = 1, 2, . . . n and

β2n+1(t) =







n∑

k=1

ck
2 − n

n∑

k=1

ck4 − ck2







1

2

where λ =





n∑

k=1

ck
4−ck

2

n∑

k=1

ck2−2ck4+ck6





1

2

is a constant. Then, β is a W -curve of rank 2n.

Proof. It is clear from equation 2.4.

Theorem 4.1. Let α : I ⊂ R → E2n+1

α(t) = (α1(t), α2(t), . . . , α2n+1(t))

be a regular curve given by

α2i−1(t) =
1

(∑n

j=1
cj2
)1/2 (ci cos (t) cos (cit) + sin (t) sin (cit)) ,

α2i(t) =
1

(∑n

j=1
cj2
)1/2 (cos (cit) sin (t)− ci cos (t) sin (cit)) ,

for i = 1, 2, . . . n and

α2n+1 (t) =





1−

n
n∑

j=1

cj2







1/2

sin (t)

where c1, c2, . . . , cn > 1 with ci 6= cj , 1 6 i < j 6 n. Then, α is a general helix
which lies on S2n [2].

By means of the Teorem 4.1, we can give the following theorem.
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Theorem 4.2. Let α : I ⊂ R → E2n+1

α(t) = (α1(t), α2(t), . . . , α2n+1(t))

be a regular curve given by

α2i−1(t) =
1

(
n∑

j=1

cj2

)1/2
(ci cos (λt) cos (ciλt) + sin (λt) sin (ciλt)) ,

α2i(t) =
1

(
n∑

j=1

cj2

)1/2
(cos (ciλt) sin (λt)− ci cos (λt) sin (ciλt)) ,

for i = 1, 2, . . . n and

α2n+1 (t) =





1−

n
n∑

j=1

cj2







1/2

sin (λt)

where c1, c2, . . . , cn > 1 with ci 6= cj , 1 6 i < j 6 n and λ =





n∑

k=1

ck
4−ck

2

n∑

k=1

ck2−2ck4+ck6





1

2

.

Then, the curve α : I ⊂ R → E2n+1 is a hyperspherical generalized helix on S2n.

Proof. After straightforward calculations, we obtain

||α(t)|| = 1, α′ (t) = ω cos t β(t),

where ω =





n∑

k=1

ck
4−ck

2

n∑

k=1

ck2





1

2

and β is the W -curve in Lemma 4.1. Since ||α(t)|| = 1

the curve α lies on S2n. If we apply the Gramm-Schmidt orthogonalization process
to the curve α

F1(t) = ω cos t β(t),

F2(t) = ω cos t t(t),

Fi(t) = ω cos t k1(t)k2(t) . . . ki−2(t)ni−2(t) for 3 6 i 6 n

where ki (1 6 i 6 n− 1) is the curvature functions of the curve β. Now, we can
calculate the curvature functions κi, (1 6 i 6 n− 1) of the curve α.

κ1(t) =
‖F2(t)‖

‖F1(t)‖
2
= ω−1 sec t,

κi(t) =
‖Fi+1(t)‖

‖F1(t)‖ ‖Fi(t)‖
= ω−1ki−1(t) sec t
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for 2 6 i 6 2n. Since the curvature functions ki are constants for 1 6 i 6 2n−1, the
ratios κ1

κ2

, κ3

κ4

, . . . , κ2n−1

κ2n

are constants. Therefore, α is a hyperspherical generalized

helix on S2n.

Corollary 4.1. From Theorem 4.2, the Frenet vector fields of the curve α are

V1 = β, V2 = t, V3 = n1, . . . , V2n+1 = n2n−1(4.1)

where {β, t,n1,n2, . . . ,n2n−1} is the generalized Sabban frame of the unit speed
curve β.

Example 4.1. If we choose c1 = 2 and c2 = 4 in Theorem 4.2, then

α (t) =

(

cos(λt) cos(2λt)
√

5
+ sin(2λt) sin(λt)

2
√

5
,
cos(2λt) sin(λt)

2
√

5
− cos(λt) sin(2λt)

√

5
,

2 cos(λt) cos(4λt)
√

5
+ sin(4λt) sin(λt)

2
√

5
,
cos(4λt) sin(λt)

2
√

5
− 2 cos(λt) sin(4λt)

√

5
,
3 sin(λt)

√

10

)

where λ =
√

7
101

.

After straightforward calculations, we obtain the Frenet vector fields of the curve α

V1(t) =

(

−
sin (2λt)

2
√
7

,−
cos (2λt)

2
√
7

,−
5 sin (4λt)

2
√
7

,−
5 cos (4λt)

2
√
7

,
1

√
14

)

,

V2(t) =

(

−
cos (2λt)
√
101

,
sin (2λt)
√
101

,−
10 cos (4λt)

√
101

,
10 sin (4λt)

√
101

, 0

)

,

V3(t) =

(

−
73 sin (2λt)

2
√
7189

,−
73 cos (2λt)

2
√
7189

,
55 sin (4λt)

2
√
7189

,
55 cos (4λt)

2
√
7189

,
101

√
14378

)

,

V4(t) =

(

−
10 cos (2λt)

√
101

,
10 sin (2λt)

√
101

,
cos (4λt)
√
101

,−
sin (4λt)
√
101

, 0

)

,

V5(t) =

√

2

1027

(

20 sin (2λt) , 20 cos (2λt) ,− sin (4λt) ,− cos (4λt) ,
15

√
2

2

)

.

It is clear that the Frenet vector fields V1, V3 and V5 of the curve α make constant angles
θ1 = arccos 1

√

14
, θ3 = arccos 101

√

14378
and θ5 = arccos 15

√

1027
with vector U = (0, 0, 0, 0, 1),

respectively.

Also, after straightforward calculations, we have the curvatures of the curve α

κ1(t) =
1

21

√
505 sec (λt) , κ2(t) =

1

21

√

5135

101
sec (λt) , κ3(t) = 40

√

5

103727
sec (λt)

and

κ4(t) =
4

3

√

1010

7189
sec (λt) .

Since, α lies on hypersphere S4 =

{

(x1, x2, x3, x4, x5) ∈ E
5
∣

∣

5
∑

i=1

x2
i = 1

}

, then α is a hy-

perspherical generalized helix in E
5.

Now, we have the following theorem for a curve γ which is integration of the curve
β in Lemma 4.1.
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Theorem 4.3. Let γ : I ⊂ R → E2n+1

γ(t) = (γ1(t), γ2(t), . . . , γ2n+1(t))

be a regular curve given by

γ2i−1(t) =

(
ci

2 − 1
)
(

n∑

k=1

ck
2 − 2ck

4 + ck
6

) 1

2

ci

(
n∑

k=1

ck4 − ck2
) cos (ciλt) ,

γ2i(t) =

(
1− ci

2
)
(

n∑

k=1

ck
2 − 2ck

4 + ck
6

) 1

2

ci

(
n∑

k=1

ck4 − ck2
) sin (ciλt) ,

for i = 1, 2, . . . n and

γ2n+1(t) =







n∑

k=1

ck
2 − n

n∑

k=1

ck4 − ck2







1

2

t

where λ =





n∑

k=1

ck
4−ck

2

n∑

k=1

ck2−2ck4+ck6





1

2

and c1, c2, . . . , cn > 1 with ci 6= cj , 1 6 i < j 6 n.

Then, γ is a generalized helix which lies on hypercylinder

1

nλ2
n∑

k=1

ck4 − ck2






x2
1 + x2

2
(

c2
1
−1

c1

)2 +
x2
3 + x2

4
(

c2
2
−1

c2

)2 + · · ·+
x2
2n−1 + x2

2n
(

c2
n
−1

cn

)2




 = 1.

Proof. After straightforward calculations, we have γ′ (t) = β (t) where β is a W -
curve in Lemma 4.1. If we apply the Gramm-Schmidt orthogonalization process to
the curve γ, we have

F1(t) = β (t) ,

F2(t) = t (t) ,

Fi(t) = k1(t)k2(t) . . . ki−2(t)ni−2(t) for 3 6 i 6 2n− 1,

where ki (1 6 i 6 n− 1) is the curvature functions of the curve β. Now, we can
calculate the curvature functions κi, (1 6 i 6 n− 1) of the curve γ.
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κ1 =
‖F2‖

‖F1‖
2
= 1,

κi =
‖Fi+1‖

‖F1‖ ‖Fi‖
= ki−1,

for 2 6 i 6 2n. Since the curvature functions ki are constants for 1 6 i 6 2n−1, the
ratios κ1

κ2

, κ3

κ4

, . . . , κ2n−1

κ2n

are constants. Therefore, γ is a hypercylindrical generalized
helix.

Corollary 4.2. From Theorem 4.3, the Frenet vector fields of the curve γ are

V1 = β, V2 = t, V3 = n1, . . . , V2n+1 = n2n−1(4.2)

where {β, t,n1,n2, . . . ,n2n−1} is the generalized Sabban frame of the unit speed
curve β.

Example 4.2. If we choose c1 = 3 and c2 = 4 in Theorem 4.3, then

γ (t) =





4
√

29
39

cos
(√

39
√

58
t
)

,− 4
√

29
39

sin
(√

39
√

58
t
)

,

15
√

29
104

cos
(

2
√

26
√

87
t
)

,− 15
√

29
104

sin
(

2
√

26
√

87
t
)

,
√

23

2
√

78
t





After straightforward calculations, we obtain the Frenet vector fields of the curve γ

V1(t) =





−2
√

2
√

39
sin
(√

39
√

58
t
)

, −2
√

2
√

39
cos
(√

39
√

58
t
)

,

−5
√

3

2
√

26
sin
(

2
√

26
√

87
t
)

, −5
√

3

2
√

26
cos
(

2
√

26
√

87
t
)

,
√

23

2
√

78



 ,

V2(t) =





−2
√

29
cos
(√

39
√

58
t
)

, 2
√

29
sin
(√

39
√

58
t
)

,

−5
√

29
cos
(

2
√

26
√

87
t
)

, 5
√

29
sin
(

2
√

26
√

87
t
)

, 0



 ,

V3(t) =





−19
√

2
√

4043
sin
(√

39
√

58
t
)

, −19
√

2
√

4043
cos
(√

39
√

58
t
)

,

85

2
√

8086
sin
(

2
√

26
√

87
t
)

, 85

2
√

8086
cos
(

2
√

26
√

87
t
)

, 29
√

23

2
√

8086



 ,

V4(t) =





− 5
√

29
cos
(√

39
√

58
t
)

, 5
√

29
sin
(√

39
√

58
t
)

,

2
√

29
cos
(

2
√

26
√

87
t
)

,− 2
√

29
sin
(

2
√

26
√

87
t
)

, 0



 ,

V5(t) =





5
√

23
√

933
sin
(√

39
√

58
t
)

, 5
√

23
√

933
cos
(√

39
√

58
t
)

,

−

√

69

2
√

311
sin
(

2
√

26
√

87
t
)

, −

√

69

2
√

311
cos
(

2
√

26
√

87
t
)

, 35

2
√

933



 .

It is clear that the Frenet vector fields V1, V3 and V5 of the curve γ make constant angles

θ1 =
√

23

2
√

78
, θ3 = 29

√

23

2
√

8086
and , θ5 = 35

2
√

933
with vector U = (0, 0, 0, 0, 1), respectively.

Also, after straightforward calculations, we have the curvatures of the curve γ

κ1 = 1, κ2 =

√
311

29
√
3
, κ3 =

455

29
√
933

, κ4 =

√

299

622
.

Since, γ lies on the hypercylinder
{

(x1, x2, x3, x4, x5) ∈ E
5
∣

∣

x2

1
+x2

2

16

351

+
x2

3
+x2

4

150

1664

= 1
}

, then γ

is a hypercylindrical generalized helix in E
5.
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Remark 4.1. Even if the curve α and γ have different curvatures, they have same Frenet
vectors.

Example 4.3. If we choose c1 = 2 and in Theorem 4.2, then

α (t) =

(

2 cos t
√

3
cos 2t

√

3
+ sin t

√

3
sin 2t

√

3

2
,
cos 2t

√

3
sin t

√

3
− 2 cos t

√

3
sin 2t

√

3

2
,

√

3

4
sin

t
√
3

)

After straightforward calculations, we obtain the Frenet vector fields of the curve α

Tα(t) =

(

−

√
3

2
sin

2t
√
3
,−

√
3

2
cos

2t
√
3
,
1

2

)

,

Nα(t) =

(

− cos
2t
√
3
, sin

2t
√
3
, 0

)

,

Bα(t) =

(

1

2
sin

2t
√
3
,
1

2
cos

2t
√
3
,

√
3

2

)

.

It is clear that the Frenet vector fields Tα and Bα of the curve α make constant angles

θ1 = arccos 1
2

and θ3 = arccos
√

3
2

with vector U = (0, 0, 1), respectively. Also, after
straightforward calculating, we have the curvatures of the curve α

κ1 = sec
t
√
3
, κ2 =

1
√
3
sec

t
√
3
.

Since, α lies on S2 =

{

(x1, x2, x3) ∈ E
3
∣

∣

3
∑

i=1

x2
i = 1

}

, then α is a spherical generalized

helix in E
3.

Example 4.4. If we choose c1 = 2 and in Theorem 4.3, then

γ (t) =

(

3

4
cos

2t
√
3
,−

3

4
sin

2t
√
3
,
t

2

)

.

After straightforward calculations, we obtain the Frenet vector fields of the curve γ

Tγ(t) =

(

−

√
3

2
sin

2t
√
3
,−

√
3

2
cos

2t
√
3
,
1

2

)

,

Nγ(t) =

(

− cos
2t
√
3
, sin

2t
√
3
, 0

)

,

Bγ(t) =

(

1

2
sin

2t
√
3
,
1

2
cos

2t
√
3
,

√
3

2

)

.

It is clear that the Frenet vector fields Tγ and Bγ of the curve makes constant angles

θ1 = arccos 1
2

and θ3 = arccos
√

3
2

with vector U = (0, 0, 1), respectively. Also, after
straightforward calculating, we have the curvatures of γ

κ1 = 1, κ2 =
1
√
3
.

Since, γ lies on
x2

1
+x2

2

( 3

4
)2

= 1, then α is a circular helix in E
3.
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Fig. 4.1: Frenet vectors of the curves α and γ for t = π
6
in Example 4.3 and 4.4.

REFERENCES

1. B. Altunkaya and L. Kula: General helices that lie on the sphere S2n in Euclidean

space E2n+1, Universal Journal of Mathematics and Application, 1 30, (2018), 166–
170.

2. B. Altunkaya and L. Kula: On polynomial helices in n-dimensional Euclidean space

Rn, Advances in Applied Clifford Algebras, 28:4, (2018) 1–12.

3. M. do Carmo: Differential Geometry of Curves and Surfaces, Prentice Hall, 1976.

4. C. Camci, K. Ilarslan, L. Kula and H. H. Hacisalihoglu: Harmonic curvatures

and generalized helices in En, Chaos Solitons Fractals, 40, (2007), 2590-2596.

5. H. H. Hacisalihoglu: Diferensiyel Geometri 1, 3. Edition, 1998.

6. A. Hayden: On a generalized helix in a Riemannian n- space, Proc. London Math.
Soc. 31:2, (1930), 337–345.

7. F. Klein and S. Lie: Über diejenigen ebenen Curven welche durch ein geschlossenes

System von einfach unendlich vielen vertauschbaren linearen Transformationen in sich
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Ser. Math. Inform. Vol. 36, No 4 (2021), 823–830

https://doi.org/10.22190/FUMI201117061Q

Original Scientific Paper

ON CLAUSEN SERIES 3F2[−m,α, λ+ 3;β, λ; 1] WITH APPLICATIONS∗

Mohammad Idris Qureshi and Mahvish Ali

Department of Applied Sciences and Humanities

Faculty of Engineering and Technology

Jamia Millia Islamia (A Central University), New Delhi-110025, India

Abstract. In this paper, a summation theorem for the Clausen series is derived. Fur-
ther, a reduction formula is obtained for the Kampé de Fériet double hypergeometric
function. Some special cases are given as applications. A generalization of the reduc-
tion and linear transformation formulas is also given in the form of the general double
series identity.
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1. Introduction and preliminaries

A natural generalization of the Gaussian hypergeometric series 2F1[α, β; γ; z], is
accomplished by introducing any arbitrary number of numerator and denominator
parameters. Thus, the resulting series
(1.1)

pFq

 (αp);
z

(βq);

 := pFq

 α1, α2, . . . , αp;
z

β1, β2, . . . , βq;

 =

∞∑
n=0

(α1)n(α2)n . . . (αp)n
(β1)n(β2)n . . . (βq)n

zn

n!

is known as the generalized hypergeometric series, or simply, the generalized hy-
pergeometric function. Here p and q are positive integers or zero and we assume
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that the variable z, the numerator parameters α1, α2, . . . , αp and the denominator
parameters β1, β2, . . . , βq take on complex values, provided that

βj 6= 0,−1,−2, . . . ; j = 1, 2, . . . , q.

In contracted notation, the sequence of p numerator parameters α1, α2, . . . , αp

is denoted by (αp) with similar interpretation for others throughout this paper.

Supposing that none of the numerator and denominator parameters is zero or a
negative integer, we note that the pFq series defined by equation (1.1):

(i) converges for |z| <∞, if p ≤ q,

(ii) converges for |z| < 1, if p = q + 1

(iii) diverges for all z, z 6= 0, if p > q + 1.

Chu-Vandermonde theorem [5, p.69, Q.No. 4]:

(1.2) 2F1

 −M, A ;
1

B ;

 =
(B −A)M

(B)M
; M = 0, 1, 2, · · · ,

such that ratio of Pochhammer symbols in r.h.s. is well defined and A, B ∈ C \Z−0 .

Just as the Gaussian 2F1 function was generalized to pFq by increasing the num-
ber of the numerator and denominator parameters, the four Appell functions were
unified and generalized by Kampé de Fériet [2, 1] who defined a general hypergeo-
metric function of two variables.

We recall here the definition of a more general double hypergeometric function
(than the one defined by Kampé de Fériet) in a slightly modified notation [6, p.423,
Eq.(26)]:

(1.3)

F p: q; k
`: m; n

 (ap) : (bq) ; (ck) ;
x, y

(α`) : (βm) ; (γn) ;

 =

∞∑
r,s=0

p∏
j=1

(aj)r+s

q∏
j=1

(bj)r
k∏

j=1

(cj)s

∏̀
j=1

(αj)r+s

m∏
j=1

(βj)r
n∏

j=1

(γj)s

xr

r!

ys

s!
,

where, for convergence,

(i) p+ q < `+m+ 1, p+ k < `+ n+ 1, |x| <∞, |y| <∞, or(1.4)

(ii) p+ q = `+m+ 1, p+ k = `+ n+ 1 and(1.5)

(1.6)

{
|x|1/(p−`) + |y|1/(p−`) < 1, if p > `

max {|x|, |y|} < 1, if p ≤ `.
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An important development has been made by various authors in generalizations
of the summation and transformation theorems, see [7, 4, 3]. In this work, our main
motive is to find the summation theorem for the Clausen series 3F2[−m,α, λ +
3;β, λ; 1] and to find its applications.

We shall use the following definition in proving our results in Sections 2 to 5:

Definition 1.1. For λ ∈ C \ Z−0 and r ∈ Z+ ∪ {0}, the following identity holds
true:

(1.7)
(λ+ 3)r

(λ)r
= 1 +

3r

λ
+

3r(r − 1)

λ(λ+ 1)
+
r(r − 1)(r − 2)

λ(λ+ 1)(λ+ 2)
.

The proof of the above identity can be obtained smoothly.

2. Summation theorem

Theorem 2.1. If γ, δ, σ are the roots of the cubic equation Cm3 +Dm2 +Em+
G = 0 and α, β, λ, −γ, −δ, −σ ∈ C \ Z−0 ; m ∈ N0, then the following summation
theorem holds true:
(2.1)

3F2

 −m, α, λ+ 3 ;
1

β, λ ;

 =
(−γ + 1)m (−δ + 1)m (−σ + 1)m (β − α− 3)m

(−γ)m (−δ)m (−σ)m (β)m
,

where the coefficients C, D, E and G are the polynomials in α, β, λ given as follows:

C = −2α+ 3α2 − α3 + 2λ− 6αλ+ 3α2λ+ 3λ2 − 3αλ2 + λ3,(2.2)

D = 12α− 9α2 − 3α3 − 6αβ + 6α2β − 12λ+ 27αλ+ 3α2λ

−3α3λ+ 6βλ− 15αβλ+ 3α2βλ− 18λ2 + 6αλ2 + 6α2λ2

+9βλ2 − 6αβλ2 − 6λ3 − 3αλ3 + 3βλ3,(2.3)

E = −22α− 12α2 − 2α3 + 24αβ + 6α2β − 6αβ2 + 22λ− 21αλ

−27α2λ− 6α3λ− 24βλ+ 30αβλ+ 15α2βλ+ 6β2λ− 9αβ2λ

+33λ2 + 18αλ2 − 6α2λ2 − 3α3λ2 − 36βλ2 − 3αβλ2 + 6α2βλ2

+9β2λ2 − 3αβ2λ2 + 11λ3 + 12αλ3 + 3α2λ3 − 12βλ3

−6αβλ3 + 3β2λ3(2.4)

G = −12λ− 22αλ− 12α2λ− 2α3λ+ 22βλ+ 24αβλ+ 6α2βλ

−12β2λ− 6αβ2λ+ 2β3λ− 18λ2 − 33αλ2 − 18α2λ2 − 3α3λ2

+33βλ2 + 36αβλ2 + 9α2βλ2 − 18β2λ2 − 9αβ2λ2 + 3β3λ2 − 6λ3

−11αλ3 − 6α2λ3 − α3λ3 + 11βλ3 + 12αβλ3 + 3α2βλ3 − 6β2λ3

−3αβ2λ3 + β3λ3(2.5)

= −Cγδσ
= λ(λ+ 1)(λ+ 2) (β − α− 1) (β − α− 2) (β − α− 3).
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Proof. Suppose the l.h.s. of equation (2.1) is denoted by ∆, then we have

∆ =

m∑
r=0

(−m)r (α)r (λ+ 3)r
(β)r (λ)r r!

=

m∑
r=0

(−m)r (α)r
(β)r r!

[
1 +

3r

λ
+

3r(r − 1)

λ(λ+ 1)
+
r(r − 1)(r − 2)

λ(λ+ 1)(λ+ 2)

]

= 2F1

 −m, α ;
1

β ;

+
3

λ

m−1∑
r=0

(−m)r+1 (α)r+1

(β)r+1 r!

+
3

λ(λ+ 1)

m−2∑
r=0

(−m)r+2 (α)r+2

(β)r+2 r!
+

1

λ(λ+ 1)(λ+ 2)

m−3∑
r=0

(−m)r+3 (α)r+3

(β)r+3 r!

= 2F1

 −m, α ;
1

β ;

+
3

λ

(−m)1 (α)1
(β)1

2F1

 −(m− 1), α+ 1 ;
1

β + 1 ;

+

+
3

λ(λ+ 1)

(−m)2 (α)2
(β)2

2F1

 −(m− 2), α+ 2 ;
1

β + 2 ;

+

+
1

λ(λ+ 1)(λ+ 2)

(−m)3 (α)3
(β)3

2F1

 −(m− 3), α+ 3 ;
1

β + 3 ;

 .(2.6)

Using Chu-Vandermonde theorem (1.2) in r.h.s. of equation (2.6), we obtain

∆ =
(β − α)m

(β)m
+

3

λ

(−m)1 (α)1
(β)1

(β − α)m−1
(β + 1)m−1

+
3

λ(λ+ 1)

(−m)2 (α)2
(β)2

(β − α)m−2
(β + 2)m−2

+

+
1

λ(λ+ 1)(λ+ 2)

(−m)3 (α)3
(β)3

(β − α)m−3
(β + 3)m−3

=
(β − α)m

(β)m
+

3(−m)1 (α)1
λ

(β − α)m−1
(β)m

+
3(−m)2 (α)2
λ(λ+ 1)

(β − α)m−2
(β)m

+

+
(−m)3 (α)3

λ(λ+ 1)(λ+ 2)

(β − α)m−3
(β)m

=
(β − α)m

(β)m

[
1− 3m α

λ (β − α+m− 1)
+

3(−m)2 (α)2
λ(λ+ 1) (β − α+m− 2)2

+

+
(−m)3 (α)3

λ(λ+ 1)(λ+ 2) (β − α+m− 3)3

]
=

(β − α)m
(β)m

·

·
[

Ω(α, β, λ,m)

λ(λ+ 1)(λ+ 2) (β − α+m− 1) (β − α+m− 2) (β − α+m− 3)

]
,(2.7)
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where

Ω(α, β, λ,m) = λ(λ+ 1)(λ+ 2)(β − α+m− 1)(β − α+m− 2)(β − α+m− 3)

−3mα(λ+ 1)(λ+ 2)(β − α+m− 2)(β − α+m− 3)

+3(−m)(−m+ 1)(α)(α+ 1)(λ+ 2)(β − α+m− 3)

+(−m)(−m+ 1)(−m+ 2)(α)(α+ 1)(α+ 2).

Equation (2.7) can be written as

∆ =
(β − α)m

(β)m

[
Cm3 +Dm2 + Em+G

λ(λ+ 1)(λ+ 2) (β − α+m− 1) (β − α+m− 2) (β − α+m− 3)

]
,

(2.8)

Since γ, δ, σ are the roots of the cubic equation Cm3 + Dm2 + Em + G = 0,
therefore equation (2.8) can be written as:

∆ =
(β − α)m

(β)m

[
C(m− γ)(m− δ)(m− σ)

λ(λ+ 1)(λ+ 2) (β − α+m− 1) (β − α+m− 2) (β − α+m− 3)

]
.

(2.9)

On simplification, we get assertion (2.1).

3. Application in reducibility of the Kampé de Fériet function

The application of summation Theorem 2.1 is given by proving the following
reduction formula:

Theorem 3.1. For b1, · · · , bB, α, β, λ, −γ, −δ, −σ ∈ C \ Z−0 , the following
reduction formula holds true:

FA:0;2
B:0;2

 (aA) : ; α, λ+ 3 ;
z, − z

(bB) : ; β, λ ;

 =

A+4FB+4

 a1, · · · , aA, − γ + 1, − δ + 1, − σ + 1, β − α− 3 ;
z

b1, · · · , bB , − γ, − δ, − σ, β ;

 ,(3.1)

subject to the convergence conditions:{
|z| < 1

2 , if A = B + 1

|z| <∞, if A ≤ B,

where γ, δ, σ are the roots of the cubic equation Cm3 + Dm2 + Em + G = 0 and
C,D,E,G are given by equations (2.2)-(2.5).
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Proof. Suppose l.h.s. of equation (3.1) is denoted by Φ, then we have

Φ =

∞∑
m=0

∞∑
n=0

A∏
i=1

(ai)m+n (α)n (λ+ 3)n(−1)nzm+n

B∏
i=1

(bi)m+n (β)n (λ)n m! n!

=

∞∑
m=0

A∏
i=1

(ai)m

B∏
i=1

(bi)m

zm

m!

m∑
n=0

(−m)n (α)n (λ+ 3)n
(β)n (λ)n n!

=

∞∑
m=0

A∏
i=1

(ai)m

B∏
i=1

(bi)m

zm

m!
3F2

 −m, α, λ+ 3 ;
1

β, λ ;

 .(3.2)

Using Theorem 2.1 in r.h.s. of above equation, it follows that

Φ =

∞∑
m=0

A∏
i=1

(ai)m

B∏
i=1

(bi)m

(−γ + 1)m (−δ + 1)m (−σ + 1)m (β − α− 3)m
(−γ)m (−δ)m (−σ)m (β)m

zm

m!
.(3.3)

In view of equation (3.3), reduction formula (3.1) follows.

4. Applications in linear transformations

If γ, δ, σ are the roots of the cubic equation Cm3 + Dm2 + Em + G = 0 and
C,D,E,G are given by equations (2.2)-(2.5), we prove the following consequences
of Theorem 3.1:

I. Taking A = B = 0 in equation (3.1), we get the following transformation
formula:

4F4

 −γ + 1, − δ + 1, − σ + 1, β − α− 3 ;
z

−γ, − δ, − σ, β ;

 =

exp(z) 2F2

 α, λ+ 3 ;
−z

β, λ ;

 ,(4.1)

where |z| <∞ and α, β, λ, −γ, −δ, −σ ∈ C \ Z−0 .

II. Taking A = 1, a1 = a, B = 0 in equation (3.1) and using binomial theorem,
we get the following transformation formula:

5F4

 a, − γ + 1, − δ + 1, − σ + 1, β − α− 3 ;
z

−γ, − δ, − σ, β ;


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= (1− z)−a 3F2

 a, α, λ+ 3 ;
−z
1−z

β, λ ;

 ,(4.2)

where |z| < 1,
∣∣∣ −z1−z

∣∣∣ < 1 and α, β, λ, −γ, −δ, −σ ∈ C \ Z−0 .

5. General double series identity

Theorem 5.1. Let {Θ(`)}∞`=1 is bounded sequence of arbitrary complex numbers,
Θ(0) 6= 0 and α, β, λ, −γ, −δ, −σ ∈ C \ Z−0 . Then

∞∑
m,n=0

Θ(m+ n) (α)n (λ+ 3)n (−1)n

(β)n (λ)n

zm+n

m! n!

=

∞∑
m=0

Θ(m) (−γ + 1)m (−δ + 1)m (−σ + 1)m (β − α− 3)m
(−γ)m (−δ)m (−σ)m (β)m

zm

m!
,(5.1)

where γ, δ, σ are the roots of cubic equation Cm3 + Dm2 + Em + G = 0 and
C,D,E,G are given by equations (2.2)-(2.5) with each of the multiple series involved
is absolutely convergent.

Remark 5.1. For Θ(`) =

A∏
i=1

(ai)`

B∏
i=1

(bi)`

, the above series identity reduces to the reduction

formula (3.1).

Appendix

The roots γ, δ, σ of the cubic equation Cm3 +Dm2 + Em+G = 0 are calculated
by using Wolfram Mathematica 9.0 Software. The values of γ, δ and σ are given as
follows:

γ = −
D

3C

−
21/3

(
−D2 + 3CE

)
3C

(
−2D3 + 9CDE − 27C2G+

√
4 (−D2 + 3CE)3 + (−2D3 + 9CDE − 27C2G)2

)1/3

+

(
−2D3 + 9CDE − 27C2G+

√
4 (−D2 + 3CE)3 + (−2D3 + 9CDE − 27C2G)2

)1/3

3× 21/3C

δ = −
D

3C

+

(
1 + i

√
3
) (
−D2 + 3CE

)
3× 22/3C

(
−2D3 + 9CDE − 27C2G+

√
4 (−D2 + 3CE)3 + (−2D3 + 9CDE − 27C2G)2

)1/3
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−

(
1− i

√
3
)(
−2D3 + 9CDE − 27C2G+

√
4 (−D2 + 3CE)3 + (−2D3 + 9CDE − 27C2G)2

)1/3

6× 21/3C

σ = −
D

3C

+

(
1− i

√
3
) (
−D2 + 3CE

)
3× 22/3C

(
−2D3 + 9CDE − 27C2G+

√
4 (−D2 + 3CE)3 + (−2D3 + 9CDE − 27C2G)2

)1/3

−

(
1 + i

√
3
)(
−2D3 + 9CDE − 27C2G+

√
4 (−D2 + 3CE)3 + (−2D3 + 9CDE − 27C2G)2

)1/3

6× 21/3C
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Wimmer in [15] gave a necessary and sufficient condition for the existence of a
simultaneous solution of {

A1X + Y B1 = C1,
A2X + Y B2 = C2.

(1.1)

Kägström in [7] obtained a solution of (1.1) by using generalized Schur methods.
Recently, some mixed Sylvester matrix equations have been investigated in some
papers (see [12]). Lee and Vu [8] gave some solvability conditions to mixed Sylvester
matrix equations {

A1X + Y B1 = C1,
A2Z + Y B2 = C2.

(1.2)

The general solution of systems of coupled generalized Sylvester matrix equations
to (1.2) was established by He and Wang in [1, 2, 3, 4, 5, 13, 14].

In this paper, by using the block operator matrix decomposition, we present
a new approach to find the necessary and sufficient conditions for the solvability
of mixed generalized coupled Sylvester operator equations. We obtain an arbitrary
solutions of these systems that it is expressed in terms of the Moore–Penrose inverses
of the coefficient operators.

Throughout this paper, we use H and Hi for denote Hilbert spaces. Also,
L(Hi,Hj) instate the set of all bounded Linear operators from Hi to Hj . For any
A ∈ L(Hi,Hj), the null and the range space of A are denoted by ker(A) and ran(A),
respectively. In the case Hi = Hj , L(Hi,Hi) which is abbreviated to L(Hi). The
identity operator on H is denoted by 1H or 1 if there is no ambiguity.

Definition 1.1. Let H be Hilbert space and A ∈ L(H). The Moore-Penrose
inverse A† of A is an element X ∈ L(H) which satisfies

(1)AXA = A, (2)XAX = X, (3) (AX)∗ = AX, (4) (XA)∗ = XA.

From the definition of Moore-Penrose inverse, it can be proved that the Moore-
Penrose inverse of an operator (if it exists) is unique and A†A and AA† are orthog-
onal projections, in the sense that they are self adjoint and idempotent operators.
More precisely A ∈ L(Hi,Hj) have a closed range. Then AA† is the orthogonal
projection from Hj onto ran(A) and A†A is the orthogonal projection from Hi onto
ran(A∗).

Clearly, A is Moore-Penrose invertible if and only if A∗ is Moore-Penrose invert-
ible, and in this case (A∗)† = (A†)∗. By Definition 1.1, it is concluded ran(A) =
ran(AA†), ran(A†) = ran(A†A) = ran(A∗), ker(A) = ker(A†A) and ker(A†) =
ker(AA†) = ker(A∗). For more related results, we refer the interested readers to [6]
and [9] and references therein.

2. Solutions for the mixed Sylvester operator equations

In this section, by using some block matrix technique we find the conditions for
solvability of the linear system equations (1.2) where Ai, Bi ( i ∈ {1, 2}) are given
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matrices, X, Y and Z be arbiterary. First, we establish necessary and sufficient
conditions for the solvability of (1.2) and the expression of the general solutions to
the system when it is solvable.

When Ai, Bi ( i ∈ {1, 2}) are invertible operators. It can straightforward be
seen that the proof of the following Theorem is valid in rings with involution.

So let Ai, Bi ( i ∈ {1, 2}) be Moore-Penrose invertible operators.

Theorem 2.1. Suppose that {Hi}4i=1 are Hilbert spaces and Bi ∈ B(H1,H2) and
Ai ∈ B(H4,H3); i ∈ {1, 2} are invertible operators and C1, C2 ∈ B(H1,H3). Then
the following statements are equivalent:

(a) There exists solutions X,Z ∈ B(H1,H4) and Y ∈ B(H2,H3) of the system
(1.2),

(b) C1 = C2B
−1
2 B1.

In which case, the general solutions X,Y, Z to the system (1.2) are of the form

X =
1

2
(A−11 C1 + Z1B1),(2.1)

Y =
1

2
(C2B

−1
2 + A2Z

∗
2 ),(2.2)

Z =
1

2
(A−12 C2 − Z∗2B2),(2.3)

where Z1 ∈ B(H2,H4), Z2 ∈ B(H4,H2) satisfy Z2 = −Z∗1A∗1(A∗2)−1.

Proof. (a)⇒ (b) It is clear.

(b)⇒ (a): By matrix representations, the system (1.2) become into the following
form[

A1 0
0 B∗2

] [
0 X
Y ∗ 0

]
+

[
0 Y
Z∗ 0

] [
A∗2 0
0 B1

]
=

[
0 C1

C∗2 0

]
.

Let X,Z ∈ B(H1,H4) and Y ∈ B(H2,H3) be the general solutions to the system
(1.2). Then[

0 X
Y ∗ 0

]
=

1

2

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

]
+

(
1

2

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
−

[
A−11 0

0 (B∗2)−1

] [
0 Y
Z∗ 0

])
×

[
A∗2 0
0 B1

]
=

1

2

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

]
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+

(
1

2

([
A−11 0

0 (B∗2)−1

] [
0 Y
Z∗ 0

]
+

[
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

])
−

[
A−11 0

0 (B∗2)−1

] [
0 Y
Z∗ 0

])[
A∗2 0
0 B1

]
=

1

2

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

]
+

1

2

([
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

]
−
[

A−11 0
0 (B∗2)−1

] [
0 Y
Z∗ 0

])
×

[
A∗2 0
0 B1

]
=

1

2

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

]
+

1

2

[
0 Z1

Z2 0

] [
A∗2 0
0 B1

]
=

1

2

[
0 A−11 C1 + Z1B1

(B∗2)−1C∗2 + Z2A
∗
2 0

]
.

Where, Z1, Z2 take in the following matrix[
0 Z1

Z2 0

]
=

[
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

]
−
[

A−11 0
0 (B∗2)−1

] [
0 Y
X∗ 0

]
=

[
0 XB−11 −A−11 Y

Y ∗(A∗2)−1 − (B∗2)−1X∗ 0

]
.

Then,

X =
1

2
(A−11 C1 + Z1B1),(2.4)

Y =
1

2
(C2B

−1
2 + A2Z

∗
2 ).(2.5)

Also, [
0 Y
Z∗ 0

]
=

[
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
−

[
A1 0
0 B∗2

] [
0 X
Y ∗ 0

] [
A−11 0

0 (B∗2)−1

]
,

and [
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

]
=

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
−

[
A−11 0

0 (B∗2)−1

] [
0 Y
X∗ 0

]
.
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We have,[
0 Y
Z∗ 0

]
=

1

2

[
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
+

[
A1 0
0 B∗2

](
1

2

[
A−11 0

0 (B∗2)−1

] [
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

])
−

[
A1 0
0 B∗2

]([
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

])
=

1

2

[
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
+

[
A1 0
0 B∗2

]
(
1

2

([
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

]
+

[
A−11 0

0 (B∗2)−1

] [
0 Y
Z∗ 0

])
−

[
0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

]
)

=
1

2

[
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
+

[
A1 0
0 B∗2

]
(

1

2

([
A−11 0

0 (B∗2)−1

] [
0 Y
Z∗ 0

]
−
[

0 X
Y ∗ 0

] [
(A∗2)−1 0

0 B−11

]))
=

1

2

[
0 C1

C∗2 0

] [
(A∗2)−1 0

0 B−11

]
− 1

2

[
A1 0
0 B∗2

] [
0 Z1

Z2 0

]
=

1

2

[
0 C1B

−1
1 −A1Z1

C∗2 (A∗2)−1 −B∗2Z2 0

]
.

Therefore,

Z =
1

2
(A−12 C2 − Z∗2B2),(2.6)

Y =
1

2
(C1B

−1
1 −A1Z1).(2.7)

Since C1 = C2B
−1
2 B1 and Z2 = −Z∗1A∗1(A∗2)−1 imply that Eqs. (1.2) and (2.7)

coincide with other. This completes the proof.

Theorem 2.2. Let {Hi}4i=1 be Hilbert spaces and Bi ∈ B(H1,H2) and Ai ∈
B(H4,H3); i ∈ {1, 2} be invertible operators and C1, C2 ∈ B(H1,H3). Then the
following statements are equivalent:

(a) There exists solutions X ∈ B(H1,H4) and Y ∈ B(H2,H3) of the system (1.1),

(b) C1 = C2B
−1
2 B1, and C2 = A2A

−1
1 C1.
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If (a) or (b) is satisfied, then any solutions of the system (1.1) has the form

X =
1

2
(A−11 C1 + Z1B1),(2.8)

Y =
1

2
(C2B

−1
2 + A2Z

∗
2 ),(2.9)

where Z1 ∈ B(H2, H4), Z2 ∈ B(H4,H2) satisfy Z2 = −Z∗1A∗1(A∗2)−1 and Z1 =
−Z∗2B2B

−1
1 .

Proof. The proof is quite similar to the proof of the previous theorem.

Theorem 2.3. Let {Hi}4i=1 be Hilbert spaces and Ai ∈ B(H4,H3) and Bi ∈
B(H1,H2) ( i ∈ {1, 2}) have closed range operators such that ran(B∗1) = ran(B∗2),
ran(B1) = ran(B2) and ran(A1) = ran(A2). If C1, C2 ∈ B(H1,H3) such that

(1−B†1B1)C1B
†
1 = (1−B†1B1)C2B

†
2, then the following statements are equivalent:

(a) There exists solutions X,Z ∈ B(H1,H4) and Y ∈ B(H2,H3) of the system
(1.2),

(b) (1−AiA
†
i )Ci(1−B†iBi) = 0 (i ∈ {1, 2}) and B†1B1C1A1A

†
1 = B†1B1C2B

†
2B1

If (a) or (b) is satisfied, then the general solutions to the system (1.2) has the form

X = −1

2
A†1C1B

†
1B1 +

1

2
A†1A1Z1B1 + A†1C1 + (1−A†1A1)Z3,

Y = −1

2
A1A

†
1C2B

†
2 +

1

2
A2Z

∗
2B1B

†
1 + C2B

†
2 + Z4(1−B1B

†
1),

Z = −1

2
A†2C2B

†
2B2 −

1

2
A†2A2Z

∗
2B2 + A†2C2 + (1−A†2A2)Z5,

where Z1 ∈ B(H2,H4), Z2 ∈ B(H4,H2) satisfy

B1B
†
1Z2A

†
1A1 = −B1B

†
1Z
∗
1A
∗
1(A∗2)†,

and Z3, Z5 ∈ B(H1,H4) and Z4 ∈ B(H2,H3) are arbitrary.

Proof. (a)⇒ (b) It is clear.

(b)⇒ (a) In view of [10, Corollary 1.2.] we can consider the matrix forms of the
operators as follows

A1 =

[
A11 0
0 0

]
:

[
ran(A∗1)
ker(A1)

]
→
[

ran(A1)
ker(A∗1)

]
,

A2 =

[
A21 0
0 0

]
:

[
ran(A∗2)
ker(A2)

]
→
[

ran(A1)
ker(A∗1)

]
,

X =

[
X11 X12

X13 X14

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(A∗1)
ker(A1)

]
,
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Z =

[
Z11 Z12

Z13 Z14

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(A∗2)
ker(A2)

]
,

B1 =

[
B11 0
0 0

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(B1)
ker(B∗1)

]
,

B2 =

[
B21 0
0 0

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(B1)
ker(B∗1)

]
,

Y =

[
Y11 Y12

Y13 Y14

]
:

[
ran(B1)
ker(B∗1)

]
→
[

ran(A1)
ker(A∗1)

]
,

where A11, A21, B11 and B21 are invertible. In addition, conditions (1 −
AiA

†
i )Ci(1−B†iBi) = 0, (i ∈ {1, 2}) in (b) implies that C14 = C24 = 0. Therefore,

C1 =

[
C11 C12

C13 0

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(A1)
ker(A∗1)

]
,

C2 =

[
C21 C22

C23 0

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(A1)
ker(A∗1)

]
.

Hence, the mixed Sylvester operator equations (1.2) obtain as follow.

[
A11X11 A11X12

0 0

]
+

[
Y11B11 0
Y13B11 0

]
=

[
C11 C12

C13 0

]
,

[
A21Z11 A21Z12

0 0

]
+

[
Y11B21 0
Y13B21 0

]
=

[
C21 C22

C23 0

]
.

Then, the following relations hold.{
A11X11 + Y11B11 = C11,
A21Z11 + Y11B21 = C21.

(2.10)

A11X12 = C12,(2.11)

A21Z12 = C22,(2.12)

Y13B11 = C13,(2.13)

Y13B21 = C23.(2.14)

[10, Corollary 1.2.] implies that Ai1, Bi1 for i ∈ {1, 2} are invertible and also

condition B†1B1C1A1A
†
1 = B†1B1C2B

†
2B1 and their matrix representations on the

following forms

B†1B1C1A1A
†
1 = B†1B1C2B

†
2B1.

Namely,

[
1 0
0 0

] [
C11 C12

C13 0

] [
1 0
0 0

]
=

[
1 0
0 0

] [
C21 C22

C23 0

]
×

[
B−121 0

0 0

] [
B11 0
0 0

]
,
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which is implies that C11 = C21B
−1
21 B11.

Now, by applying Theorem 2.1, general solutions of the system (2.10) can be
stated as

X11 =
1

2
(A−111 C11 + (Z1)11B11),

Y11 =
1

2
(C21B

−1
21 + A21(Z∗2 )11),

Z11 =
1

2
(A−121 C21 − (Z∗2 )11B21),

where, (Z1)11 and (Z2)11 satisfy (Z2)11 = −(Z∗1 )11A
∗
11(A∗21)−1.

Condition B1B
†
1Z2A

†
1A1 = −B1B

†
1Z
∗
1A
∗
1(A∗2)† is equal to

(Z2)11 = −(Z∗1 )11A
∗
11(A∗21)−1,

where Z1 ∈ B(H2,H4), Z2 ∈ B(H4,H2).

Since with rewrite their matrix representations on the following forms

B1B
†
1Z2A

†
1A1 = −B1B

†
1Z
∗
1A
∗
1(A∗2)†.

In fact,[
1 0
0 0

] [
(Z2)11 (Z2)12
(Z2)21 (Z2)22

] [
1 0
0 0

]
= −

[
1 0
0 0

] [
(Z∗1 )11 (Z∗1 )21
(Z∗1 )12 (Z∗1 )22

]
×

[
A∗11 0
0 0

] [
(A∗21)−1 0

0 0

]
,

Thus, [
(Z2)11 0

0 0

]
= −

[
(Z∗1 )11A

∗
11(A∗21)−1 0
0 0

]
.

Eqs. (2.11) and (2.12) imply that X12 = A−111 C12 and Z12 = A−121 C22.

Also, the condition (1−B†1B1)C1B
†
1 = (1−B†1B1)C2B

†
2 ensures that C13B

−1
11 =

C23B
−1
21 . Therefore, Eqs. (2.13) and (2.14) are solvable and Y13 = C13B

−1
11 =

C23B
−1
21 .

Hence,

X =

[
1
2 (A−111 C11 + (Z1)11B11) A−111 C12

X13 X14

]
,

Y =

[
1
2 (C21B

−1
21 + A21(Z∗2 )11) Y12

C23B
−1
21 Y14

]
,

and

Z =

[
1
2 (A−121 C21 − (Z∗2 )11B21) A−121 C22

Z13 Z14

]
,
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X13, X14, Y12, Y14, Z13 and Z14 can be taken arbitrary.

By using the matrix forms, we get

1

2
(A†1C1B

†
1B1 + A†1A1Z1B1) =

[
1
2 (A−111 C11 + (Z1)11B11) 0

0 0

]
,

A†1C1(1−B†1B1) =

[
0 A−111 C12

0 0

]
.

By taking Z3 =

[
Z31 Z32

X13 X14

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(A∗1)
ker(A1)

]
we conclude (1 −

A†1A1)Z3 =

[
0 0

X13 X14

]
. Then

X =
1

2
(A†1C1B

†
1B1 + A†1A1Z1B1) + A†1C1(1−B†1B1) + (1−A†1A1)Z3.

Also,

1

2
(A1A

†
1C2B

†
2 + A2Z

∗
2B1B

†
1) =

[
1
2 (C21B

−1
21 + A21(Z∗2 )11) 0

0 0

]
,

(1−A1A
†
1)C2B

†
2 =

[
0 0

C23B
−1
21 0

]
.

By taking Z4 =

[
Z41 Y12

Z43 Y14

]
:

[
ran(B1)
ker(B∗1)

]
→
[

ran(A1)
ker(A∗1)

]
, we derive Z4(1 −

B1B
†
1) =

[
0 Y12

0 Y14

]
. Then

Y =
1

2
(A1A

†
1C2B

†
2 + A2Z

∗
2B1B

†
1) + (1−A1A

†
1)C2B

†
2 + Z4(1−B1B

†
1).

By using the matrix forms, we get

1

2
(A†2C2B

†
2B2 −A†2A2Z

∗
2B2) =

[
1
2 (A−121 C21 − (Z∗2 )11B21) 0

0 0

]
,

A†2C2(1−B†2B2) =

[
0 A−121 C22

0 0

]
.

By taking Z5 =

[
Z51 Z52

Z13 Z14

]
:

[
ran(B∗1)
ker(B1)

]
→
[

ran(A∗1)
ker(A1)

]
, we conclude (1 −

A†2A2)Z5 =

[
0 0

Z13 Z14

]
. Then

Z =
1

2
(A†2C2B

†
2B2 −A†2A2Z

∗
2B2) + A†2C2(1−B†2B2) + (1−A†2A2)Z5.
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In the following theorem, consider the solvability and the expressions of the
general solutions to the following systems of four coupled one sided Sylvester-type
operator equations.

Theorem 2.4. Suppose that H is Hilbert space and where Ai, Bi, Ci ∈ B(H)
( i ∈ {1, 2, 3, 4}) are given operators such that C3 = A2C2B

−1
3 and X1, ..., X5 ∈

B(H) are unknowns operator Ai, Bi (i ∈ {1, 2, 3, 4}) are invertible operators. Then
the following statements are equivalent:

(a) The system 
A1X1 + X2B1 = C1,
A2X3 + X2B2 = C2,
A3X4 + X3B3 = C3,
A4X4 + X5B4 = C4,

(2.15)

is solvable,

(b) C1 = C3B
−1
2 B1 and C∗4 = C∗2 (A∗3)−1A∗4.

In which case, the general solution to the system (2.15) are of the form

X1 =
1

2
(A−11 C1 + Z1B1),

X2 =
1

2
(C3B

−1
2 + A2Z

∗
4 ),

X3 =
1

2
(A−12 C3 − Z∗4B2),

X4 =
1

2
(A−13 C2 + Z3B

∗
3),

X5 =
1

2
(C4B

−1
4 + A4Z

∗
2 ),

where Z1, Z2, Z3, Z4 ∈ B(H) satisfy Z3 = −Z∗2B4B
−1
3 , Z4 = −Z∗1A∗1(A∗2)−1 and

Z3 = A−13 Z∗4B2.

Proof. By taking T1 =

[
A1 0
0 B∗4

]
, T2 =

[
A2 0
0 B∗3

]
, S1 =

[
A∗4 0
0 B1

]
, S2 =[

A∗3 0
0 B2

]
, U1 =

[
0 C1

C∗4 0

]
and U2 =

[
0 C2

C∗3 0

]
that are given operators

and X =

[
0 X1

X∗5 0

]
, Y =

[
0 X2

X∗4 0

]
, Z =

[
0 X3

X∗3 0

]
are unknowns opera-

tors. Hence system (2.15) get into{
T1X + Y S1 = U1,
T2Z + Y S2 = U2,

(2.16)
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Condition (b) is equal to[
0 C1

C∗4 0

]
=

[
0 C3

C∗2 0

] [
(A∗3)−1 0

0 (B2)−1

] [
A∗4 0
0 B1

]
. By applying Theo-

rem 2.1, implies that system 2.15 are solvable, then any solutions have the following
form[

0 X1

X∗5 0

]
=

1

2
(

[
A−11 0

0 (B∗4)−1

] [
0 C1

C∗4 0

]
+ W1

[
A∗4 0
0 B1

]
),[

0 X2

X∗4 0

]
=

1

2
(

[
0 C3

C∗2 0

] [
(A∗3)−1 0

0 (B2)−1

]
+

[
A2 0
0 B∗3

]
W ∗2 ),[

0 X3

X∗3 0

]
=

1

2
(

[
A−12 0

0 (B∗3)−1

] [
0 C3

C∗2 0

]
−W ∗2

[
A∗3 0
0 B2

]
),

where W1 =

[
0 Z1

Z2 0

]
and W2 =

[
0 Z3

Z4 0

]
.

Which is satisfy that W2 = −W ∗1 T ∗1 (T ∗2 )−1 that is,[
0 Z3

Z4 0

]
= −

[
0 Z∗2
Z∗1 0

] [
A∗1 0
0 B4

] [
(A∗2)−1 0

0 (B3)−1

]
that

Z3 = −Z∗2B4B
−1
3 and Z4 = −Z∗1A∗1(A∗2)−1. Since, C3 = A2C2B

−1
3 and Z3, Z4

satisfy Z3 = A−13 Z∗4B2. Therefore,

X1 =
1

2
(A−11 C1 + Z1B1),

X2 =
1

2
(C3B

−1
2 + A2Z

∗
4 ),

X3 =
1

2
(A−12 C3 − Z∗4B2),

X∗3 =
1

2
((B∗3)−1C∗2 − Z∗3A

∗
3),

X∗4 =
1

2
(C∗2 (A∗3)−1 + B3Z

∗
3 ),

X∗5 =
1

2
((B∗4)−1C∗4 + Z2A

∗
4).

3. Conclusion

We have used the block operator matrix decomposition to find the general solutions
of mixed Sylvester operator equations with three unknowns (1.2) and five unknowns
(2.15) . We have provided some necessary and sufficient conditions for the existence
of a solution to this system based on matrix representation. We have also derived
the general solution to this system when it is solvable.
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Ser. Math. Inform. Vol. 36, No 4 (2021), 843–854

https://doi.org/10.22190/FUMI201125063K

Original Scientific Paper

TRANSLATION-FAVORABLE FLAT SURFACES IN 3-SPACES

Alev Kelleci Akbay

Faculty of Science, Department of Mathematics

P. O. Box 60, 23200 Elazig, Turkey

Abstract. In the paper, we obtain the complete classification of Translation-Factorable
(TF-) surfaces with vanishing Gaussian curvature in Euclidean and Minkowski 3-spaces.
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1. Introduction

In the study of the differential geometries of surfaces in 3-spaces, it is the most
popular to examine curvature properties or the relationships between the corre-
sponding curvatures of them. Let M be a surface in 3-spaces and (x, y, z) rectan-
gular coordinates. It is well known that M is called as translation or factorable
(homothetical) surface if it is locally described as the graph of z = f(x) + g(y)
or z = f(x)g(y), respectively. Translation surfaces having constant mean curva-
ture (CMC) or constant Gaussian curvature (CGC) in 3-spaces have been studied
in [1, 4, 15, 16, 22, 23]. Furthermore, translation surfaces in 3-spaces satisfying
Weingarten condition have been studied by Dillen et. all in [10], by Sipus in [22]
and also by Sipus and Dijvak in [23]. On the other hand, factorable (homoth-
etical) surfaces whose curvatures satisfy certain conditions have been investigated
in [2, 3, 17]. As an exception, surfaces with vanishing curvature have been also
very much focused. It is well known that M is called as flat or minimal surface
if the Gaussian curvature or the mean curvature vanishes, respectively. The study
of flat or minimal surfaces have found many applications in differential geometry
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and also physics, (see in [5, 11, 24, 25]). Very recently, as a generalization of these
surfaces, Difi, Ali and Zoubir described a new type surfaces called with translation-
factorable (TF) surfaces in Euclidean 3-space in [9]. Moreover, author investigated
these surfaces in Galilean 3-spaces, in [14]. In that paper, authors studied on the
position vector of this new type surface in the 3-dimensional Euclidean space and
Lorentzian-Minkowski space satisfying the special condition ∆ri = λiri, where ∆
denotes the Laplace operator.

The main interest of this paper is to obtain the complete classification of Transla-
tion-Factorable (TF-) surfaces with vanishing Gaussian curvatures in 3-spaces, start-
ing from this new type of surface, called as Translation-Factorable (TF-) surfaces,
defined in [9]. In Sect. 2, we introduce the notations that we are going to use and
give a brief summary of basic definitions in theory of surfaces in Euclidean and
Minkowski 3-spaces. In Sect. 3 and 4, we give the complete classification of TF-flat
surfaces in the Euclidean 3-space and Minkowski 3-space, respectively.

2. Preliminiaries

Let Euclidean and Minkowski 3-spaces denote with E3 and E3
1, respectively. One

may introduce an euclidean and Lorentzian inner products between u = (u1, u2, u3)
and v = (v1, v2, v3) as

〈u, v〉 = (dξ0)2 + (dξ1)2 + (dξ2)2 and 〈u, v〉L = (dξ0)2 + (dξ1)2 − (dξ2)2.

Here (ξ0, ξ1, ξ2) is rectangular coordinate system of 3-spaces. These inner products
induce in E3 and E3

1 a norm in a natural way:

‖u‖ =
√
|〈u, u〉| and ‖u‖L =

√
|〈u, u〉|L,

respectively. In addition, the corresponding cross products in E3 and E3
1 shall be

showed here by ∧ and ∧L, respectively: notice that ∧L should be computed as

u ∧L v = e1

∣∣∣∣ u2 u3
v2 v3

∣∣∣∣− e2 ∣∣∣∣ u1 u3
v1 v3

∣∣∣∣− e3 ∣∣∣∣ u1 u2
v1 v2

∣∣∣∣ .
Let M2 be a surface in E3 or E3

1. If M2 is parameterized by an immersion

x(u1, u2) =
(
x1(u1, u2), x2(u1, u2), x3(u1, u2)

)
,

then M2 is a regular surface if and only if the corresponding cross products of x1
and x2 don’t vanish anywhere. Here, xk = ∂x/∂uk, k = 1, 2. So, the normal vector
field N of a regular surface M2 in E3 or E3

1 is given by

(2.1) N =
x1 ∧ x2
‖x1 ∧ x2‖

or NL =
x1 ∧L x2
‖x1 ∧L x2‖L

.

The first fundamental form of x : U −→M2 ⊂ E3 (or E3
1) is defined as:

(2.2) I = gijdu
iduj , gij = 〈xi, xj〉 or gij = 〈xi, xj〉L .
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The second fundamental form II in simply and pseudo-isotropic spaces is with
differentiable coefficients

(2.3) II = hijdu
iduj , hij = 〈N, xij〉 or hij = 〈N, xij〉L .

Therefore, the Gaussian curvature K and the mean curvature H of surface Σ are
defined by, respectively,

K =
h11h22 − h122

W 2
,(2.4)

H =
g11h22 − 2g12h12 + g22h11

2W 2
,(2.5)

where W =
√
|g11g22 − g122|. Note that if g11g22 − g122 < 0 or g11g22 − g122 > 0,

then the surface M2 in E3
1 is called as time-like or space-like surface, respectively.

Now, first we would like to give the definition of the translation-factorable (TF-)
surfaces in E3 defined in [9]. And then we would like to complete the definition of
translation-factorable (TF-) surfaces in E3

1 given in same paper as follows:

Definition 2.1. Let M2 be a surface in Euclidean 3-space. Then M is called a
translation-factorable (TF-) surface if it can be locally written as following:

(2.6) x(s, t) = (s, t, B(f(s)g(t)) +A(f(s) + g(t))) ,

where f and g are some real functions and A,B are non-zero constants.

Definition 2.2. Let M2 be a surface in Minkowski 3-space, E3
1. Then M is called

a translation-factorable (TF-) surface if it can be locally written as one of the
followings:

(2.7) x(s, t) = (s, t, B(f(s)g(t)) +A(f(s) + g(t))) ,

or

(2.8) x(s, t) = (A(f(s) + g(t)) +B(f(s)g(t)), s, t)) ,

which are called as first and second type and where f and g are some real functions
and A,B are non-zero constants.

Remark 2.1. From Definition 2.2, one can be directly seen when taking A = 0 and
B 6= 0, then surface becomes a factorable surface studied in [17]. On the other hand, if
one can take B = 0 and A 6= 0, then surface is a translation surface studied in [15].
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3. Classification of Translation-Factorable surfaces with vanishing
Gaussian curvature in E3

As mentioned in the previous section, the TF-surfaces can be parametrized as in
(2.6) in Euclidean 3-spaces. In this section, we calculate the Gaussian curvature for
the TF-surfaces in E3. And then, we examine when it vanishes. Finally, we give the
complete classification of of the TF-surfaces with vanishing Gaussian curvatures.

Let M2 be a TF-surface in Euclidean 3-space, E3. Hence it can be parametrized
as

(3.1) x(s, t) = (s, t, B(f(s)g(t)) +A(f(s) + g(t))) .

Thus, the partial derivatives and N, the unit normal vector field defined by (2.1)
of this type surface are obtained by

xs = (1, 0, (Bg(t) +A)f ′(s)),(3.2)

xt = (0, 1, g′(t)(Bf(s) +A)),(3.3)

N =
1

W
(−f ′(s)(Bg(t) +A),−g′(t)(Bf(s) +A), 1).(3.4)

Here W =

√
1 + g′(t)

2
(Bf(s) +A)

2
+ f ′(s)

2
(Bg(t) +A)

2
and by ′, we have de-

noted derivatives with respect to corresponding parameters. For readability, here
and in the rest of the paper, we will lower the parameters of the f(s) and g(t)
functions. Now, by considering the above into the second equalities in (2.2) and
(2.3), respectively, we get

(3.5)

g11 = 1 + f ′
2
(Bg +A)

2
,

g12 = g′f ′(Bf +A)(Bg +A),

g22 = 1 + g′
2
(Bf +A)

2
,

and

(3.6) h11 =
f ′′(Bg +A)

W
, h12 =

Bf ′g′

W
, h22 =

g′′(Bf +A)

W
,

where W 2 = 1 + g′
2
(Bf +A)

2
+ f ′

2
(Bg +A)

2
. Hence, by substituting of the last

two statements into (2.4) gives

(3.7) K =
f ′′g′′(Bf +A)(Bg +A)−B2(f ′)2(g′)2

1 + g′2(Bf +A)
2

+ f ′2(Bg +A)
2

where f and g are some real functions and A,B are non-zero constants.

Now, we would like to investigate the vanishing Gaussian curvature problem for
TF-surfaces in E3. As well known, the surfaces with vanishing Gaussian curvature
are called flat. Now, we examine TF- flat surface in Euclidean 3-space, whose
Gaussian curvature is identically zero. Then the following classification theorem is
valid.
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Theorem 3.1. Let M2 be a TF-surface defined by (3.1) in the Euclidean 3-space.
Then, M2 is a flat surface if and only if it can be parametrized as one of the
followings:

1. M2 is a part of a plane,

2. M2 is a regular surface in E3 parametrized by

(3.8) x(s, t) = (s, t, g(t)(Bc+A) +Ac) ,

where f = c is a constant function or

(3.9) x(s, t) = (s, t, f(s)(Bc+A) +Ac)

where g = c is a constant function.

3. f and g are given by

(3.10) f(s) = − 1

B
eB(c1s+c2) +

A

B
, g(t) = − 1

B
eB(c1t+c2) +

A

B
.

4. f and g are given by

(3.11)
f(s) = −A

B
+B

C
C−1

(
(C − 1)(c1s+ c2)

) 1
1−C

,

g(t) = −A
B

+B
C

C−1

(
(C − 1)(c1t+ c2)

) 1
1−C

.

Proof. Let M2 be the TF- flat surface. Thus, from (3.7), it is clear that is sufficient
that

(3.12) f ′′g′′(Bf +A)(Bg +A)−B2(f ′)2(g′)2 = 0.

Let us consider on the following possibilities:

Case (1): f ′ = 0 and g′ = 0. Then, the equation (3.12) is trivially satisfied. By
considering these assumptions in (3.1), respectively, we obtain M2 is an open part
of plane. Thus, we have Case (1) of Theorem 3.1.

Case (2): f ′ = 0 or g′ = 0. First, assume that f ′ = 0, i.e., f be constant. In
case, the equation (3.12) is trivially satisfied. But, in case g is a arbitrary smooth
function. Thus, we get (3.8). Similarly, by considering the assumption of g as
g′ = 0, we can get (3.9) in Theorem 3.1.

Case (3): Let f ′′ = 0 or g′′ = 0, but not both. First, assume that f ′′ = 0, i.e.,
f be a linear function. In this case, one get g′ = 0 to provide the equation (3.12).
Second, let g′′ = 0. Then by the similar way, f ′ = 0 must be. Note that one can
easily see that these cases are covered by Case (2).

Case (4): Let f ′, g′, f ′′ and g′′ be non-zero. Then, the equation (3.12) can be
rewritten as

(3.13)
f ′′(A+Bf)

B(f ′)2
=

B(g′)2

g′′(A+Bg)
= C,
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for non-zero constant C. We are going to consider the following cases seperately:

Case (4a): C = 1. In this case (3.13) implies that

(3.14) f ′′(A+Bf) = B(f ′)2 and B(g′)2 = g′′(A+Bg),

from which, we get (3.10) in Case (3) in Theorem 3.1.

Case (4b): C 6= 1. In this case we solve (3.13) to obtain (3.11).

Conversely, a direct computation yields that the Gaussian curvature of each of
surfaces given in Theorem 3.1 vanishes identically.

4. Classification of Translation-Factorable surfaces with vanishing
Gaussian curvature in E3

1

In this section, we study two types of TF-surfaces in the 3-dimensional Minkowski
space. Let M2 be a TF-surface parametrized in (2.7) or (2.8) in Minkowski 3-spaces.
Namely, M2 can be parametrized as

(4.1) x(s, t) = (s, t, A(f(s) + g(t)) +Bf(s)g(t)) ,

or

(4.2) x(s, t) = (A(f(s) + g(t)) +Bf(s)g(t), s, t)) ,

which are called as first and second type TF-surfaces .

First, we would like to consider on the type I TF-surface parametrized as in
(4.1). Thus, we have,

xs = (1, 0, f ′(A+Bg)),(4.3)

xt = (0, 1, g′(A+Bf)).(4.4)

Also, NL the unit normal vector field of M2 defined by (2.1) is given by

(4.5) NL =
1

W
(f ′(A+Bg),−g′(A+Bf), 1).

Here with ′, we have denoted derivatives with respect to corresponding parameters
and

(4.6) W =

√∣∣∣1− g′2(A+Bf)
2 − f ′2(A+Bg)

2
∣∣∣.

By considering (4.3), (4.4) and (4.5) into the third equalities in (2.2) and (2.3),
respectively, we obtain
(4.7)

g11 = 1−f ′2(A+Bg)
2
, g12 = −f ′g′(A+Bf)(A+Bg), g22 = 1−g′2(A+Bf)

2
,

and

(4.8) h11 =
f ′′(Bg +A)

W
, h12 =

Bf ′g′

W
, h22 =

g′′(Bf +A)

W
.
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Thus, by substituting of these above statements into (2.4) gives

(4.9) KL =
f ′′g′′(Bf +A)(Bg +A)−B2(f ′)2(g′)2

W 4

where f and g are some real functions, A,B are non-zero constants and W is given
as in (4.6).

Now, we would like to give the following theorem being the classification of type
I TF-surfaces with vanishing Gaussian curvature in E3

1.

Theorem 4.1. Let M2 be a type I TF-surface defined by (4.1) in the Minkowski
3-space. Then,

1. M2 is a type I space-like flat surface if and only if it can be parametrized as
one of the followings:

(a) M2 is a part of a plane,

(b) M2 is a space-like surface in E3
1 parametrized by

(4.10) x(s, t) = (s, t, g(t)(A+Bc) +Ac) ,

where f = c is a constant function and −1
A+Bc < g′ < 1

A+Bc or

(4.11) x(s, t) = (s, t, f(s)(A+Bc) +Ac)

where g = c is a constant function and −1
A+Bc < f ′ < 1

A+Bc .

(c) f and g are given by

(4.12) f(s) = − 1

B
eB(c1s+c2) +

A

B
, g(t) = − 1

B
eB(c1t+c2) +

A

B
,

such that satisfy the condition (4.18).

(d) f and g are given by

(4.13)
f(s) = −A

B
+B

C
C−1

(
(C − 1)(c1s+ c2)

) 1
1−C

,

g(t) = −A
B

+B
C

C−1

(
(C − 1)(c1t+ c2)

) 1
1−C

such that satisfy the condition (4.18).

2. M2 is a type I time-like flat surface if and only if it can be parametrized as
one of the followings:

(a) M2 is a time-like surface in E3
1 parametrized by

(4.14) x(s, t) = (s, t, g(t)(Bc+A) +Ac) ,

where f = c is a constant function or

(4.15) x(s, t) = (s, t, f(s)(Bc+A) +Ac)

where g = c is a constant function.
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(b) f and g are given by

(4.16) f(s) = − 1

B
eB(c1s+c2) +

A

B
, g(t) = − 1

B
eB(c1t+c2) +

A

B
.

(c) f and g are given by

(4.17)
f(s) = −A

B
+B

C
C−1

(
(C − 1)(c1s+ c2)

) 1
1−C

,

g(t) = −A
B

+B
C

C−1

(
(C − 1)(c1t+ c2)

) 1
1−C

.

Proof. Let M2 be a type I TF- flat surface. First, let M2 be a type I space-like
surface. Then from (4.6), we have

(4.18) g′
2
(A+Bf)

2
+ f ′

2
(A+Bg)

2
< 1.

Since M2 is a flat surface, then from (4.9), it is clear that is sufficient that

(4.19) f ′′g′′(A+Bf)(A+Bg)−B2(f ′)2(g′)2 = 0.

Let us consider on the following possibilities:

Case (1): f ′ = 0 and g′ = 0. Then, the equation (4.18) and (4.19) are trivially
satisfied. By considering these assumptions in (4.1), respectively, we obtain M2 is
an open part of plane. Thus, we have Case (1a) of Theorem 4.1.

Case (2): f ′ = 0 or g′ = 0. First, assume that f ′ = 0, i.e., f be a constant. In
case, the equation (4.19) is trivially satisfied and also from (4.18) yields g is satisfied
−1

A+Bc < g′ < 1
A+Bc . Thus, we get (4.10). Similarly, by considering the assumption

of g as g′ = 0, we can get (4.11) in Theorem 4.1.

Case (3): Let f ′′ = 0 or g′′ = 0, but not both. First, assume that f ′′ = 0, i.e.,
f ′ = c1 and f = c1s+ c2 be a linear function. In this case, one get g′ = 0, namely
g = C1, to provide the equation (4.19). Thus, from (4.18), we get the condition
1 < c21C

2
1 . Second, let g′′ = 0. Then by the similar way, f ′ = 0 must be. Note that

one can easily see that these cases are covered by Case (1b).

Case (4): Let f ′, g′, f ′′ and g′′ be non-zero. Then, the equation (4.19) can be
rewritten as

(4.20)
f ′′(A+Bf)

B(f ′)2
=

B(g′)2

g′′(A+Bg)
= C,

for non-zero constant C. We are going to consider the following cases seperately:

Case (4a): C = 1. In this case (4.20) implies that

(4.21) f ′′(A+Bf) = B(f ′)2 and B(g′)2 = g′′(A+Bg),

from which, we get (4.12) in Case (1c) in Theorem 4.1.
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Case (4b): C 6= 1. In this case we solve (4.20) to obtain (4.13).

Secondly, let M2 be a type I time-like surface in E3
1. Then from (4.6), we have

(4.22) g′
2
(A+Bf)

2
+ f ′

2
(A+Bg)

2
> 1.

In view of this condition, the proof of the second case can be made similar to the
previous case.

Conversely, a direct computation yields that the Gaussian curvature of each of
surfaces given in Theorem 4.1 vanishes identically.

Now, secondly let M2 be a type II TF-surfaces given as in (4.2). Thus, we have,

xs = (f ′(A+Bg), 1, 0),(4.23)

xt = (g′(A+Bf), 0, 1).(4.24)

Also, NL the unit normal vector field of M2 defined by (2.1) is given by

(4.25) NL =
1

W
(1,−f ′(A+Bg), g′(A+Bf)).

Here with ′, we have denoted derivatives with respect to corresponding parameters
and

(4.26) W =

√∣∣∣1 + f ′2(A+Bg)
2 − g′2(A+Bf)

2
∣∣∣.

By considering (4.23), (4.24) and (4.25) into the third equalities in (2.2) and (2.3),
respectively, we obtain
(4.27)

g11 = 1 + f ′
2
(A+Bg)

2
, g12 = f ′g′(A+Bf)(A+Bg), g22 = g′

2
(A+Bf)

2 − 1,

and

(4.28) h11 =
f ′′(Bg +A)

W
, h12 =

Bf ′g′

W
, h22 =

g′′(Bf +A)

W
.

Thus, by substituting of these above statements into (2.4) gives

(4.29) KL =
f ′′g′′(Bf +A)(Bg +A)−B2(f ′)2(g′)2

W 4

where f and g are some real functions, A,B are non-zero constants and W is given
as in (4.26). As well knowing that if M2 is a space-like surface then, from (4.26)
yields

(4.30) g′
2
(A+Bf)

2 − f ′2(A+Bg)
2
< 1.

On the other hand, if M2 is a time-like surface then, from (4.26) yields

(4.31) g′
2
(A+Bf)

2 − f ′2(A+Bg)
2
> 1.

Now we would like to give the following theorem being the classification of type II
TF-flat surfaces in E3

1.
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Theorem 4.2. Let M2 be a type II TF-surface defined by (4.2) in the Minkowski
3-space. Then,

1. M2 is a type II space-like flat surface if and only if it can be parametrized as
one of the followings:

(a) M2 is a part of a plane,

(b) M2 is a space-like surface in E3
1 parametrized by

(4.32) x(s, t) = (s, t, g(t)(A+Bc) +Ac) ,

where f = c is a constant function and −1
A+Bc < g′ < 1

A+Bc or

(4.33) x(s, t) = (s, t, f(s)(A+Bc) +Ac)

where g = c is a constant function and 0 < f ′2(A+Bc)2 + 1.

(c) f and g are given by

(4.34) f(s) = − 1

B
eB(c1s+c2) +

A

B
, g(t) = − 1

B
eB(c1t+c2) +

A

B
,

such that satisfy the condition (4.30).

(d) f and g are given by

(4.35)
f(s) = −A

B
+B

C
C−1

(
(C − 1)(c1s+ c2)

) 1
1−C

,

g(t) = −A
B

+B
C

C−1

(
(C − 1)(c1t+ c2)

) 1
1−C

such that satisfy the condition (4.30).

2. M2 is a type I time-like flat surface if and only if it can be parametrized as
one of the followings:

(a) M2 is a time-like surface in E3
1 parametrized by

(4.36) x(s, t) = (s, t, g(t)(Bc+A) +Ac) ,

where f = c is a constant function or

(4.37) x(s, t) = (s, t, f(s)(Bc+A) +Ac)

where g = c is a constant function.

(b) f and g are given by

(4.38) f(s) = − 1

B
eB(c1s+c2) +

A

B
, g(t) = − 1

B
eB(c1t+c2) +

A

B
,

such that satisfy the condition (4.31).
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(c) f and g are given by

(4.39)
f(s) = −A

B
+B

C
C−1

(
(C − 1)(c1s+ c2)

) 1
1−C

,

g(t) = −A
B

+B
C

C−1

(
(C − 1)(c1t+ c2)

) 1
1−C

such that satisfy the condition (4.31).

Proof. In view of the condition (4.6), the proof of this theorem can be made similar
to the previous Theorem 4.1.
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Abstract. The differential geometry of the tangent bundle is an effective domain of dif-
ferential geometry which reveals many new problems in the study of modern differential
geometry. The generalization of connection on any manifold to its tangent bundle is an
application of differential geometry. Recently a new type of semi-symmetric non-metric
connection on a Riemannian manifold has been studied and a relationship between Levi-
Civita connection and semi-symmetric non-metric connection has been established. The
various properties of a Riemannian manifold with relation to such connection have also
been discussed. The present paper aims to study the tangent bundle of a new type of
semi-symmetric non-metric connection on a Riemannian manifold. The necessary and
sufficient conditions for projectively invariant curvature tensors corresponding to such
connection are proved and show many basic results on the Riemannian manifold in the
tangent bundle. Furthermore, the properties of group manifolds of the Riemannian
manifolds with respect to the semi-symmetric non-metric connection in the tangent
bundle have been studied. Moreover, theorems on the symmetry property of Ricci ten-
sor and Ricci soliton in the tangent bundle are established.
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1. Introduction

The concept of semi-symmetric linear connection on a differential manifold was
introduced by Friedman and Schouten [8] in 1924. Hayden introduced the notion
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of metric connection on a Riemannian manifold in 1932 and known as Hayden
connection [10].

Let Mn be a Riemannian manifold of n-dimensional with Riemannian metric g
and ∇ be Levi-Civita connection on it. A linear connection ∇̃ on Mn is said to be
symmetric connection if its torsion tensor T̃ of ∇̃ is of the form

(1.1) T̃ (X,Y ) = ∇̃XY − ∇̃YX − [X,Y ]

is zero for all X and Y on Mn; otherwise it is non-symmetric . A linear connection
∇̃ is said to be semi-symmetric connection if

(1.2) T̃ (X,Y ) = π(Y )X − π(X)Y

where

(1.3) π(X) = g(P,X)

for all X and Y on Mn and π is 1-form and P is a vector field.

In 1969, Pak [18] studied the Hayden connection ∇̃ and proved that it is a
semi-symmetric metric and a linear connection ∇̃ is said to be metric on Mn if
∇̃g = 0 otherwise it is non-metric. In 1970, Yano [23] studied some curvature
and derivational conditions for semi-symmetric connection in Riemannian man-
ifolds. Agashe et al define a linear connection on a Riemannian manifold Mn

which is semi-symmetric but non-metric in 1992 and studied some properties of
the curvature tensor with respect to semi-symmetric non-metric connection [1]. In
1994, Liang [16] studied a type of semi-symmetric non-metric connection ∇̃ which
satiesfies (∇̂Xg)(Y,Z) = 2u(X)g(Y, Z), u is 1-form and such connection called a
semi-symmetric recurrent metric connection. In 2019, Chaubey at el [3] defined
and studied a new type of semi-symmetric non-metric connection on a Riemannian
manifold. Studies of various types of semi-symmetric non-metric connection and
their properties include [2, 4, 5, 6, 9, 12, 15, 17, 19] and others.

In a Riemannian manifold of dimension n, the curvature tensor R̃ corresponding
to ∇̃ is defined by

(1.4) R̃(X,Y ) = ∇̃X∇̃Y Z − ∇̃Y ∇̃XZ − ∇̃[X,Y ]Z

for all X,Y, Z om Mn.

The Ricci tensor S̃ with respect to semi-symmetric non-metric connection ∇̃ is
given by [3]

S̃(Y, Z) = S(Y,Z) +
1

2

n∑
i=1

{(g(Aei, Z)g(Y, ei))− θ(Y,Z)g(ei, ei)

− (g(Aei, Y )g(Z, ei)) + (g(AY, ei)g(Z, ei))}(1.5)

where S is a Ricci tensor with respect to ∇.
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The projective curvature P̃ with respect to the semi-symmetric non-metric con-
nection ∇̃ is defined as [7]

(1.6) P̃ (X,Y )Z = R̃(X,Y )Z − 1

n− 1
{S̃(Y,Z)X − S̃(X,Z)Y }

for all vector fields X,Y and Z on Mn.

The conformal curvature tensor C [22] with respect to ∇ is defined by

C(X,Y )Z = R(X,Y )Z − 1

n− 2
{S(Y,Z)X − S(X,Z)Y + g(Y, Z)QX

− g(X,Z)QY }+
r

(n− 1)(n− 2)
{g(Y, Z)X − g(X,Z)Y }(1.7)

for arbitrary vector fields X,Y, Z on Mn.

The concircular curvature tensor C̆ [3] on (Mn, g) with respect to ∇ is defined
by

′C̆(X,Y, Z, U) = ′R(X,Y, Z, U)

− r

(n− 1)(n− 2)
{g(Y, Z)g(X,U)− g(X,Z)g(Y, U)}(1.8)

The conharmonic curvature tensor ′L of type (0,4) [3] is defined by

′L(X,Y, Z, U) = ′R(X,Y, Z, U)− r

n− 2
{S(Y,Z)g(X,U)− S(X,Z)g(Y, U)

+ g(Y, Z)S(X,U)− g(X,Z)S(Y, U)}(1.9)

On the other hand, the differential geometry of tangent bundles is an important
domain of the differential geometry because the theory provides many new problems
in the study of modern differential geometry. The theory of vertical, complete and
horizontal lifts of geometrical structures and connections from a manifold to its
tangent bundles was developed by Yano and Ishihara [24]. They defined and studied
prolongations called vertical, complete and horizontal lifts and connections. Tani
[21] developed the theory of surfaces prolonged to tangent bundle with respect to
the metric tensor of the original manifold.

Most recently, the author [13, 14] studied tangent bundle endowed with respect
to semy-symmetric non-metric connection on Kähler manifold and tangent bundle
of an almost Hermitian manifold and an almost Kähler manifold with respect to
quarter symmetric non-metric connection. Motivated by the previously mentioned
studies, we study the tangent bundles of a new type of semi-symmetric non-metric
connection on a Riemannian manifold.

The main contributions are summarized as follows:

• A new type of semi-symmetric non-metric connection is defined and studied
on a Riemannian manifold to the tangent bundle.
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• To prove the existence of such a connection on the tangent bundle and some
theorems on it.

• Various curvature tensors such as projective, conformal and concircular cur-
vature tensors corresponding to semi-symmetric non-metric connection on the
tangent bundle are calculated.

• Symmetric property of Ricci tensor are established.

• To define Ricci soliton on the tangent bundle and discuss shrinking, steady
and expanding properties of it.

The paper is organized as follows: Section 2 deals with a brief account of tangent
bundle, vertical lift, complete lift and a new class of semi-symmetric non-metric
connection. Section 3 presents semi-symmetric non-metric connection in the tangent
bundle TMn over a Riemannian manifold Mn and proves some basic results. Section
4 discusses the relation between curvature tensors of the Levi-Civita and semi-
symmetric non-metric connections in the tangent bundle and some basic properties
of the curvature tensor of ∇̃C . It is proved that such connection on a Riemannian
manifold is projectively invariant curvature tensors under certain conditions and
also proves some results on the curvature, concircular curvature, and conharmonic
curvature tensors in the tangent bundle. Finally, Section 5 devotes the study of
a group manifold with respect to a semi-symmetric non-metric connection in the
tangent bundle. The symmetric property of Ricci tensor and Ricci soliton in the
tangent bundle are established.

2. Preliminaries

Let Mn be an n-dimensional differentiable manifold and TMn its tangent bun-
dle. The projection bundle πMn

: TMn → Mn which denotes the natural bundle
structure of TMn over Mn. Let {U ;xi} be coordinate neighborhood in Mn where
{xi} is a system of local coordinates in neighborhood U . Let {xi, yi} be a system of
local coordinates in π−1Mn

(U) ⊂ TMn i.e. {xi, yi} the induced coordinate in π−1Mn
(U).

Let ℘rs(Mn) be the set of all tensor fields of type (r, s) in Mn, namely contravariant
of degree r and covariant of degree s. If we denote by ℘(Mn) the tensor algebra as-
sociated with Mn i.e. ℘(Mn) = ℘rs(Mn). The set of tensor fields in tangent bundle
represented by ℘rs(TMn) and tensor algebra in the tangent bundle by ℘(TMn). The
set of functions, vector fields, 1-forms and tensor fields of type (1,1) are denoted by
℘0
0(TMn), ℘1

0(TMn), ℘0
1(TMn) and ℘1

1(TMn) respectively.

2.1. Vertical and complete lifts

The vertical and complete lifts of a function, a vector field, 1-form, tensor field of
type (1,1) and affine connection ∇ are given by fV , XV , ωV , FV ,∇V and fC , XC ,
ωC , FC , ∇C respectively [14, 24].
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The following properties of complete and vertical lifts are given by

(fX)V = fVXV , (fX)C = fCXV + fVXC ,(2.1)

XV fV = 0, XV fC = XCfV = (Xf)V , XCfC = (Xf)C ,(2.2)

ωV (fV ) = 0, ωV (XC) = ωC(XV ) = ω(X)V , ωC(XC) = ω(X)C ,(2.3)

FVXC = (FX)V , FCXC = (FX)C ,(2.4)

[X,Y ]V = [XC , Y V ] = [XV , Y C ], [X,Y ]C = [XC , Y C ].(2.5)

∇CXCY
C = (∇XY )C , ∇CXCY

V = (∇XY )V(2.6)

We extend the vertical and complete lifts to a linear isomorphism of tensor
algebra ℘(Mn) into ℘(TMn) concerning constant coefficient. Let PV and QV be
vertical lift and PC and QC be complete lift of arbitrary tensor fields P and Q of
℘(Mn). Then by definition

(P ⊗Q)V = PV ⊗QV , (P ⊗Q)C = PC ⊗QV + PV ⊗QC

(P +Q)V = PV +QV , (P +Q)C = PC +QC .

2.2. Semi-symmetric non-metric connection

Let Mn be a Riemannian manifold of dimension n with Riemannian metric g. A
linear connection ∇̃ on Mn given by [3]

(2.7) ∇̃XY = ∇XY +
1

2
{π(Y )X − π(X)Y }

where ∇ is a Levi-Civita connection, X,Y vector fields and π 1-form on Mn. The
metric g have the relation

(2.8) (∇̃Xg)(Y,Z) =
1

2
{2π(X)g(Y, Z)− π(Y )g(X,Z)− π(Z)g(X,Y )}

The connection ∇̃ satisfying equations (1.2), (1.3), (2.7) and (2.8) is called a semi-
symmetric non-metric connection.

3. Semi-symmetric non-metric connection of a Riemannian manifold
in the tangent bundle

Let (Mn, g) be an n-dimensional Riemannian manifold with the Riemannian
metric g and TMn its tangent bundle. Then gC is a Riemannian metric in TMn.
Taking complete lifts of equations (1.2), (1.3), (2.7) and (2.8), then obtained equa-
tions are [21]

T̃C(XC , Y C) = πC(Y C)XV + πV (Y C)XC

− πC(XC)Y V − πV (XC)Y C(3.1)
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πC(XC) = gC(XC , PC)

A linear connection ∇̃C defined by

∇̃CXCY
C = ∇CXCY

C +
1

2
{πC(Y C)XV + πV (Y C)XC

− πC(XC)Y V − πV (XC)Y C}(3.2)

is said to be a semi-symmetric non-metric connection if the torsion tensor T̃C of
TMn with respect to ∇̃C satisfies equations (3.1) and (3.2) and the Riemannian
metric gC holds the relation

(∇̃CXCg
C)(Y C , ZC) =

1

2
{2πC(XC)gC(Y V , ZC) + 2πV (XC)gC(Y C , ZC)

− πC(Y C)gC(XV , ZC)− πV (Y C)gC(XC , ZC)(3.3)

− πC(ZC)gC(XV , Y C)− πV (ZC)gC(XC , Y C)}

where ∇C is Levi-Civita connection on TMn.

In order to prove the existence of such connection on tangent bundle TMn, it
suffices to prove the following theorem:

Theorem 3.1. Let (Mn, g) be an n-dimensional Riemannian manifold and TMn

its tangent bundle with Riemannian metric gC endowed with the Levi-Civita con-
nection ∇C . Then there exists a unique linear connection ∇̃C on TMn, called a
semi-symmetric non-metric connection, given by (3.2), and it satisfies equations
(3.1) and (3.3).

Proof. Let Mn be a Riemannian manifold of dimension n equipped with a linear
connection ∇̃. Then the relation between the linear connection ∇̃ and the Levi-
Civita connection ∇ are are given by

(3.4) ∇̃XY = ∇XY + U(X,Y )

Operating complete lifts of both sides of equation (3.4), we get

(3.5) ∇̃CXCY
C = ∇CXCY

C + UC(XC , Y C)

for arbitrary vector fields XC and Y C on TMn, where UC is complete lift of a
tensor field U of type (1, 2). Using equations (1.1) and (3.5), the obtained equation
is

(3.6) T̃C(XC , Y C) = UC(XC , Y C)− UC(Y C , XC)

which gives

(3.7) gC(T̃ (XC , Y C), ZC) = gC(UC(XC , Y C)ZC)− gC(UC(Y C , XC)ZC)
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In the view of equations (3.1) and (3.7), then

gC(UC(XC , Y C), ZC) − gC(UC(Y C , XC), ZC)

= πV (Y C)gC(XC , ZC) + πC(Y C)gC(XV , ZC)

− πV (XC)gC(Y C , ZC)− πC(XC)gC(Y V , ZC)(3.8)

Making use of (3.1), the obtained equation is

∇̃CXCg
C(Y C , ZC) = −gC(∇̃CXCY

C −∇CXCY
C , ZC)

− gC(Y C , ∇̃CXCZ
C −∇CXCZ

C)

= −U ′C(XC , Y C , ZC),(3.9)

where U ′
C

(XC , Y C , ZC) = gC(UC(XC , Y C), ZC) + gC(UC(XC , ZC)Y C).

Using equations (3.6), (3.7), and (3.9), the obtained equation is

gC(T̃C(XC , Y C), ZC) + gC(T̃C(ZC , XC), Y C) + gC(T̃C(ZC , Y C), XC)

= 2gC(UC(XC , Y C), ZC)− U ′C(XC , Y C , ZC)

− U ′
C

(XC , Y C , ZC) + U ′
C

(ZC , XC , Y C)

− U ′
C

(Y C , XC , ZC)

From equations (3.3) and (3.9), the above equation becomes

2gC(UC(XC , Y C), ZC) = gC(T̃C(XC , Y C), ZC) + gC(T̃ ′
C

(ZC , XC), Y C)

+ gC(T̃ ′
C

(ZC , Y C), XC)− πV (XC)gC(Y C , ZC)

− πC(XC)gC(Y V , ZC)− πV (Y C)gC(XC , ZC)

− πC(Y C)gC(XV , ZC) + 2πV (ZC)gC(XC , Y C)

+ πC(ZC)gC(XV , Y C)(3.10)

where

gC(T̃ ′
C

(XC , Y C), ZC) = gC(T̃C(ZC , XC), Y C) = πV (XC)gC(ZC , Y C)

+ πC(XC)gC(ZV , Y C)− πV (ZC)gC(XC , Y C)

− πC(ZC)gC(XV , Y C)(3.11)

for all vector fields XC , Y C and ZC on TMn.

Making use of equation (3.11), then equation (3.10) becomes

2UC(XC , Y C) = (πC(Y C))(XV ) + (πV (Y C))(XC)

− (πC(XC))(Y V ) + (πV (XC))(Y C)(3.12)

and thus equations (3.5) and (3.12) give (3.1).

Conversely, it is easy to show that if the affine connection ∇̃C satisfies (3.2) then
it will also satisfy equations (3.1) and (3.3). Hence, the theorem is proved.
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The covariant derivative of equation (3.2) with respect to the semi-symmetric
non-metric connection ∇̃C on TMn , then the obtained equation is

(∇̃CXCπ
C)(Y C) = (∇CXCπ

C)(Y C) + πC(PC)gC(XV , Y C)

+ πV (PC)gC(XC , Y C)− πV (Y C)πC(XC)

− πC(Y C)πV (XC)(3.13)

for arbitrary vector fields XC and Y C on TMn. Using equation (3.13), then

(∇̃CXCπ
C)(Y C) − (∇̃CY Cπ

C)(XC) = (∇CXCη
C)(Y C)

− (∇CY Cη
C)(XC).(3.14)

Hence, the following theorem is obtained:

Theorem 3.2. Let (Mn, g) be an n-dimensional Riemannian manifold and TMn

its tangent bundle with Riemannian metric gC endowed with a semi-symmetric non-
metric connection ∇̃C , and then the necessary and sufficient condition for the 1-
form πC to be closed with respect to ∇̃C is that it is also closed corresponding to
the Levi-Civita connection ∇C .

Theorem 3.3. Let (Mn, g) be an n-dimensional Riemannian manifold and TMn

its tangent bundle with Riemannian metric gC endowed with a semi-symmetric non-
metric connection ∇̃C , then

′T̃C(XC , Y C , ZC) +′ T̃C(Y C , XC , ZC) = 0,

′T̃C(XC , Y C , ZC) +′ T̃C(Y C , ZC , XC) +′ T̃C(ZC , XC , Y C) = 0.

Proof: Let T̃ be the torsion tensor on TMn and define
′T̃C(XC , Y C , ZC) = gC(T̃C(XC , Y C), ZC) on TMn.

In the view of equation (3.1), then obtained equation is

′T̃C(XC , Y C , ZC) = πV (Y C)gC(XC , ZC) + πC(Y C)gC(XV , ZC)

− πV (XC)gC(Y C , ZC)

− πC(XC)gC(Y V , ZC)(3.15)

Making use of equation (3.15), it can easily prove theorem.

Theorem 3.4. Let (Mn, g) be an n-dimensional Riemannian manifold and TMn

its tangent bundle with Riemannian metric gC equipped with a semi-symmetric non-
metric connection ∇̃C , then T̃C is cyclic parallel if and only if the 1-form πC is
closed.

Proof. Operating the covariant derivative of (3.1) with respect to the semi-symmetric
non-metric connection ∇̃C , the obtained equation is

(∇̃CXC T̃
C)(Y C , ZC) = (∇̃Xπ)C(ZC)Y V + (∇̃Xπ)V (ZC)Y C
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− (∇̃Xπ)C(Y C)ZV − (∇̃Xπ)V (Y C)ZC(3.16)

The cyclic sum of (3.16) for vector fields XC , Y C and ZC gives

(∇̃CXC T̃
C)(Y C , ZC) + (∇̃CY C T̃

C)(ZC , XC) + (∇̃CZC T̃
C)(XC , Y C)

= (∇̃Xπ)C(ZC)Y V + (∇̃Xπ)V (ZC)Y C

− (∇̃Xπ)C(Y C)ZV − (∇̃Xπ)V (Y C)ZC

+ (∇̃Y π)C(XC)ZV + (∇̃Y π)V (XC)ZC

− (∇̃Y π)C(ZC)XV − (∇̃Y π)V (ZC)XC

+ (∇̃Zπ)C(Y C)XV + (∇̃Zπ)V (Y C)XC

− (∇̃Zπ)C(XC)Y V − (∇̃Zπ)V (XC)Y C

and

(∇̃CXC T̃
C)(Y C , ZC) + (∇̃CY C T̃

C)(ZC , XC) + (∇̃CZC T̃
C)(XC , Y C)

= {(∇̃Xπ)C(ZC)− (∇̃Zπ)C(XC)}Y V

+ {(∇̃Xπ)V (ZC)− (∇̃Zπ)V (XC)}Y C

+ {(∇̃Y π)C(XC)− (∇̃Xπ)C(Y C)}ZV

+ {(∇̃Y π)V (XC)− (∇̃Xπ)V (Y C)}ZC

+ {(∇̃Zπ)C(Y C)− (∇̃Y π)C(ZC)}XV

+ {(∇̃Zπ)V (Y C)− (∇̃Y π)V (ZC)}XC(3.17)

From equation (3.17) and Theorem 3.3, it can easily show that

(∇̃CXC T̃
C)(Y C , ZC) + (∇̃CY C T̃

C)(ZC , XC) + (∇̃CZC T̃
C)(XC , Y C) = 0

if and only if the 1-form πC is closed. Hence, the theorem is proved.

Theorem 3.5. Let Mn, g be an n-dimensional Riemannian manifold and TMn its
tangent bundle with Riemannian metric gC admits a semi-symmetric non-metric
connection ∇̃C , then for any arbitrary vector fields XC , Y C and the vector field PC

defined as (3.2), the following relation holds:

(£̃P g)C(XC , Y C) = (£P g)C(XC , Y C) + 2{πC(PC)gC(XV , Y C)

+ πV (PC)gC(XC , Y C)− πV (Y C)πC(XC)

− πC(Y C)πV (XC)}(3.18)

where £̃C
P and £C

P denote the Lie derivatives along the vector field PC corresponding
to ∇̃C and ∇C , respectively.

Proof. The Lie derivative along P [3],

£P g(X,Y ) = g(∇XP, Y ) + g(X,∇Y P )(3.19)
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Taking complete lifts on both sides, then

(£P g)C(XC , Y C) = gC(∇CXCP
C , Y C) + gC(XC ,∇CY CP

C)(3.20)

holds for arbitrary vector fields XC and Y C on TMn. From equations (2.7) and
(3.18) and the definition of the Lie derivative, the obtained equation is

(£̃P g)C(XC , Y C) = (PC)gC(XV , Y C) + (PV )gC(XC , Y C)

− gC(∇̃CPCX
C − gC(∇̃CXCP

C , Y C)

− gC(Y C , ∇̃CPCY
C − gC(∇̃CY CP

C)

= (£P g)C(XC , Y C) + 2{πC(PC)gC(XV , Y C)

+ πV (PC)gC(XC , Y C)− πV (Y C)πC(XC)

− πC(Y C)πV (XC)}(3.21)

Hence, the theorem is proved.

If the vector field PC is Killing on (TMn, g
C), then (£P g)C = 0. From theorem

3.5, the following corollary is obtained:

Corollary 3.1. If the vector field PC defined as in (3.2) is Killing on TMn

equipped with a semi-symmetric non-metric connection ∇̃C , then

(£̃P g)C(XC , Y C) = 2{πC(PC)gC(XV , Y C) + πV (PC)gC(XC , Y C)

− πV (Y C)πC(XC)− πC(Y C)πV (XC)}(3.22)

where XC and Y C are vector fields and πC 1-form on TMn.

4. Curvature tensor with respect to the semi-symmetric non-metric
connection in the tangent bundle

Let Mn be an n-dimensional Riemannian manifold admitting a semi-symmetric
non-metric connection ∇̃. If the curvature tensor R̃ corresponding to ∇̃ then there
exists the curvature tensor R̃C corresponding to ∇̃C in TMn is defined by

R̃C(XC , Y C)ZC = ∇̃CXC ∇̃CY CZ
C − ∇̃CY C ∇̃CXCZ

C − ∇̃C[XC ,Y C ]Z
C

for arbitrary vector fields XC , Y C and ZC on (TMn, g
C), then the Riemannian

curvature tensor RC of the Levi-Civita connection ∇C is defined by

RC(XC , Y C)ZC = ∇CXC∇CY CZ
C −∇CY C∇CXCZ

C −∇C[XC ,Y C ]Z
C

for arbitrary vector fields XC , Y C , and ZC on (TMn, g
C).

Making use of equation (3.2), we have

R̃C(XC , Y C)ZC = ∇̃CXC{∇CY CZ
C +

1

2
(πC(ZC)(Y V ) + πV (ZC)(Y C)
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− πC(Y C)(ZV )− πV (Y C)(ZC)})

− ∇̃CY C{∇CXCZ
C +

1

2
(πC(ZC)(XV ) + πV (ZC)(XC)

− πC(XC)(ZV )− πV (XC)(ZC))}

− {∇C[XC ,Y C ]Z
C +

1

2
(πC(ZC)([X,Y ]V ) + πV (ZC)([X,Y ]C)

− πC([X,Y ]C)(ZV )− πV ([X,Y ]C)(ZC))}

= ∇CXC{∇CY CZ
C +

1

2
(πC(ZC)(Y V ) + πV (ZC)(Y C)

− πC(Y C)(ZV )− πV (Y C)(ZC)})

− ∇CY C{∇CXCZ
C +

1

2
(πC(ZC)(XV ) + πV (ZC)(XC)

− πC(XC)(ZV )− πV (XC)(ZC))}

− ∇C[XC ,Y C ]Z
C +

1

2
(πC(∇CY CZ

C)(XV ) + πV (∇CY CZ
C)(XC)

− πC(XC)(∇Y Z)V − πV (XC)(∇Y Z)C}

− 1

4
{πV (XC)πC(ZC)Y C) + πC(XC)πV (ZC)Y C)

+ πC(XC)πC(ZC)Y V )− πV (Y C)πC(ZC)XC)

− πC(Y C)πV (ZC)XC)− πC(Y C)πC(ZC)XV )

− πC(ZC)([X,Y ]V )− πV (ZC)([X,Y ]C)

− πC([X,Y ]C)(ZV )− πV ([X,Y ]C)(ZC)

= RC(XC , Y C)ZC +
1

2
{θC(XC , ZC)Y C − θC(Y C , ZC)XC

− (θC(XC , Y C)− θC(Y C , XC))ZC}(4.1)

for arbitrary vector fields XC , Y C and ZC on TMn, where θC is a complete lift of
a tensor field θ of type (0, 2) and is defined by

θC(XC , Y C) = gC(AX,Y )C = (∇CXCπ
C)(Y C)

− πV (XC)πC(Y C)− πC(XC)πV (Y C)(4.2)

and

(AX)C = (∇XP )C − 1

2
{πV (XC)(PC)− πC(XC)(PV )}(4.3)

for arbitrary vector fields XC and Y C on TMn.

From equation (4.2), it is obvious that the tensor field θC is symmetric if and
only if the 1-form πC is closed. Taking the inner product of (4.1) with WC and then
setting XC = WC = eCi , 1 ≤ i ≤ n, where eCi is complete lift of {ei, i = 1, 2, 3, ...., n}
which is an orthonormal basis of the tangent space at each point of the Riemannian
manifold Mn, then obtained equation is
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S̃C(Y C , ZC) = SC(Y C , ZC) +
1

2

n∑
i=1

{(g(Aei, Z)g(Y, ei))
C − θC(Y C , ZC)gC(ei, ei)

− (g(Aei, Y )g(Z, ei))
C + (g(AY, ei)g(Z, ei))

C}

= SC(Y C , ZC) +
1

2

n∑
i=1

{(g(Aei, Z)Cg(Y, ei))
V

+ (g(Aei, Z)V g(Y, ei))
C − θC(Y C , ZC)gC(ei, ei)

− (g(Aei, Y ))C(g(Z, ei))
V − (g(Aei, Y ))V (g(Z, ei))

C

+ (g(AY, ei))
C(g(Z, ei))

V + (g(AY, ei))
V (g(Z, ei))

C}

= SC(Y C , ZC)− n− 1

2
θC(Y C , ZC)

+
1

2

n∑
i=1

{(g(Aei, ei))
Cg(Z, ei))

Cg(Y, ei))
V

+ (g(Aei, ei))
Cg(Z, ei))

V g(Y, ei))
C

+ (g(Aei, ei))
V g(Z, ei))

Cg(Y, ei))
C

− (g(Aei, ei))
Cg(Z, ei))

Cg(Y, ei))
V

− (g(Aei, ei))
Cg(Z, ei))

V g(Y, ei))
C

− (g(Aei, ei))
V g(Z, ei))

Cg(Y, ei))
C}

which is equivalent to

S̃C(Y C , ZC) = SC(Y C , ZC)− n− 1

2
θC(Y C , ZC)

⇔ Q̃C(Y C) = QC(Y C)− n− 1

2
(AY )C(4.4)

for all vector fields Y C and ZC on TMn. Here Q̃C and QC are the complete lift
of Ricci operators corresponding to the Ricci tensors Q̃C and QC complete lifts S̃C

and SC Ricci tensors S̃ and S of the connections ∇̃C and ∇C , respectively; that is,
S̃C(Y C , ZC) = gC(Q̃CY C , ZC) and SC(Y C , ZC) = gC(QCY C , ZC)

Again contracting eqution (4.4) along the vector field Y C , then

(4.5) r̃ = r − (n− 1)a,

where r̃ and r denote the scalar curvatures corresponding to the semi-symmetric
non-metric connection ∇̃C and the Levi-Civita connection ∇C , respectively, and

a
def
=

1

2
trA

Here trA represents the trace of A. From equation (4.5), the following Theorem is
obtained:



Tangent bundles endowed with semi-symmetric non-metric connection 867

Theorem 4.1. Let (Mn, g) be n-dimensional Riemannian manifold and TMn its
tangent bundle with Riemannian metric gC endowed with a semi-symmetric non-
metric connection ∇̃C . Then the necessary and sufficient condition for the scalar
curvatures r̃ and r to coincide is that a be zero; that is, trA = 0.

Interchanging Y C and ZC in equation (4.4), the obtained equation is

(4.6) S̃C(ZC , Y C) = SC(ZC , Y C)− n− 1

2
θC(ZC , Y C).

Subtracting equation (4.6) from equation (4.4) and then using equation (4.2) and
the symmetric property of the Ricci tensor in it, the obtained equation is

S̃C(Y C , ZC)− S̃C(ZC , Y C) =
n− 1

2
{θC(ZC , Y C)− θC(Y C , ZC)}

= −n− 1

2
dπC(Y C , ZC),(4.7)

where d denotes the exterior derivative. In view of equation (4.7) and Theorem 3.2,
the following theorem is obtained:

Theorem 4.2. If an n(> 1)-dimensional Riemannian manifold (Mn, g) and TMn

its tangent bundle admits a semi-symmetric non-metric connection ∇̃C , then the
Ricci tensor S̃C corresponding to the connection ∇̃C is symmetric if and only if the
1-form πC is closed.

Theorem 4.3. Let (Mn, g) be an n(> 1)-dimensional Riemannian manifold and
TMn its tangent bundle equipped with a semi-symmetric non-metric connection ∇̃C
defined as in equation (3.1). Then the connection ∇̃C is projectively invariant; that
is, the projective curvature tensors with respect to ∇̃C and ∇C coincide if and only
if the 1-form πC is closed.

Proof. If the 1-form πC is closed and from equation (4.2) θC is symmetric. Using
these in equation (4.1), then equation (4.1) becomes

(4.8) R̃C(XC , Y C)ZC = RC(XC , Y C)ZC +
1

2
{θC(XC , ZC)Y C − θC(Y C , ZC)XC

Contracting equation (4.8) along the vector field XC , then

(4.9) S̃C(Y C , ZC) = SC(Y C , ZC)− n− 1

2
θC(Y C , ZC)

which gives

(4.10) Q̃C(Y C) = QC(Y C)− n− 1

2
(AY )C
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and

(4.11) r̃ = r − (n− 1)a.

The projective curvature tensor P̃ with respect to semi-symmetric non-metric con-
nection ∇̃ is given in equation (1.6). Taking complete lift of equation (1.6), then

P̃C(XC , Y C)ZC = R̃C(XC , Y C)ZC − 1

n− 1
{S̃C(Y C , ZC)XV

+ S̃V (Y C , ZC)XC − S̃C(XC , ZC)Y V

− S̃V (XC , ZC)Y C}(4.12)

for all vector fields XC , Y C and ZC on TMn, where P̃C is the complete lift the
projective curvature P̃ with respect to the semi-symmetric non-metric connection
∇̃C . In view of equations (4.8) and (4.9), equation (4.12) becomes

(4.13) P̃C(XC , Y C)ZC = PC(XC , Y C)ZC ,

where PC denotes the complete lift of the projective curvature tensor P with respect
to ∇C and is defined by

PC(XC , Y C)ZC = RC(XC , Y C)ZC − 1

n− 1
{S̃C(Y C , ZC)XV

+ S̃V (Y C , ZC)XC − S̃C(XC , ZC)Y V

− S̃V (XC , ZC)Y C}(4.14)

for arbitrary vector fields XC , Y C and ZC on TMn and P is given in (1.6). Con-
versely, suppose that (TMn, g

C) equipped with ∇̃C satisfies (4.13). Thus, use of
equations (4.1), (4.4), (4.10), (4.12), and (4.14) in equation (4.13) gives

{θC(XC , Y C)− θC(Y C , XC)}ZC = 0

Contracting the last equation along the vector field XC , we find

θC(XC , Y C)− θC(Y C , XC) = 0

which shows that θC(Y C , ZC) = θC(ZC , Y C).

Hence, the proof is completed.

Theorem 4.4. Let (Mn, g) be an n(> 2)-dimensional Riemannian manifold and
TMn its tangent bundle endowed with a semi-symmetric non-metric connection ∇̃C
whose curvature tensor R̃C vanishes identically, then (TMn, g

C) is projectively flat
if and only if θC is a symmetric tensor.

Proof. Suppose that the curvature tensor with respect to the semi-symmetric non-
metric connection ∇̃C vanishes on (TMn, g

C) i.e., R̃C = 0, and the tensor field θC

is symmetric. Then equation (4.8) takes the form
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(4.15) RC(XC , Y C)ZC =
1

2
{θC(Y C , ZC)XC − θC(XC , ZC)Y C}

which implies that

(4.16) SC(Y C , ZC) =
n− 1

2
θC(Y C , ZC), r = (n− 1)a.

Using of equations (4.14), (4.15) and (4.16), then PC = 0. Conversely, if the
projective curvature tensor of ∇C is zero and the curvature tensor R̃C is also zero,
then equations (4.1) and (4.14) take the form

RC(XC , Y C)ZC =
1

n− 1
{S̃C(Y C , ZC)XV + S̃V (Y C , ZC)XC

− S̃C(XC , ZC)Y V − S̃V (XC , ZC)Y C}(4.17)

and

RC(XC , Y C)ZC =
1

2
{θC(Y C , ZC)XC − θC(XC , ZC)Y C

− (θC(Y C , XC)− θC(XC , Y C))ZC}.(4.18)

Equating equations (4.17) and (4.18) and then using equation (4.4), obtained equa-
tion is

{θC(XC , Y C)− θC(Y C , XC)}ZC = 0

Contracting the above equation along the vector field ZC , then

θC(XC , Y C) = θC(Y C , XC)

Hence, the proof is completed.

Theorem 4.5. Let (Mn, g) be an n(> 2)-dimensional Riemannian manifold and
TMn its tangent bundle with Riemannian metric gC endowed with a semi-symmetric
non-metric connection ∇̃C . If the curvature tensor with respect to ∇̃C vanishes,
then the tensor field θC is symmetric if and only if

(n− 2){′CC(XC , Y C , ZC , UC) + ′C̆C(XC , Y C , ZC , UC)gC

= −2′RC(XC , Y C , ZC , UC)

Proof. Let the curvature tensor R̃C with respect to the semi-symmetric non-metric
connection ∇̃C vanish on TMn. For necessary part, consider the tensor field θC

is symmetric i.e., θC(XC , Y C) = θC(Y C , XC). The conformal curvature tensor C



870 M. N. I. Khan

given in equation (1.7) with respect to ∇. Taking complete lift of equation (1.7),
the obtained equation is

CC(XC , Y C)ZC = RC(XC , Y C)ZC − 1

n− 2
{S̃C(Y C , ZC)XV

+ S̃V (Y C , ZC)XC − S̃C(XC , ZC)Y V

− S̃V (XC , ZC)Y C + gC(Y C , ZC)(QX)V

+ gV (Y C , ZC)(QX)C − gC(XC , ZC)(QY )V

− gV (XC , ZC)(QY )C}

+
r

(n− 1)(n− 2)
{gC(Y C , ZC)XV

+ gV (Y C , ZC)XC − gC(XC , ZC)Y V

− gV (XC , ZC)Y C}(4.19)

for arbitrary vector fields XC , Y C , ZC on TMn, where CC is the complete lift of
the conformal curvature tensor C with respect to ∇C .

The inner product of equation (4.19) with UC gives

′CC(XC , Y C , ZC , UC) = ′RC(XC , Y C , ZC , UC)

− 1

n− 1
{S̃C(Y C , ZC)gV (XV , UC)

+ S̃V (Y C , ZC)gV (XC , UC)

− S̃C(XC , ZC)gV (Y V , UC)

− S̃V (XC , ZC)gV (Y C , UC)

+ gC(Y C , ZC)S̃V (XC , UC)

+ gV (Y C , ZC)S̃C(XC , UC)

− gC(XC , ZC)S̃V (Y C , UC)

− gV (XC , ZC)S̃C(Y C , UC)}

+
r

(n− 1)(n− 2)
{gC(Y C , ZC)gV (XC , UC)

+ gV (Y C , ZC)gC(XC , UC)

− gC(XC , ZC)gV (Y C , UC)

− gV (XC , ZC)gC(Y C , UC)}(4.20)

where ′CC(XC , Y C), ZC , UC) = gC(CC(XC , Y C)ZC , UC). Using equations (4.15)
and (4.16) in equation (4.20), the obtained equation is

′CC((XC , Y C , ZC , UC) =
n

(n− 2)

′
RC(XC , Y C , ZC , UC)

− a

(n− 2)
{gC(Y C , ZC)gV (XC , UC)

+ gV (Y C , ZC)gC(XC , UC)
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− gC(XC , ZC)gV (Y C , UC)

− gV (XC , ZC)gC(Y C , UC)}(4.21)

The concircular curvature tensor C̆ is given in equation (1.8) with respect to ∇.
Taking complete lift of equation (1.8), then

′C̆C((XC , Y C , ZC , UC) = ′RC((XC , Y C , ZC , UC)

− r

(n− 1)(n− 2)
{gC(Y C , ZC)gV (XC , UC)

+ gV (Y C , ZC)gC(XC , UC)

− gC(XC , ZC)gV (Y C , UC)

− gV (XC , ZC)gC(Y C , UC)}(4.22)

for arbitrary vector fields XC , Y C , ZC , UC on TMn, where C̆C is complete lift of
the concircular curvature tensor C̆ and

′C̆C(XC , Y CZC , UC) = gC(C̆C(XC , Y C)ZC , UC).

Using equations (4.16) and (4.22) in equation (4.21), the obtained equation is

(n− 2){′CC(XC , Y CZC , UC)′C̆C(XC , Y CZC , UC)}
= −′RC(XC , Y CZC , UC).(4.23)

For the sufficient part, Suppose that the Riemannian manifold (TMn, g
C) equi-

pped with a semi-symmetric non-metric connection ∇̃C satisfies relation (4.23).
Using equations (4.1), (4.20), (4.22), and (4.23), the obtained equation is:

S̃C(Y C , ZC)XV + S̃V (Y C , ZC)XC − S̃C(XC , ZC)Y V

− S̃V (XC , ZC)Y C + gC(Y C , ZC)(QX)V

+ gV (Y C , ZC)(QX)C − gC(XC , ZC)(QY )V

− gV (XC , ZC)(QY )C}
= (n− 10{θC(Y C , ZC)XC − θC(XC , ZC)Y C

− (θC(Y C , XC)− θC(XC , Y C))ZC}.(4.24)

Contracting equation (4.24) along the vector field ZC , implies that θC(XC , Y C) =
θC(Y C , XC). Hence, the proof is completed.

Corollary 4.1. Let (Mn, g) be an n > 2-dimensional Riemannian manifold and
TMn its tangent bundle with Riemannian metric gC . The Riemannian manifold
(TMn, g

C) admits a semi-symmetric non-metric connection ∇̃C whose curvature
tensor vanishes and whose 1-form πC is closed, then

(n− 2)′LC(XC , Y C , ZC , UC) + nRC((XC , Y C , ZC , UC) = 0.
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Proof. The relation among ′C,′ C̆,′ L and ′R on a Riemannian manifold Mn is given
by [3]

′C(X,Y, Z, U) + ′C̆(X,Y, Z, U)

= ′L(X,Y, Z, U)

+ ′R((X,Y, Z, U).(4.25)

Taking complete lifts on both sides of above equation , the obtained equation is

′CC(XC , Y C , ZC , UC) + ′C̆C(XC , Y C , ZC , UC)

= ′LC(XC , Y C , ZC , UC)

+ ′RC((XC , Y C , ZC , UC).(4.26)

where ′LC is the complete lift of a conharmonic curvature tensor ′L of type (0, 4),
which is obtain by taking complete lift of equation (1.9)

′LC(XC , Y C , ZC , UC) = ′RC(XC , Y C , ZC , UC)

− 1

n− 1
{S̃C(Y C , ZC)gV (XV , UC)

+ S̃V (Y C , ZC)gV (XC , UC)

− S̃C(XC , ZC)gV (Y V , UC)

− S̃V (XC , ZC)gV (Y C , UC)

+ gC(Y C , ZC)S̃V (XC , UC)

+ gV (Y C , ZC)S̃C(XC , UC)

− gC(XC , ZC)S̃V (Y C , UC)

− gV (XC , ZC)S̃C(Y C , UC)}(4.27)

From equations (4.23) and (4.26), the statement of Corollary 4.1 is obtained.

5. Group manifolds with respect to the semi-symmetric non-metric
connection in the tangent bundle

Let (Mn, g) be n-dimensional Riemannian manifold and TMn its tangent bundle
with Riemannian metric gC endowed with a semi-symmetric non-metric connection
∇̃C is said to be a group manifold [23] if

(5.1) (∇̃CXC T̃
C)(Y C , ZC) = 0 and R̃C(XC , Y C)ZC = 0

for arbitrary vector fields XC , Y C and ZC on TMn.

Making use of equations (3.17) and (5.1), the obtained equation is

(∇̃Xπ)C(ZC)Y V + (∇̃Xπ)V (ZC)Y C − (∇̃Xπ)C(Y C)ZV

− (∇̃Xπ)V (Y C)ZC = 0
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Using equation (3.13) and n > 1, then above equation gives

(∇̃CXCπ
C)(Y C) = 0 ⇔ (∇CXCπ

C)(Y C) = πV (Y C)πC(XC)

+ πC(Y C)πV (XC)− πC(PC)gC(XV , Y C)

− πV (PC)gC(XC , Y C),(5.2)

Using equations (4.1) and (5.1), the curvature tensor RC on TMn is given by

RC(XC , Y C)ZC =
1

4
{πV (Y C)πC(ZC)XC) + πC(Y C)πV (ZC)XC)

+ πC(Y C)πC(ZC)XV )} − πV (XC)πC(ZC)Y C)

− πC(XC)πV (ZC)Y C)− πC(XC)πC(ZC)Y V )

− πC(PC)

2
{gC(Y C , ZC)XV

+ gV (Y C , ZC)XC − gC(XC , ZC)Y V

− gV (XC , ZC)Y C}

− πV (PC)

2
{gC(Y C , ZC)XV

+ gV (Y C , ZC)XC − gC(XC , ZC)Y V

− gV (XC , ZC)Y C}(5.3)

Contracting equation (5.3) along the vector field XC , then

SC(Y C , ZC) =
n− 1

4
[πV (Y C)πC(ZC) + πC(Y C)πV (ZC)

− 2πC(PC)gC(Y V , ZC)

− 2πV (PC)gC(Y C , ZC)(5.4)

QC(Y C) =
n− 1

4
{πV (Y C)(PC) + πC(Y C)(PV

− πV (PC)(Y C)− πC(PC)(Y V )}(5.5)

Changing ZC with PC in equation (5.4) and using equation (3.2) in it, obtained
equation is

SC(Y C , ZC) = −n− 1

4
[πC(PC)gC(Y V , PC)

− 2πV (PC)gC(Y C , PC).

The following theorem is obtained:
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Theorem 5.1. Let (Mn, g) be n(> 1)-dimensional group manifold and TMn its
tangent bundle with Riemannian metric gC admit a semi-symmetric non-metric
connection ∇̃C . Then −n−14 πC(PC) is an eigenvalue of SC is the complete lift of
the Ricci tensor SC corresponding to the eigenvector PC .

Also contracting equation (5.5) along Y C , then

(5.6) r = − (n− 1)(2n− 1)πC(PC)

4

Using equations (5.3) and (5.4) in equation (4.14), then PC = 0. Hence, the
following theorem is obtained:

Theorem 5.2. Let (Mn, g) be an n > 1-dimensional Riemannian manifold and
TMn its tangent bundle with Riemannian metric gC . Every group manifold (Mn, g)
in TMn endowed with a semi-symmetric non-metric connection ∇̃C is projectively
flat.

Theorem 5.3. Let (Mn, g) be an n > 2-dimensional Riemannian manifold and
TMn its tangent bundle with Riemannian metric gC . equipped with a semi-symmetric
non-metric connection ∇̃C is PC-conformally flat.

Proof. From equations (5.3), (5.4), (5.5), and (5.6), then equation (4.19) takes the
form

CC(XC , Y C)ZC =
πC(PC)

4(n− 2)
{gC(Y C , ZC)XV

+ gV (Y C , ZC)XC − gC(XC , ZC)Y V

− gV (XC , ZC)Y C}

− πV (PC)

4(n− 2)
{gC(Y C , ZC)XV

+ gV (Y C , ZC)XC − gC(XC , ZC)Y V

− gV (XC , ZC)Y C}

− 1

4(n− 2)
{πV (XC)πC(ZC)Y C)

+ πC(XC)πV (ZC)Y C) + πC(XC)πC(ZC)Y V )

− πV (Y C)πC(ZC)XC)− πC(Y C)πV (ZC)XC)

− πC(Y C)πC(ZC)XV )}

− n− 1

4(n− 2)
{πC(Y C)gC(XV , ZC)

+ πV (Y C)gC(XC , ZC)− πC(XC)gC(Y V , ZC)

− πV (XC)gC(Y C , ZC)}PC
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− n− 1

4(n− 2)
{πC(Y C)gC(XV , ZC)

+ πV (Y C)gC(XC , ZC)

− πC(XC)gC(Y V , ZC)

− πV (XC)gC(Y C , ZC)}PV .(5.7)

Let (Mn, g) be an n(> 2)-dimensional Riemannian manifold and TMn its tan-
gent bundle with Riemannian metric gC . Then (TMn, g

C) is said to be PC-
conformally flat [3] if its nonvanishing conformal curvature tensor CC satisfies
CC(XC , Y C)PC = 0 for all vector fields XC and Y C on TMn. Replacing ZC

by PC in equation (5.7), it can easily show that CC(XC , Y C)PC = 0. Hence,
Theorem 5.2 is verified.

Theorem 5.4. Let (Mn, g) be an n(> 2)-dimensional Riemannian manifold and
TMn its tangent bundle with Riemannian metric gC . Every Ricci-symmetric group
manifold (Mn, g) in TMn endowed with a semi-symmetric non-metric connection
∇̃C satisfies πC(PV ) = 0 and πV (PC) = 0.

Proof. Let (Mn, g) be an n-dimensional Riemannian manifold and TMn its tangent
bundle with Riemannian metric gC equipped with a semi-symmetric non-metric
connection ∇̃C . The covariant derivative of equation (5.4) gives

(∇CXCS
C)(Y C , ZC) =

n− 1

4
[(∇CXCπ

V )(Y C)πC(ZC)

+ πV (Y C)(∇CXCπ
C)(ZC)

+ (∇CXCπ
C)(Y C)πV (ZC)

+ πC(Y C)(∇CXCπ
V )(ZC)

− 2gC(Y V , ZC)(∇CπC (PC)

− 2gC(Y V , ZC)πC(∇CXCP
C)

− 2gC(Y C , ZC)(∇CπVXC (PC)

− 2gC(Y C , ZC)πV (∇CXCP
C)](5.8)

which becomes

(∇CXCS
C)(Y C , ZC) =

n− 1

4
{2πV (XC)πC(Y C)πC(ZC)

+ 2πC(XC)πV (Y C)πC(ZC)

+ 2πC(XC)πC(Y C)πV (ZC)

− [πC(Y C)gC(XV , ZC)

+ πV (Y C)gC(XC , ZC)

− πC(XC)gC(Y V , ZC)

− πV (XC)gC(Y C , ZC)]}(5.9)

where equation (5.2) is used.
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A Riemannian manifold (Mn, g) of dimension n and TMn its tangent bundle.
Then tangent bundle TMn is said to be Ricci symmetric if and only if ∇CSC=0. If
possible, we suppose that the group manifold (Mn, g) in TMn is Ricci-symmetric,
and then the last equation gives πC(PV ) = 0 and πV (PC) = 0. Hence, the Theorem
5.3 is proved.

Theorem 5.5. Let (Mn, g) be an n(> 1)-dimensional Riemannian manifold and
TMn its tangent bundle with Riemannian metric gC . Suppose (Mn, g) is a group
manifold in TMn endowed with a semi-symmetric non-metric connection ∇̃C . A
Ricci soliton (gC , PC , λ) on (TMn, g

C) to be shrinking, steady, and expanding ac-
cording as πC(PV ) and πV (PC) are <,=, and > 0, respectively.

Proof. If (Mn, g) is a group manifold in TMn equipped with a semi-symmetric
non-metric connection ∇̃C , then equation (5.2) and Theorem 3.5 give

(£P g)C(XC , Y C) = 2{πV (Y C)πC(XC)

+ πC(Y C)πV (XC)− πC(PC)gC(XV , Y C)

− πV (PC)gC(XC , Y C)}(5.10)

for arbitrary vector fields XC and Y C on TMn. A triplet (gC , PC , λ) on an n-
dimensional Riemannian manifold (Mn, g) in TMn is said to be a Ricci soliton if it
satisfies the relation

(5.11) (£V g)C + 2SC + 2λgC = 0,

where £V g + 2S + 2λg = 0 and V is a complete vector field on Mn and λ is a
real constant [11]. A Ricci soliton (gC , PC , λ) on (TMn, g

C) is said to be shrinking,
steady, and expanding if λ is negative, zero, and positive, respectively. Changing
V with PC in equation (5.11) and then using equations (5.4) and (5.10), then the
obtained equation is

(n− 3){πV (XC)πC(Y C) + πC(XC)πV (Y C)}
− 2(n+ 1){πC(PC)gC(XV , Y C)

+ πV (PC)gC(XC , Y C)}
+ 4λgC(XC , Y C) = 0(5.12)

for arbitrary vector fields XC and Y C on TMn.

Setting Y C = PC in equation (5.12), then

{λ− n− 1

4
πC(PC)}πC(XV ) + {λ− n− 1

4
πV (PC)}πC(XC) = 0,

{λ− n− 1

4
(π(BP ))C}πC(XV ) + {λ− n− 1

4
(π(BP ))V }πC(XC) = 0,
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which shows that λ = n−1
4 (π(BP ))C and λ = n−1

4 (π(BP ))V , because πC(XV ) 6= 0
and πC(XC) 6= 0 on TMn (in general). In view of the last expression, it can
easily observe that the Ricci soliton (gC , PC , λ) on TMn is shrinking, steady, and
expanding if π(BP ) <,= and > 0, respectively. Thus, Theorem 5.4 is satisfied.
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Abstract. Based on the same model stated in [3], we will study the differentiability
of the stochastic flow generated by the natural model with respect to the initial data,
based on an important idea of H-Kunita, R.M-Dudley and F-Ledrappier. This is the
main motivation of our research.
Keywords: Sample path properties, stochastic flow, stochastic integrals

1. Introduction

The notion of the stochastic flow generated by a stochastic differential equation
has been studied by several authors. For the differentiability of the stochastic flow,
T-Fujiwara and H-Kunita [13] studied the differentiability of stochastic flows for
stochastic differential equations with jumps then H-Kunita [6] demonstrated the
differentiability of the stochastic flows with respect to the initial data for stochastic
differential equations with smooth coefficients. Malliavin [14] demonstrated the
differentiability of the solutions of stochastic differential equations according to the
initial conditions for classical type equations on manifolds.

Recently, studies concerning the differentiability of the stochastic flow gener-
ated by the stochastic differential equations have been developed. A-Y-Pilipenko
[15] demonstrated the differentiability of the solution of stochastic differential equa-
tions with reflection in the Sobolev space and he showed in [16] the same result
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but with Lipschitz continuous coefficients. In another work, he proved in collabo-
ration with O-V-Aryasova [17] the differentiability of stochastic flow for stochastic
differential equations with discontinuous drift in multidimensional case. In [18] K-
Burdzy proved the differentiability of stochastic flow of reflected Brownian motions
with respect to the initial data in a smooth multidimensional domain. A-Stefano
[19] showed the differentiability of the solution for stochastic differential equations
with discontinues drift in one-dimensional case. X-Zhang [20] obtained the dif-
ferentiability of stochastic flow for stochastic differential equations without global
Lipschitz coefficients. E-Fedrizzi and F-Flandoli [21] obtained weakly differentiable
of solutions of stochastic differential equations with Non-regular drift. Qian Lin
[22] studied the differentiability of the solutions of stochastic differential equations
driven by G-Brownian motion with respect to the initial data and the parameter.
S-Mohammed, T-Nilssen and F-Proske [23] demonstrated the differentiability of
stochastic flow for stochastic differential equations with singular coefficients in the
Sobolev sense.

In our paper, we consider a following stochastic differential equation:

(\u) =

 dXx
u,t = Xx

u,t

(
− e−Λt

1− Zt
Nt + f(Xt − (1− Zt))dYt

)
, t ∈ [u,∞[,

Xx
u,u = x,

where x is the initial condition.

This equation is called \-equation indicated in ([1],[3][5][24]),which is the price-
less system in financial mathematics and it’s one of the best ways to represent the
evolution of a financial market after the default time, it’s considered a prosperous
system of parameters (Z, Y, f). the parameter Z determines the default intensity.
The parameters Y and f describe the evolution of the market after the default time
τ .
Let’s move to the multidimensional version of \−equation [3]. On a probability
space (Ω, (F)t≥0,P), we have:

(\u) =

 dXu,t(x) = Xt(x)

(
− e−Λt

1− Zt
dNt + F (Xt(x)− (1− Zt))dYt

)
, t ∈ [u,∞[,

Xu,u(x) = x,

where (Λ1, ...,Λd) is d-dimensional is continuous increasing process null at the origin,
Nt = (N1, ..., Nd) is a given d−dimensional continuous non-negative local martin-
gale such that 0 < Zt = Nte

−Λt < 1, t > 0 and (Z(t, w) = (Z1(t, w), ..., Zd(t, w))
presents the default intensity. (Y (t, w) = (Y 1(t, w), ..., Y n(t, w)) is a given n−dime-
nsional continuous local martingale and F = (F1, ..., Fn) on Rn is Lipschitz mapping
null at the origin.

This equation has a unique solution Xu,t(x) such as;

Xu
t = x+

∫ t

u

Xs

(
− e−Λs

1− Zs

)
dNs +

∫ t

u

Xs

d∑
i=1

n∑
j=1

F ij(Xs− (1−Zs))dY js , s ∈ [u, t]
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where Xu
u = x is the initial condition and F ij is i − th component of the vector

function F j .

The aim of this paper is to show the differentiability of the process Xu
t with

respect to the initial value, this property was studied for several stochastic differ-
ential equations under different conditions like H-Kunita [6], Bismut [14], Malliavin
[14], K.D.Elworthy and Z.Brzezniak [9]. Our paper is based mainly on an idea of
R.M-Dudley, H-Kunita and F-Ledrappier [12], such that:

• We demonstrate the existence of the partial derivative for any s, t, x a.s if
our stochastic flow generated by the \-equation in multidimensional case, has
a continuous extension at y = 0 for any s, t, x a.s and this follows from the
estimate given by the proposition of H.Kunita and also the Kolmogorov’s the-
orem. Without forgetting the use of the usual estimation inequalities: Hölder
Inequality, BDG inequality, and Gronwall’s lemma. This means that the so-
lution is continuously differentiable and the derivative is Hölder continuous.

• We assume the following hypothesis: the coefficients of \−equation are con-
tinuous and the processes represented in this equation take real values.

The rest of the paper is organized as follows: the second section contains generalities
which we will need in what follows, the third section represents the obtained results
about the differentiability of stochastic flow and the last section gives the main
result of this paper.

2. Generalities

Theorem 2.1. (BDG Inequality)[11]. Let T > 0 and ξ be a continuous local
martingale such that ξ0 = 0. For any 1 ≤ p < ∞ there exists positive constants
cp, Cp independent of T and (ξt)0≤t≤T such that,

cpE[< ξ >
p/2
T ] ≤ E[(ξ∗t )p] ≤ CpE[< ξ >

p/2
T ]

where ξ∗t = sup0≤t≤T |ξt|.

Theorem 2.2. (Hölder Inequality)[11]. Let 1 ≤ p, q ≤ ∞ so that
1

p
+

1

q
= 1 and

f, g : Rd −→ R are Lebesgue measurable. Then

‖fg‖1 ≤ ‖f‖p‖g‖q

Proposition 2.1. [6] Let 2 ≤ p < ∞. There exists a constant R such that, for
any (s, x), (s′, x′) belonging to [0, T ]× Rn,

E
[

sup
s≤t≤T

|ξxs,t − ξx
′

s′,t|p
]
≤ R

(
|x− x′|p + |s− s′|

p
2 (1 + |x′|p)

)
(2.1)
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Theorem 2.3. (Kolmogorov’s theorem)[11]. Let ξλ(w) be a real valued random
field with parameter λ = (λ1, ..., λd) ∈ [0, 1]d. Suppose that there are constants
γ > 0, αi > d, i = 1, ..., d and C > 0 such that

E [|ξλ − ξµ|γ ] ≤ C
d∑
i=1

|λi − µi|αi ∀λ, µ ∈ [0, 1]d.(2.2)

Then ξλ has a continuous modification ξ̃λ.

We need also the following importan lemma.

Lemma 2.1. (Gronwall’s lemma)[11]. Let (a, b) ∈ R2 with a < b, ϕ, β and
φ : [a, b]→ R non-negative continuous functions, such that ∀t ∈ [a, b],

ϕ(t) ≤ β(t) +

∫ t

a

ϕ(s)φ(s)ds

Then,

∀t ∈ [a, b], ϕ(t) ≤ β(t) exp

(∫ t

a

φ(s)ds

)
Lemma 2.2. [11] Let T > 0 and p be any real number. Then there is a positive
constant Cp,T such that ∀x, y ∈ Rd and ∀t ∈ [0, T ],

E |Jt(x)− Js(y)|p ≤ Cp,T |x− y|p

3. The Found Results on the differentiability of the Solutions of SDE
in multi-dimensional case

3.1. The case studied by Olga.V. Aryasova and Andrey.Yu. Pilipenko

This subsection is borrowed from [10]. We consider an SDE of the form:{
dζt(x) = a(ζt(x))dt+ dwt,
ζ0(x) = x,

Where x ∈ Rd,d ≥ 1,(wt)t≥0 is a d-dimensional Wiener process, a = (a1, ..., ad) is
a bounded measurable mapping from Rd to Rd, this equation has a unique strong
solution. The differentiability of this solution with respect to initial data is given
in the following theorem.

Theorem 3.1. Let a : Rd → Rd be such that for all 1 ≤ i ≤ d, ai is a function of

bounded variation on Rd. Put µij =
∂ai

∂xj
, and assume that the measures |µij |, 1 ≤
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i, j ≤ d, belong to Kato’s class. Let φt(x), t ≥ 0, be a solution to the integral
equation

φt(x) = E +

∫ t

0

dAs(ζ(x))φs(x),(3.1)

where E is d × d−identity matrix, the integral on the right-hand side of (3.1) is
the Lebesgue-Stieltjes integral with respect to the continuous function of bounded
variation t → At(ζ(x)). Then φt(x) is the derivative of ζt(x) in Lp−sense, for all
p > 0, x ∈ Rd, h ∈ Rd, t > 0:

E
∥∥∥∥ζt(x+ h)− ζt(x)

ε
− φt(x)h

∥∥∥∥p → 0, ε→ 0,(3.2)

where ‖.‖ is a norm in the space Rd. Moreover:

P{∀t ≥ 0 : ζt(.) ∈W 1
p,loc(Rd,Rd), ∇ζt(x) = φt(x) for λ− a.a.x} = 1,

where λ is the Lebesgue measure on Rd.

3.2. The case studied by Philip E. Protter

This subsection is borrowed from [11]. Consider a following system:

D :


ϕit = xi +

m∑
α=1

∫ t

0

f iα(ϕs−)dZαs

Di
kt = δik +

m∑
α=1

n∑
j=1

∫ t

0

∂f iα
∂xj

(ϕs−)Dj
ksdZ

α
s

(1 ≤ i ≤ n) where D denotes an n× n matrix-valued process and δik = 1 if i = k
and 0 otherwise (Kronecker’s delta). A convenient convention, sometimes called
the Einstein convention, is to leave the summations implicit. Thus, the system of
equations (D) can be alternatively written as:

D :


ϕit = xi +

∫ t

0

f iα(ϕs−)dZαs

Di
kt = δik +

∫ t

0

∂f iα
∂xj

(ϕs−)Dj
ksdZ

α
s

Theorem 3.2. [11] Let Z be as in (H1) and let the functions (f iα) in (H2) have
locally Lipschitz first partial derivatives. Then for almost all w there exists a func-
tion ϕ(t, w, x) which is continuously differentiable in the open set {x : ρ(x,w) > t},
where ρ is the explosion time. If (f iα) are globally Lipschitz then ρ = ∞. Let
Dk(t, w, x) ≡ ∂

∂xk
ϕ(t, w, x). Then for each x the process (ϕ(., w, x), D(., w, x)) is

identically càdlàg, and it is the solution of equations (D) on [0, ρ(x, .)].
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3.3. The case studied by R.M.Dudley, H.Kunita and F.Ledrappier

This subsection is borrowed from [12]. We shall consider an Itô’s stochastic differ-
ential equation:

dχt = ξ0(t, χt)dt+

m∑
k=1

ξk(t, χt)dB
k
t(3.3)

has a solution χt, t ∈ [s, T ] such that for all x ∈ Rd

χt = x+

∫ t

s

ξ0(t, χt)dt+

m∑
k=1

∫ t

s

ξk(t, χt)dB
k
t

For the convenience of notations, we will often write dt as dB0
t and write the last

equation as:

χt = x+

m∑
k=1

∫ t

s

ξk(t, χt)dB
k
t

where x = χs be initial condition.
The following theorem give the smoothness property of this solution.

Theorem 3.3. [12] suppose that coefficients ξ
0
, ..., ξ

m
of an Itô’s stochastic differ-

ential equation, are globally Lipschitz continuous (C1,α
g ) functions for some α > 0

and their first derivatives are bounded. Then the solution χs,t(x) is a C1,β of x for
any β less than α for each s < t a.s.

4. Main result

This section contains the main result which is concerning the differentiability of the
solution of the natural equation with respect to the initial value. But before that
we give a detailed description of the natural equation in multidimensional case, we
have:

(\u) =



dX1
u,t(x) = X1

u,t(x)

(
− e−Λ1

t

1− Z1
t

dN1
t + F11dY

1
t + ...+ F1ddY

n
t

)
. .
. .
. .

dXd
u,t(x) = Xd

u,t(x)

(
− e−Λdt

1− Zdt
dNd

t + Fn1dY
1
t + ...+ FnddY

n
t

)

Then

(\u) =

 dXu,t(x) = Xt(x)

(
− e−Λt

1− Zt
dNt + F (Xt(x)− (1− Zt))dYt

)
, t ∈ [u,∞[,

Xu,u(x) = x,
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where Xu,t(x) = (X1
u,t(x), ..., Xd

u,t(x))T ,− e−Λt

1− Zt
=

(
− e−Λ1

t

1− Z1
t

, ...,− e−Λdt

1− Zdt

)T
,

x = (x1, ..., xd)T the initial condition and:

F =


F11 . . . F1d

. . . . .

. . . . .

. . . . .
Fn1 . . . Fnd


Then we can write the solution Xu

t for u ≤ s ≤ t in this form:

Xu
t = x+

∫ t

u

Xs

(
− e−Λs

1− Zs

)
dNs+

∫ t

u

Xs

d∑
i=1

n∑
j=1

F ij (Xs − (1− Zs)) dY js , s ∈ [u, t]

We introduce the stopping time τn = inf

{
t, 1− Zt <

1

n

}
on the quantity

(
− e−Λs

1− Zs

)
(because we don’t know if it’s finite or not). Therefore, we assume the process X̃x

u,t

instead of Xx
u,t:

X̃u
t = x+

∫ t

u

X̃s

(
− e−Λs

1− Zs∧τn

)
dNs+

∫ t

u

X̃s

d∑
i=1

n∑
j=1

F ij(X̃s−(1−Zs))dY js , s ∈ [u, t]

In order to prove the differentibility property, it’s enough to apply the idea of
R.M.Dudley, H.Kunita and F.Ledrappier [12]: For y ∈ R \ 0, we define

θu,t(x, y) =
∂X̃x

u,t

∂xk
=

1

y

[
X̃x+yek
u,t − X̃x

u,t

]
where ek is the unit vector (0, ..., 0, 1, 0, ..., 0) for k = 1...d.
So we will demonstrate that θu,t(x, y) has a continuous extension at y = 0 for any
(u, t, x). Depending on the following estimate and Kolmogorov’s theorem, for any
p > 2, there exits a positive constant Cp such that:

E|θu,t(x, y)− θu′,t′(x′, y′)|p

≤ Cp
[
|x− x′|αp + |y − y′|αp + (1 + |x|+ |x′|)αp(|u− u′|

αp
2(4.1)

+ |t− t′|
αp
2 )
]

(4.2)

Proof: Firstly we show the boundedness of E|θu,t(x, y)|p, we have:

θu,t(x, y) =
1

y

[
X̃x+yek
u,t − X̃x

u,t

]
we denote

Mt = − e−Λt

1− Zt∧τn
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F̃ ij(X̃x+yek
t ) = X̃x+yek

t F ij
(
X̃x+yek
t − (1− Zt)

)
F̃ ij(X̃x

t ) = X̃x
t F

ij
(
X̃x
t − (1− Zt)

)
So

θu,t(x, y) = ek +
1

y

[∫ t

u

X̃x+yek
s − X̃x

sMsdNs

]

+
1

y

 d∑
i=1

n∑
j=1

∫ t

u

F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )dY js

(4.3)

Then

E|θu,t(x, y)|p ≤ 1 +
1

y
E
∣∣∣∣∫ t

u

X̃x+yek
s − X̃x

sMsdNs

∣∣∣∣p
+

1

y

d∑
i=1

n∑
j=1

E
∣∣∣∣∫ t

u

F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )dY js

∣∣∣∣p(4.4)

Using BDG’s inequality, we have:

E|θu,t(x, y)|p ≤ 1 + Cp1E
[∫ t

u

|θr,s(x, y)|2|Ms|2ds
] p

2

+ Cp1
1

y

d∑
i=1

n∑
j=1

E
[∫ t

u

|F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )|2ds
] p

2

(4.5)

Now we apply the hölder inequality, noting q the conjugate of p
2 :

E|θu,t(x, y)|p

≤ 1 + (t− u)
p
2qCp1E

[
sup

u<t<∞
|θu,t(x, y)|p

∫ t

u

|Ms|pds
]

+ (t− u)
p
2qCp1

1

y

×
d∑
i=1

j=1∑
n

E
[∫ t

u

|F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )|pds
]

(4.6)

And as F̃ ij is Lipschitz, we have:∣∣∣F̃ ij(X̃x+yek
s )− F̃ ij(X̃s)

∣∣∣ ≤ k1

∣∣∣X̃x+yek
s − X̃x

s

∣∣∣
Therefore

E |θu,t(x, y)|p ≤ 1 + (t− u)
p
2qCp1E

[
sup

u<t<∞
|θu,t(x, y)|p

∫ t

u

|Ms|pds
]

+ (t− u)
p
2q k1C

p
1E
[∫ t

u

|θr,s(x, y)|pds
]

(4.7)
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and by following, we have ab ≤ a2

2 + b2

2 , so:

E
[

sup
u<t<∞

|θu,t(x, y)|p
∫ t

u

|Ms|pds
]
≤ 1

2
E
[

sup
u<t<∞

|θu,t(x, y)|2p
]

+
1

2

[∫ t

u

E|Ms|pds
]2

(4.8)

Then the proposition(2.1), yields for any x ∈ Rd and a constant c′:

E
[

sup
u<t<∞

|θu,t(x, y)|p
∫ t

u

|Ms|pds
]
≤ 1

2
c′ +

1

2

[∫ t

u

E|Ms|pds
]2

(4.9)

Furthermore, we have the quantity E
[∫ t
u
|Ms|pds

]
<∞. Next, note that

E
[∫ t
u
|Ms|pds

]
= R, then:

E
[

sup
u<t<∞

|θu,t(x, y)|p
∫ t

u

|Ms|pds
]
≤ Cp2 + Cp3R

2
(4.10)

where
1

2
c′(t− u)

p
2qCp1 = Cp2 and

1

2
(t− u)

p
2qCp1 = Cp3 . As a result:

E |θu,t(x, y)|p ≤ Cp4 + Cp5

∫ t

u

E|θr,s(x, y)|pds(4.11)

Where Cp4 = Cp2 + Cp3R
2

and Cp5 = (t− u)
p
2q k1C

p
1 , therefore by Gronwall’s lemma,

we get:
E |θu,t(x, y)|p ≤ Cp4 exp (Cp5 (t− u))(4.12)

Consequently E|θu,t(x, y)|p is bounded. Secondly we prove the estimate (4.1). In
case t = t′, we suppose that u < u′ < t. Other cases will be proven in the same
way. Then we have:

θu,t(x, y)− θu′,t(x′, y′)

=

∫ u′

u

θr,s(x, y)− θr′,s(x′, y′)MsdNs +
1

y

d∑
i=1

n∑
j=1

∫ u′

u

F̃ ij(X̃x+yek
s )

− F̃ ij(X̃x
s )− F̃ ij(X̃x′+y′ek

s ) + F̃ ij(X̃x′

s )dY js(4.13)

Noting

Ĩ1 =

∫ u′

u

θr,s(x, y)− θr′,s(x′, y′)MsdNs

Ĩ2 =
1

y

d∑
i=1

n∑
j=1

∫ u′

u

F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )− F̃ ij(X̃x′+y′ek
s ) + F̃ ij(X̃x′

s )dY js
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So

E|Ĩ1|p = E

∣∣∣∣∣
∫ u′

u

θr,s(x, y)− θr′,s(x′, y′)MsdNs

∣∣∣∣∣
p

(4.14)

The BDG’s inequality leads to:

E|Ĩ1|p ≤ Cp6E

[∫ u′

u

|θr,s(x, y)− θr′,s(x′, y′)|2|Ms|2ds

] p
2

(4.15)

using Hölder’s inequality, noting q∗ the conjugate of
p

2
:

E|Ĩ1|p ≤ (u′ − u)
p

2q∗ Cp6E

[
sup

u<t<∞
|θu,t(x, y)− θu′,t(x′, y′)|p

∫ u′

u

|Ms|pds

]
(4.16)

and by following, we have ab ≤ a2

2
+
b2

2
:

E|Ĩ1|p ≤ (u′ − u)
p

2q∗ Cp7E
[

sup
u<t<∞

|θu,t(x, y)− θu′,t(x′, y′)|2p
]

+ (u′ − u)
p

2q∗ Cp7

[∫ u′

u

E|Ms|pds

]2

(4.17)

Then the proposition (2.1), gives:

E|Ĩ1|p ≤ (u′ − u)
p

2q∗ Cp7

[
R1|y − y′|2p +R

2

1

]
(4.18)

where Cp7 =
1

2
Cp6 .

it remains to study the term Ĩ2:

|Ĩ2| ≤
1

y

d∑
i=1

n∑
j=1

∫ u′

u

|F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )|

+ | − F̃ ij(X̃x′+y′ek
s ) + F̃ ij(X̃x′

s )|dY js(4.19)

Using again the BDG’s inequality, we obtain:

E|Ĩ2|p

≤ 1

y
Cp8

d∑
i=1

n∑
j=1

E

[∫ u′

u

|F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )|2(4.20)

+| − F̃ ij(X̃x′+y′ek
s ) + F̃ ij(X̃x′

s )|2ds
] p

2
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applying Hölder’s inequality, noting q∗ the conjugate of
p

2
, we have:

E|Ĩ2|p ≤ 1

y
Cp8 (u′ − u)

p
2q∗

d∑
i=1

n∑
j=1

∫ u′

u

E|F̃ ij(X̃x+yek
s )− F̃ ij(X̃x

s )|p

+ E|F̃ ij(X̃x′

s )− F̃ ij(X̃x′+y′ek
s )|pds(4.21)

We have always F̃ is Lipschitz:

E|Ĩ2|p ≤
1

y
Cp8 (u′ − u)

p
2q∗ k1

∫ u′

u

E|X̃x+yek
s − X̃x

s |p + E|X̃x′

s − X̃x′+y′ek
s |pds(4.22)

Thus, by lemma (2.2), we have:

E|Ĩ2|p ≤
1

y
K1
p,TC

p
8 (u′ − u)

p
2q∗+1

k1 (|y|p + |y′|p)(4.23)

From (4.18)and (4.23), we obtain:

E |θu,t(x, y)− θu′,t(x′, y′)|
p ≤ Cp9 (u′ − u)

p
2q∗(4.24)

Where Cp9 = Cp7 (R1|y − y′|2p +R
2

1) + 1
yK

1
p,TC

p
8 (u′ − u)k1(|y|p + |y′|p).

It remains Kolmogorov’s theorem, we denote G = θu,t(x, y)−θu′,t′(x′, y′) and simply
applying Itô’s formula to the function f(G) = |G|p for t = t′, we obtain

|G|p =
∑
i,j

∫ u′

u

∂f

∂Gi
(G)dGs +

1

2

∑
i,j

∫ u′

u

∂2f

∂GiGj
(G)d < Gi, Gj >s

noting

Î =
∑
i,j

∫ u′

u

∂f

∂Gi
(G)dGs

I =
1

2

∑
i,j

∫ u′

u

∂2f

∂GiGj
(G)d < Gi, Gj >s

such that

Î =
∑
i,j

∫ u′

u

∂f

∂Gi
(G)

[
GsMsdNs +

1

y
F̃ ij(X̃x+yek)− F̃ ij(X̃x)

−F̃ ij(X̃x′+y′ek) + F̃ ij(X̃x′)dY js

]
Then

I =
∑
i,j,h,l

∫ u′

u

∂2f

∂GiGj
(G)

[
GsMsdNs +

1

y
F̃ il (X̃

x+yek)− F̃ il (X̃x)

−F̃ il (X̃x′+y′ek) + F̃ il (X̃
x′)dY ls

]
×

[
GsMsdNs +

1

y
F̃ jh(X̃x+yek)− F̃ jh(X̃x)− F̃ jh(X̃x′+y′ek) + F̃ jh(X̃x′)dY hs

]
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For Î, we denote:
∂f

∂Gi
(G) = |p||G|P−1

Î1 =
∑
i

∫ u′

u

∂f

∂Gi
(G)GsMsdNs

Î2 =
∑
i

∫ u′

u

∂f

∂Gi
(G)

1

y
F̃ ij(X̃x+yek)− F̃ ij(X̃x)− F̃ ij(X̃x′+y′ek) + F̃ ij(X̃x′)

So, we have ∑
i

∣∣∣∣ ∂f∂Gi (G)Gs

∣∣∣∣ ≤ d|p||G|P−1|Gs|(4.25)

Then

|Î1| ≤ d|p|
∫ u′

u

|Gs|P ds×
∫ u′

u

MsdNs(4.26)

noting ϕt =
∫ u′
u
MsdNs, it’s a local martingale (see [2]):

|Î1| ≤ d|p|ϕt
∫ u′

u

|Gs|P ds(4.27)

And we have F̃ ij(X̃x) is Lipschitz function, therefore:∑
i

∣∣∣∣ ∂f∂Gi (G)
1

y
F̃ ij(X̃x+yek)− F̃ ij(X̃x)− F̃ ij(X̃x′+y′ek) + F̃ ij(X̃x′)

∣∣∣∣ ≤ d k1 |p| |G|P

(4.28)
Then

|Î2| ≤ dn k1 |p|
∫ u′

u

|Gs|P ds(4.29)

From (4.27) and (4.29), we get:

|Î| ≤ d |p|(ϕt + nk1)

∫ u′

u

|Gs|P ds(4.30)

For I, we denote

I1 =
∑
i,j,h,l

∫ u′

u

∂2f

∂GiGj
(G)(Gs)

2(Ms)
2dNsdNs(4.31)

I2 =
1

y

∑
i,j,h,l

∫ u′

u

∂2f

∂GiGj
(G)GsMsF̃

i
l (X̃

x+yek)

−F̃ il (X̃x)− F̃ il (X̃x′+y′ek) + F̃ il (X̃
x′)dNsdY

l
s(4.32)
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I3 =
1

y

∑
i,j,h,l

∫ u′

u

∂2f

∂GiGj
(G)GsMsF̃

j
h(X̃x+yek)

−F̃ jh(X̃x)− F̃ jh(X̃x′+y′ek) + F̃ jh(X̃x′)dNsdY
h
s(4.33)

I4 =
1

y2

∑
i,j,h,l

∫ u′

u

∂2f

∂GiGj
(G)

[
F̃ il (X̃

x+yek)− F̃ il (X̃x)− F̃ il (X̃x′+y′ek) + F̃ il (X̃
x′)
]

×
[
F̃ jh(X̃x+yek)− F̃ jh(X̃x)− F̃ jh(X̃x′+y′ek) + F̃ jh(X̃x′)

]
dY lsdY

h
s

And note that
∂2f

∂GiGj
(G) = p(p− 1)|G|p−2

Then for I1, we have∑
i,j,h,l

∣∣∣∣ ∂2f

∂GiGj
(G)(Gs)

2

∣∣∣∣ ≤ d |p| |p− 1| |G|p−2|G|2(4.34)

So

|I1| ≤ d |p| |p− 1|
∫ u′

u

|Gs|pM2
s dNsdNs(4.35)

∫ u′
u
MsdNs is always a local martingale, so

|I1| ≤ d |p| |p− 1|ϕ2
t

∫ u′

u

|Gs|pds(4.36)

For I2, we have∑
i,j,h,l

1

y

∣∣∣∣ ∂2f

∂GiGj
(G)GsF̃

i
l (X̃

x+yek)− F̃ il (X̃x)− F̃ il (X̃x′+y′ek) + F̃ il (X̃
x′)

∣∣∣∣
≤ dn k1|p| |p− 1| |G|p−2|Gs|2(4.37)

Therefore we get

|I2| ≤ dn k1|p| |p− 1|ϕ2
t

∫ u′

u

|Gs|pds(4.38)

For I3, we have

|I3| ≤ dn k1|p| |p− 1|ϕ2
t

∫ u′

u

|Gs|pds(4.39)

For I4, we have

I4 ≤ dn k2
1|p| |p− 1|

∫ u′

u

|Gs|pds(4.40)



892 Y.Khatir, A.Kandouci and F.Benziadi

Then we have

I =
1

2

[
I1 + I2 + I3 + I4

]
(4.41)

Such that

I ≤ 1

2
(2nk1 ϕt + ϕ2

t + nk2
1) d |p| |p− 1|

∫ u′

u

|Gs|pds(4.42)

From these two inequalities (4.30) and (4.42), we get

|G|p ≤ d |p| (1

2
|p− 1| (2nk1 ϕt + ϕ2

t + nk2
1) + ϕt + nk1)

∫ u′

u

|Gs|pds(4.43)

Therefore

E|G|p ≤ Cp10

∫ u′

u

E|Gs|pds(4.44)

By Grönwall’s inequality we have

E|G|p ≤ Cp11(4.45)

where Cp11 is exp (Cp10(u′ − u)).

The proof is completed.
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HORIZONTAL LIFT METRIC ON THE TANGENT BUNDLE OF A
WEYL MANIFOLD
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Abstract. Let (M, [g]) be a Weyl manifold and TM its tangent bundle equipped with
the horizontal lift of the base metric. The purpose of this paper is to study the tangent
bundle TM endowed with a Weyl structure, and obtain the ide under which conditions
such bundle is an Einstein-Weyl or a gradient Weyl-Ricci soliton.
Keywords: Riemannian metric, Weyl structure, tangent bundle

1. Introduction

Weyl geometry is, in a sense, midway between Riemannian geometry and affine
geometry. A Weyl manifold is a conformal manifold equipped with an affine connec-
tion preserving the conformal structure, called a Weyl connection. It is said to be
Einstein-Weyl if and only if the symmetric part of Ricci tensor is proportional to a
Riemannian metric in the conformal class (see [5],[6] and [9]). As a generalization,
in [4], the authors introduced a new notion, namely gradient Weyl-Ricci soliton,
involving Hessian of a smooth function.

There exists a wide range of interesting studies on the geometry of tangent bun-
dles with special types of metrics (Sasaki, Cheeger-Gromoll,...) or more generally
g-natural metrics (see [1],[2] and [7]). A pseudo-Riemannian metric on the tangent
bundle is defined by the horizontal lift of the base metric (see [8] and [10]).

Tangent bundle of a Weyl manifold is a very recent topic. In [3], Bejan and Gul
constructed a Weyl structure on the tangent bundle and find conditions under which
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the tangent bundle is an Einstein-Weyl manifold. In [4], Bejan et al. obtained some
conditions such that the Weyl structure on the tangent bundle is a gradient Weyl-
Ricci soliton. In both studies, the tangent bundle is considered with the Sasaki
metric.

In this paper, we introduce a Weyl structure on the tangent bundle of a Weyl
manifold and prove that the tangent bundle cannot be an Einstein-Weyl manifold
or a gradient Weyl-Ricci soliton unless the base manifold is locally flat. Here, the
tangent bundle is endowed with horizontal lift metric.

Unless otherwise stated, throughout the paper, the Einstein summation conven-
tion is used and all geometric objects are considered as smooth.

2. Weyl manifolds

We recall the basic information about Weyl geometry from [3]. Let M be an
m−dimensional manifold endowed with a conformal class of (pseudo) Riemannian
metrics [g]. A torsion-free connection D is said to be a Weyl connection if it preserves
the conformal class [g]. For a metric g ∈ [g], there exists a 1-form ω determined by
D as Dg = −2ω⊗ g. If ∇ is the Levi-Civita connection of g, then D is expressed as
follows:

DXY = ∇XY + ω(Y )X + ω(X)Y − g(X,Y )ξ, ∀X,Y ∈ Γ(TM),(2.1)

where ξ is the dual vector field of ω with respect to g. Conversely, if ω is given and
if we use the equation (2.1) to define D, then D is a Weyl connection. Note that

we have g(ξ, ξ) = ‖ξ‖2 = ω(ξ) and the relation (2.1) is invariant under the Weyl
transformation e→ e2fg, ω′ = ω− df. The pair (g, ω) is called a Weyl structure on
M.

Denote by Rg = [∇,∇]−∇[,] and R[g] = [D,D]−D[,] the curvature tensors of
the Levi-Civita connection ∇ and the Weyl connection D, respectively. Then the
relation between them is given by

R[g](X,Y )Z = Rg(X,Y )Z + dω(X,Y )Z − ((∇Y ω)(Z))X + ((∇Xω)(Z))Y(2.2)

+ω(Y )ω(Z)X − g(Y,Z)∇Xξ − g(Y,Z)ω(ξ)X

+g(Y,Z)ω(X)ξ − ω(X)ω(Z)Y + g(X,Z)∇Y ξ

+g(X,Z)ω(ξ)Y − g(X,Z)ω(Y )ξ,∀X,Y, Z ∈ Γ(TM).

From (2.2), the relation between the Ricci tensor field Ric[g] of the Weyl con-
nection D and the Ricci tensor field Ricg of the Levi-Civita connection ∇ is given
by

Ric[g](X,Y ) = Ricg(X,Y ) + dω(X,Y ) + (δω − (m− 2) ‖ξ‖ 2)g(X,Y )

−(m− 2)(∇Xω)Y + (m− 2)ω(X)ω(Y ), ∀X,Y ∈ Γ(TM),

where the co-differential δω of ω is defined by δω = −trg{(U, V )→ (∇Uω)V }.
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The symmetric part Ricsym[g] of Ric[g] is given by following formula:

Ricsym[g] (X,Y ) = Ricg(X,Y ) + (δω − (m− 2) ‖ξ‖ 2)g(X,Y )(2.3)

−1

2
(m− 2)[(∇Xω)Y + (∇Y ω)X]

+(m− 2)ω(X)ω(Y ),∀X,Y ∈ Γ(TM).

3. Tangent bundle

Let M be an m−dimensional manifold. Its tangent bundle is denoted by TM and
π : TM →M is natural projection mapping. Recall that TM is a 2m−dimensional
differentiable manifold. Let (U, xj) be a coordinate neighborhood of M, where (xj) is
a system of local coordinates defined in the neighborhood U. Let (uj) be the system
of cartesian coordinates in each tangent space ofM with respect to the natural frame
{ ∂
∂xj }. Then, in π−1(U), we can introduce the local coordinates (π−1(U), xj , uj),

which are called the induced coordinates. From now on, we denote the induced
coordinates by (xJ) = (xj , xj̄) = (xj , uj), j = 1, ...,m, j̄ = m + 1, ..., 2m. We also
denote the natural frame in π−1(U) by ( ∂

∂xJ ) = ( ∂
∂xj ,

∂
∂uj ).

If X = Xi ∂
∂xi is the local expression of a vector field X in U , then the vertical

lift XV and the horizontal lift XH of X are given, with respect to the induced
coordinates, by

XV = Xi ∂

∂ui
, XH = Xi ∂

∂xi
−XjΓi

jku
k ∂

∂ui
,

where Γi
jk are the coefficients of a torsion-free affine connection ∇.

If f is a function on M , then the vertical lift fV of f is defined by fV = f ◦ π.
The horizontal lift fH of f is fH = 0.

Let ω be a 1-form on M. Then the horizontal lift ωH of ω is given by the
relations ωH(XH) = 0, ωH(XV ) = (ω(X))V . The vertical lift ωV of ω is given by
the relations ωV (XV ) = 0, ωV (XH) = (ω(X))V .

From [10], the horizontal lift metric G on the tangent bundle TM over the
Riemannian manifold (M, g) is defined by the equations

G(XH , Y H) = G(XV , Y V ) = 0,(3.1)

G(XV , Y H) = G(XH , Y V ) = g(X,Y ),∀X,Y ∈ Γ(TM).

For the Levi-Civita connection ∇̄ of the metric G, we have

∇XHY H = (∇XY )H + (Rg(u,X)Y )V ,(3.2)

∇XHY V = (∇XY )V ,

∇XV Y H = 0,

∇XV Y V = 0, ∀X,Y ∈ Γ(TM),
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where Rg is the curvature tensor field of the metric g. Non-zero components of the
curvature tensor R̄G and the Ricci tensor RicG are given by

R̄G(XH , Y H)ZH = (Rg(X,Y )Z)H + ((∇uRg)(X,Y )Z)V ,

R̄G(XH , Y H)ZV = R̄G(XH , Y V )ZH = (Rg(X,Y )Z)V ,

RicG(XH , Y H) = 2Ricg(X,Y ),∀X,Y ∈ Γ(TM),

where Ricg is the Ricci tensor field of the metric g (see [8] and [10]).

4. A Weyl structure on tangent bundle

In this section, we construct a Weyl structure on (TM,G) using the vertical lift of
a 1-form on M. Firstly, we write the following proposition from the definition of the
metric G in (3.1).

Proposition 4.1. Let (M, g) be a Riemannian manifold and TM its tangent bun-
dle with the horizontal lift metric G. Any conformal change g → e2fg on M corre-
sponds the change of the metric G→ (e2f )VG on TM.

Now we can express the proposition below.

Proposition 4.2. Let (M, g) be a Riemannian manifold and TM its tangent bun-
dle with the horizontal lift metric G. If the pair (g, ω) is a Weyl structure on M ,
then the pair (G, ωV ) is a Weyl structure on TM and its Weyl connection is given
by

DXHY H = (DXY − g(X,Y )ξ)H + (Rg(u,X)Y )V ,(4.1)

DXHY V = (∇XY + ω(X)Y )V − g(X,Y )ξH ,

DXV Y H = ω(Y )XV − g(X,Y )ξH ,

DXV Y V = 0,

where D is the Weyl connection on M, Rg is the curvature tensor field of g and ξ
is the dual vector field of ω with respect to g.

Proof. Using the relations (3.2) in (2.1) give the result.

Lemma 4.1. Let M be an m−dimensional manifold (m > 2) endowed with the
Weyl structure (g, ω) and TM its tangent bundle endowed with the Weyl structure
(G,ωV ), where G is the horizontal lift metric. The symmetric part Ric

sym

[G] of the

Ricci tensor field of the Weyl structure (G,ωV ) satisfies the following relations

Ric
sym

[G] (XH , Y H) = 2Ricg(X,Y )− (m− 1)[(∇Xω)Y + (∇Y ω)X](4.2)

+2(m− 1)ω(X)ω(Y ),

Ric
sym

[G] (XV , Y H) = δωg(X,Y ),(4.3)

Ric
sym

[G] (XV , Y V ) = 0,(4.4)

where ∇ is the Levi-Civita connection on M and Ricg is the Ricci tensor field of g.
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Proof. We use the formula (2.3). Since TM is a 2m−dimensional manifold, we have

Ric
sym

[G] (XH , Y H) = RicG(XH , Y H)

+(δ(ωV )− 2(m− 1)G(ξH , ξH))G(XH , Y H)

−(m− 1)[(∇XHωV )Y H + (∇Y HωV )XH ]

+2(m− 1)ωV (XH)ωV (Y H)

= 2(Ricg(X,Y ))V

−(m− 1)[((∇Xω)Y )V + ((∇Y ω)X)V ]

+2(m− 1)[ω(X)ω(Y )]V

= 2Ricg(X,Y )− (m− 1)[(∇Xω)Y + (∇Y ω)X]

+2(m− 1)ω(X)ω(Y ).

By the same way, we obtain (4.3) and (4.4).

Now we give the main results.

Theorem 4.1. Let M be an m−dimensional manifold (m > 2) and TM be its
tangent bundle such that M and TM are endowed with the Weyl structures (g, ω)
and (G,ωV ), respectively. If the following conditions are satisfied, then TM is an
Einstein-Weyl manifold:

(i) (M, g) is flat.

(ii)(∇Xω)Y + (∇Y ω)X = 2ω(X)ω(Y ),∀X,Y ∈ Γ(TM).

Proof. It is known that TM is an Einstein-Weyl manifold if there exists a function
ᾱ such that Ric

sym

[G] = αG(X̃, Ỹ ) for all vector fields X̃, Ỹ on TM.

Assume that (∇Xω)Y + (∇Y ω)X = 2ω(X)ω(Y ), then (2.3) becomes

Ricsym[g] (X,Y ) = Ricg(X,Y ) + (δω − (m− 2) ‖ξ‖ 2)g(X,Y ),(4.5)

∀X,Y ∈ Γ(TM). If we suppose M is flat, i.e. Rg = 0, then the formulas (4.2), (4.3)
and (4.4) reduce to

Ricsym[G] (XH , Y H) = 0,

Ricsym[G] (XV , Y H) = δωg(X,Y ),

Ricsym[G] (XV , Y V ) = 0,∀X,Y ∈ Γ(TM).

These equations show that if ᾱ = (δω)V , then TM is an Einstein-Weyl manifold.
This completes the proof.

Theorem 4.2. Let M be an m−dimensional manifold (m > 2) and TM be its
tangent bundle such that M and TM are endowed with the Weyl structures (g, ω)
and (G,ωV ), respectively. If the following conditions are satisfied, then the triple
(G,ωV , fV ) is a gradient Weyl-Ricci soliton:
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(i) (M, g) is flat.

(ii)

(∇Xω)Y + (∇Y ω)X − 2ω(X)ω(Y ) = Hessgf(X,Y ),∀X,Y ∈ Γ(TM),(4.6)

where Hessgf denotes the Hessian of the function f on M with respect to the metric
g.

Proof. For (G,ωV , fV ) to be a gradient Weyl Ricci soliton, it should satisfy

Ric
sym

[G] +HessGf
V = αG,(4.7)

where ᾱ is a function on TM (see [4]).

For the Hessian of the function fV with respect to G, we get the following
relations by direct computations:

HessGf
V (XH , Y H) = (Hessgf(X,Y ))V ,

HessGf
V (XH , Y V ) = 0,

HessGf
V (XV , Y H) = 0,

HessGf
V (XV , Y V ) = 0,∀X,Y ∈ Γ(TM).

Suppose that (4.6) holds, then from (2.3) we have

Ricsym[g] (X,Y ) = Ricg(X,Y ) + (δω − (m− 2) ‖ξ‖ 2)g(X,Y )(4.8)

− (m− 2)

2(m− 1)
Hessgf(X,Y ),∀X,Y ∈ Γ(TM).

If (M, g) flat, then the formulas (4.2), (4.3) and (4.4) turn into

Ric
sym

[G] (XH , Y H) = −Hessgf(X,Y )

Ric
sym

[G] (XV , Y H) = δωg(X,Y ),

Ric
sym

[G] (XV , Y V ) = 0,∀X,Y ∈ Γ(TM).

So, for ᾱ = (δω)V , TM is a gradient-Weyl Ricci soliton. This completes the
proof.

Acknowledgement

The author would like to thank the referee for her/his valuable suggestions.

REFERENCES

1. M. T. K. Abbassi: g-natural metrics: new horizons in the geometry of tangent bundles
of Riemannian manifolds. Note Mat. 28 (2009), 6–35.



Horizontal lift metric 901

2. M. T. K. Abbassi and M. Sarih: On some hereditary properties of Riemannian g-
natural metrics on tangent bundles of Riemannian manifolds. Differential Geom. Appl.,
22 (2005), no. 1, 19–47.

3. C. L. Bejan and I. Gul: Sasaki metric on the tangent bundle of a Weyl manifold.
Publ. Inst. Math. (N.S.) 103 (2018), 25–32.

4. C. L. Bejan, S. E. Meric and E. Kilic: Gradient Weyl Ricci soliton. Turk J. Math.
44 (2020), 1137–1145.

5. D. Calderbank and H. Pedersen: Einstein-Weyl geometry. Surveys in Dif. Geo. 6
(2001), 387–423.

6. T. Higa: Weyl manifolds and Einstein-Weyl manifolds. Comment. Math. Univ. St.
Pauli 42 (2) (1993), 143–160.

7. O. Kowalski and M. Sekizawa: Natural transformations of Riemannian metrics on
manifolds to metrics on tangent bundles. A classification. Bull. Tokyo Gakuei Univ (4)
40 (1988), 1–29.

8. M. Manev: Tangent bundles with complete lift of the base metric and almost hyper-
complex Hermitian-Norden structure. C. R. Acad. Bulgare Sci. 3 (2014) 313–322.

9. H. Pedersen and K. P. Tod: Three dimensional Einstein-Weyl geometry . Adv.
Math 97 (1) (1993), 74-109.

10. K. Yano and S. Ishihara: Tangent and Cotangent Bundles. Marcel Dekker Inc., New
York (1973).



 



FACTA UNIVERSITATIS (NIŠ)

Ser. Math. Inform. Vol. 36, No 4 (2021), 903–912

https://doi.org/10.22190/FUMI210206067U

Original Scientific Paper

NOTES ON LEFT IDEALS OF SEMIPRIME RINGS WITH
MULTIPLICATIVE GENERALIZED (α, α)− DERIVATIONS
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Abstract. Let R be a 2−torsion free semiprime ring, I a nonzero left ideal of R, α an
automorphism on R and F : R → R a multiplicative (generalized) (α, α)−derivation
of R associated with a multiplicative (α, α)−derivation d. In this note, we will give the
description of commutativity of semiprime rings with help of some identities involving
a multiplicative generalized (α, α)−derivation and a nonzero left ideal of R.
Keywords: Derivations, ideals, semiprime rings.

1. Introduction

Let R will be an associative ring with center Z. For any x, y ∈ R the symbol
[x, y] represents commutator xy−yx and the Jordan product xoy = xy+yx. Recall
that a ring R is prime if for x, y ∈ R, xRy = (0) implies either x = 0 or y = 0 and
R is semiprime if for x ∈ R, xRx = (0) implies x = 0.

An additive mapping d : R → R is called a derivation if d(xy) = d(x)y + xd(y)
holds for all x, y ∈ R. An immediate example of a derivation is the inner derivation
(i.e., a mapping x → [a, x], where a is a fixed element). By the generalized inner
derivation we mean an additive mapping F : R → R such that for fixed elements
a, b ∈ R,F (x) = ax + xb for all x ∈ R. It observed that F satisfies the relation
F (xy) = F (x)y + xI−b(y) for all x, y ∈ R, where I−b(y) = [−b, y] is the inner
derivation of R associated with the element (−b). Motivated by these observations,
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M. Brešar [3] introduced the notion of generalized derivation. Accordingly, a gen-
eralized derivation F : R→ R is an additive mapping which is uniquely determined
by a derivation d such that F (xy) = F (x)y + xd(y), for all x, y ∈ R. Obviously,
every derivation is a generalized derivation. Thus, generalized derivations cover
both the concept of derivations and left multipliers (i.e., an additive mapping such
that F (xy) = F (x)y, for all x, y ∈ R). Generalized derivations have been primarily
studied on operator algebras.

In [4], the notion of multiplicative derivation was introduced by Daif motivated
by Martindale in [13]. d : R → R is called a multiplicative derivation if d(xy) =
d(x)y+xd(y) holds for all x, y ∈ R. These maps are not additive. In [10], Goldman
and Šemrl gave the complete description of these maps. We have R = C[0, 1],
the ring of all continuous (real or complex valued) functions and define a mapping
d : R→ R such as

d(f)(x) =

{
f(x) log |f(x)| , f(x) 6= 0

0, otherwise

}
.

It is clear that d is a multiplicative derivation, but d is not additive.

On the other hand, the notion of multiplicative generalized derivation was ex-
tended by Daif and Tamman El-Sayiad in [6]. F : R → R is called a multi-
plicative generalized derivation if there exists a derivation d : R → R such that
F (xy) = F (x)y+ xd(y), for all x, y ∈ R. Dhara and Ali gave a slight generalization
of this definition taking d is any mapping (not necessarily an additive mapping or
a derivation) in [7]. Hence, one may observe that the concept of multiplicative gen-
eralized derivations includes the concept of derivations, generalized derivations and
the left multipliers.

Over the last several years, a number of authors studied commutativity theo-
rems for prime rings or semiprime rings admitting automorphisms or derivations on
appropriate subsets of R. Herstein proved that if R is a 2−torsion free prime ring
with a nonzero derivation d of R such that [d(x), d(y)] = 0, for all x, y ∈ R, then
R is commutative ring. In [5], Daif and Bell proved that R is semiprime ring, I
is a nonzero ideal of R and d is a derivation of R such that d([x, y]) = ±[x, y], for
all x, y ∈ I, then R contains a nonzero central ideal. Many authors extended these
classical theorems to the class of derivations. (see [1], [2], [8], [9], [11], [12] for a
partial bibliography).

In the present paper, we generalize the concept of multiplicative generalized
derivations to multiplicative generalized (α, α)−derivations. A mapping d : R→ R
(not necessarily additive) is called a multiplicative (α, α)−derivation if there exists
a map α : R → R such that d(xy) = d(x)α(y) + α(x)d(y), for all x, y ∈ R. A
mapping F : R → R (not necessarily additive) is called a multiplicative general-
ized (α, α)−derivation if F (xy) = F (x)α(y) + α(x)d(y), for all x, y ∈ R, where d
is a multiplicative (α, α)−derivation of R. Of course a multiplicative generalized
(1, 1)−derivation where 1 is the identity map on R is a multiplicative generalized
derivation. So, it would be interesting to extend some results concerning these no-
tions to multiplicative generalized (α, α)−derivations. Our aim is to investigate
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some identities with multiplicative generalized (α, α)−derivations on a nonzero left
ideal of semiprime ring R.

2. Results

Throughout the paper, R be a 2−torsion free semiprime ring, I a nonzero
left ideal of R, α an automorphism on R and F a multiplicative (generalized)
(α, α)−derivation of R associated with a multiplicative (α, α)−derivation d. Also,
we will make some extensive use of the basic commutator identities:

i) [x, yz] = y[x, z] + [x, y]z

ii) [xy, z] = [x, z]y + x[y, z]

iii) xyoz = (xoz)y + x[y, z] = x(yoz)− [x, z]y

iv) xoyz = y(xoz) + [x, y]z = (xoy)z − y[z, x]

v) [xy, z]α,α = x [y, z]α,α + [x, α(z)] y = x[y, α(z)] + [x, z]α,α y

vi) [x, yz]α,α = α(y) [x, z]α,α + [x, y]α,α α(z)

vii) (xz ◦ y)α,α = x(z ◦ y)α,α − [x, α(y)]z.

We remind some well known results which will be useful in our proofs:

Fact : Let R be a semiprime ring, then

i) The center of R contains no nonzero nilpotent elements.

ii) If P is a nonzero prime ideal of R and a, b ∈ R such that aRb ⊆ P, then either
a ∈ P or b ∈ P.

iii) The center of a nonzero one sided ideal is contained in the center of R. In
particular, any commutative one sided ideal is contained in the center of R.

Lemma 2.1. [12, Lemma 5] Let R be a 2−torsion-free semiprime ring and I a
nonzero ideal of R. If [I, I] ⊆ Z, then R is a commutative ring.

Theorem 2.1. Let R be a 2−torsion free semiprime ring, I a nonzero left ideal
of R, α an automorphism on R and F : R → R a multiplicative generalized
(α, α)−derivation of R associated with a multiplicative (α, α)−derivation d.

If [d(x), F (y)] = ±α ([x, y]) for all x, y ∈ I, then α (I) [d(x), α (x)] = (0) for all
x ∈ I.

Proof. By the hypothesis, we have

[d(x), F (y)] = ±α ([x, y]) , for all x, y ∈ I.(2.1)
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Replacing xz by x in (2.1) and using this, we get

d(x)[α (z) , F (y)] + [α (x) , F (y)]d(z) = 0, for all x, y, z ∈ I.(2.2)

Replacing zx by x in (2.2), we have

d(z)α (x) [α (z) , F (y)] + α (z) d(x)[α (z) , F (y)]
+α (z) [α (x) , F (y)]d(z) + [α (z) , F (y)]α (x) d(z) = 0.

(2.3)

Left multiplying (2.2) by α (z) , we arrive at

α (z) d(x)[α (z) , F (y)] + α (z) [α (x) , F (y)]d(z) = 0, for all x, y, z ∈ I.(2.4)

Subtracting (2.4) from (2.3), we find that

d(z)α (x) [α (z) , F (y)] + [α (z) , F (y)]α (x) d(z) = 0, ∀x, y, z ∈ I.(2.5)

That is

d(z)α (x) [α (z) , F (y)] = −[α (z) , F (y)]α (x) d(z), ∀x, y, z ∈ I.(2.6)

Replacing x with xα−1 (d(z)) t in this equation, we have

d(z)α (x) d(z)α (t) [α (z) , F (y)] = −[α (z) , F (y)]α (x) d(z)α (t) d(z),
∀x, y, z, t ∈ I.(2.7)

Right multiplying (2.6) by α (t) d(z)α (x) [α (z) , F (y)], we get

d(z)α (x) [α (z) , F (y)]α (t) d(z)α (x) [α (z) , F (y)]
= −[α (z) , F (y)]α (x) d(z)α (t) d(z)α (x) [α (z) , F (y)].

(2.8)

Using (2.7), it yields that

d(z)α (x) [α (z) , F (y)]α (t) d(z)α (x) [α (z) , F (y)]
= d(z)α (x) d(z)α (t) [α (z) , F (y)]α (x) [α (z) , F (y)].

(2.9)

Using (2.5), (2.9) reduces to

d(z)α (x) [α (z) , F (y)]α (t) d(z)α (x) [α (z) , F (y)]
= −d(z)α (x) [α (z) , F (y)]α (t) d(z)α (x) [α (z) , F (y)].

That is

2d(z)α (x) [α (z) , F (y)]α (t) d(z)α (x) [α (z) , F (y)] = 0, for all x, y, z, t ∈ I.

Since R is 2−torsion free semiprime ring, we get

d(z)α (x) [α (z) , F (y)]α (t) d(z)α (x) [α (z) , F (y)] = 0, for all x, y, z, t ∈ I.
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Replacing t with rt, r ∈ R in this equation and left multiplying with α (t) gives that

α (t) d(z)α (x) [α (z) , F (y)]Rα (t) d(z)α (x) [α (z) , F (y)] = (0),
for all x, y, z, t ∈ I, r ∈ R.

Since R is semiprime ring, we have

α (t) d(z)α (x) [α (z) , F (y)] = 0

and so
V d(z)V [α (z) , F (y)] = (0), for all y, z ∈ I.

where α(I) = V is a nonzero left ideal of R.

Let {Pα|α ∈ I} be a family of prime ideals of R such that ∩Pα = (0). We can
say

V d(z) ⊆ Pα or V [α (z) , F (y)] ⊆ Pα
and so

[α (z) , F (y)]V d(z) ⊆ Pα or d(z)V [α (z) , F (y)] ⊆ Pα.

By (2.6), [α (z) , F (y)]V d(z) ⊆ Pα implies that d(z)V [α (z) , F (y)] ⊆ Pα and so,

d(z)V [α (z) , F (y)] ⊆ ∩Pα.

That is
d(z)V [α (z) , F (y)] = (0), for all y, z ∈ I.

Hence we have d(z)α (x) [α (z) , F (y)] = 0 for all x, y, z ∈ I. Replacing y by yz in
this equation and using this, we get

d(z)α (x) [α (z) , α (y) d(z)] = 0, for all x, y, z ∈ I.(2.10)

Left multiplying with α (zy) this equation, we have

α (z)α(y) d(z)α (x) [α (z) , α (y) d(z)] = 0, for all x, y, z ∈ I.(2.11)

Replacing x by zx in (2.10) and left multiplying with α (y) , we obtain that

α(y)d(z)α(z)α (x) [α (z) , α (y) d(z)] = 0, for all x, y, z ∈ I.(2.12)

Subtracting (2.11) from (2.12), we find that

[α (z) , α (y) d(z)]α (x) [α (z) , α (y) d(z)] = 0, for all x, y, z ∈ I

and so

α (x) [α (z) , α (y) d(z)]α(r)α (x) [α (z) , α (y) d(z)] = 0, for all x, y, z ∈ I, r ∈ R.

Since R is a semiprime ring, it follows that α (x) [α (z) , α (y) d(z)] = 0, for all x, y, z
∈ I. Replacing y with α−1 (d(z)) y, we have

α (x) [α (z) , d(z)α (y) d(z)] = 0.(2.13)
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Replacing y by yα−1 (d(z))u in (2.13) and using this, we obtain that

α (x) d(z)α (y) [d(z), α (z)]α (u) d(z) = 0, for all x, y, z, u ∈ I.

This implies that

α (x) [d(z), α (z)]α (y) [d(z), α (z)]α (u) [d(z), α (z)] = 0, for all x, y, z, u ∈ I.

That is (V [d(z), α (z)])3 = (0), for all z ∈ I where α(I) = V is a nonzero left ideal of
R. Since a semiprime ring contains no nonzero nilpotent left ideals, it follows that

V [d(z), α (z)] = (0)

and so
α(I)[d(z), α (z)] = (0), for all z ∈ I.

The proof is completed.

Theorem 2.2. Let R be a 2−torsion free semiprime ring, I a nonzero left ideal
of R, α an automorphism on R and F : R → R a multiplicative generalized
(α, α)−derivation of R associated with a multiplicative (α, α)−derivation d.

If [d(x), F (y)] = ±α (xoy) for all x, y ∈ I, then α (I) [d(x), α (x)] = (0) for all
x ∈ I.

Proof. We assume that

[d(x), F (y)] = ±α (xoy) , for all x, y ∈ I.(2.14)

Replacing x by xz in (2.14) and using this equation, we get

d(x)[α (z) , F (y)] + α (x) [d(z), F (y)] + [α (x) , F (y)]d(z) = ±α (x[z, y]) .(2.15)

Writing zx by x in (2.15), we find that

d(z)α(x)[α (z) , F (y)] + α (z) d(x)[α (z) , F (y)] + α (zx) [d(z), F (y)]
+α (z) [α (x) , F (y)]d(z) + [α (z) , F (y)]α (x) d(z) = ±α (zx[z, y]) .

(2.16)

Left multiplication of (2.15) by α (z) yields that

α (z) d(x)[α (z) , F (y)] + α (z)α (x) [d(z), F (y)]
+α (z) [α (x) , F (y)]d(z) = ±α (z)α (x[z, y]) .

(2.17)

Subtracting (2.17) from (2.16), we have

d(z)α(x)[α (z) , F (y)] + [α (z) , F (y)]α (x) d(z) = 0, for all x, y, z ∈ I.(2.18)

The last expression is the same as the relation (2.5). Using the similar arguments
as used in the Theorem 2.1, we get the required result.
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Similarly, following theorem is straightforward.

Theorem 2.3. Let R be a 2−torsion free semiprime ring, I a nonzero left ideal
of R, α an automorphism on R and F : R → R a multiplicative generalized
(α, α)−derivation of R associated with a multiplicative (α, α)−derivation d.

If [d(x), F (y)] = 0 for all x, y ∈ I, then α (I) [d(x), α (x)] = (0) for all x ∈ I.

Theorem 2.4. Let R be a 2−torsion free semiprime ring, I a nonzero left ideal
of R, α an automorphism on R and F : R → R a multiplicative generalized
(α, α)−derivation of R associated with a multiplicative (α, α)−derivation d.

If g : R→ R is a multiplicative derivation of R such that F ([x, y])±[g(x), g(y)]±
α ([x, y]) = 0 for all x, y ∈ I, then α (I) [g(x), α (x)] = (0) and α (I) [d(x), α (x)] =
(0) for all x ∈ I.

Proof. By the hypothesis, we have

F ([x, y])± [g(x), g(y)]± α ([x, y]) = 0, for all x, y ∈ I.(2.19)

Replacing yx instead of y in (2.19), we get

F ([x, y])α (x) + α ([x, y]) d(x)
+[g(x), g(y)α (x)] + [g(x), α (y) g(x)] + α ([x, y]x) = 0.

(2.20)

Right multiplying (2.19) by α (x), we obtain

F ([x, y])α (x)± [g(x), g(y)]α (x)± α ([x, y])α (x) = 0, for all x, y ∈ I.(2.21)

Now subtracting (2.21) from (2.20), for all x, y ∈ I, we arrive at

α ([x, y]) d(x) + g(y)[g(x), α (x)] + [g(x), α (y) g(x)] = 0.(2.22)

Substituting xy instead of y in (2.22), we obtain

α (x)α ([x, y]) d(x) + g(x)α (y) [g(x), α (x)]
+α (x) g(y)[g(x), α (x)] + α (x) [g(x), α (y) g(x)]
+[g(x), α (x)]α (y) g(x) = 0.

(2.23)

Left multiplying (2.22) by α (x) and then subtracting from (2.23), we find that

g(x)α (y) [g(x), α (x)] + [g(x), α (x)]α (y) g(x) = 0

and so

g(x)α (y) [g(x), α (x)] = −[g(x), α (x)]α (y) g(x), for all x, y ∈ I.(2.24)

Replacing y with yα−1(g(x))t in this equation, we have

g(x)α (y) g (x)α (t) [g(x), α (x)] = −[g(x), α (x)]α (y) g (x)α (t) g(x).(2.25)
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Now right multiplying (2.24) by α (t) g(x)α (y) [g(x), α (x)], for all x, y, t ∈ I, we
get

g(x)α (y) [g(x), α (x)]α (t) g(x)α (y) [g(x), α (x)]
= −[g(x), α (x)]α (y) g(x)α (t) g(x)α (y) [g(x), α (x)].

(2.26)

Using (2.25), this equation gives that

g(x)α (y) [g(x), α (x)]α (t) g(x)α (y) [g(x), α (x)]
= g(x)α (y) g (x)α (t) [g(x), α (x)]α (y) [g(x), α (x)].

(2.27)

Again using (2.24), it reduces to

g(x)α (y) [g(x), α (x)]α (t) g(x)α (y) [g(x), α (x)]
= −g(x)α (y) [g(x), α (x)]α (t) g(x)α (y) [g(x), α (x)].

(2.28)

That is

2g(x)α (y) [g(x), α (x)]α (t) g(x)α (y) [g(x), α (x)] = 0, for all x, y, t ∈ I.

Since R is 2−torsion free semiprime ring, we have

g(x)α (y) [g(x), α (x)]α (t) g(x)α (y) [g(x), α (x)] = 0, for all x, y, t ∈ I.

Writing tr, r ∈ R by t in this equation, we get

g(x)α (y) [g(x), α (x)]α (t)α(r)g(x)α (y) [g(x), α (x)] = 0.

This implies that

α (t) g(x)α (y) [g(x), α (x)]Rα (t) g(x)α (y) [g(x), α (x)] = (0).

By the semiprimeness of R, we get

α (t) g(x)α (y) [g(x), α (x)] = 0

and so
α (y) [g(x), α (x)]Rα (y) [g(x), α (x)] = (0) .

Since R is semiprime ring, we arrive at

α (I) [g(x), α (x)] = (0), for all x ∈ I.(2.29)

Now, replacing y with ry, r ∈ R in (2.22) and using (2.29), we obtain

α (r)α ([x, y]) d(x) + α ([x, r]y) d(x)
+α (r) g(y)[g(x), α (x)] + α (r) [g(x), α (y) g(x)]
+[g(x), α (r)]α (y) g(x) = 0.

(2.30)

Left multiplying (2.22) by α (r) , we get

α (r)α ([x, y]) d(x) + α (r) g(y)[g(x), α (x)] + α (r) [g(x), α (y) g(x)] = 0.



Notes on left ideals of semiprime rings 911

Subtracting this equation from (2.30), we arrive at

α ([x, r]y) d(x) + [g(x), α (r)]α (y) g(x) = 0, for all x, y,∈ I, r ∈ R.(2.31)

Replacing yx by y in (2.31), we get

α ([x, r]yx) d(x) + [g(x), α (r)]α (yx) g(x) = 0, for all x, y,∈ I, r ∈ R.(2.32)

Right multiplying (2.31) by α (x) and subtracting from (2.32), we obtain

α ([x, r]y) [d(x), α(x)] + [g(x), α (r)]α(y)[g(x), α(x)] = 0.

Using α (I) [g(x), α (x)] = (0) in this equation, we find that

α ([x, r]y) [d(x), α (x)] = 0.

By (2.31), we get

[α (x), r]α(y) [d(x), α (x)] = 0, for all x, y ∈ I, r ∈ R.

In particular, [d(x), α (x)]α (y) [d(x), α (x)] = 0,
and so

α (y) [d(x), α (x)]Rα (y) [d(x), α (x)] = (0), for all x, y ∈ I.

By the semiprimeness of R yields that α (I) [d(x), α (x)] = (0) for all x ∈ I. This
completes the proof.

Theorem 2.5. Let R be a 2−torsion free semiprime ring, I a nonzero left ideal
of R, α an automorphism on R and F : R → R a multiplicative generalized
(α, α)−derivation of R associated with a multiplicative (α, α)−derivation d.

If g : R→ R is a multiplicative derivation of R such that F (xoy)± g(x)og(y)±
α (xoy) = 0 for all x, y ∈ I, then α (I) [g(x), α (x)] = (0) and α (I) [d(x), α (x)] = (0)
for all x ∈ I.

Proof. By our hypothesis, we have

F (xoy)± g(x)og(y)± α (xoy) = 0, for all x, y ∈ I.(2.33)

Replacing yx by y in (2.33), we find that

F (xoy)α (x) + α (xoy) d (y) + g(x)o (g(y)α (x) + α (y) g (x))± α (xoy)α (x) = 0

and so

F (xoy)α (x) + α (xoy) d (x) + (g(x)og(y))α (x)
−g (y) [g (x) , α (x)] + (g(x)oα(y)) g (x) + α (xoy)α (x) = 0.

(2.34)

Right multiplying (2.33) by α (x) and subtracting from (2.34), for all x, y ∈ I, we
get

α (xoy) d (x)− g (y) [g (x) , α (x)] + (g(x)oα(y)) g (x) = 0.(2.35)
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Substituting xy instead of y in (2.35), we obtain

α(x)α (xoy) d (x)− α (x) g (y) [g (x) , α (x)]− g (x)α(y)[g (x) , α (x)]
+α (x) (g(x)oα(y)) g (x)− [g (x) , α (x)]α (y) g (x) = 0.

(2.36)

Left multiplying (2.35) by y and subtracting from (2.36), we have

g(x)α (y) [g(x), α (x)] + [g(x), α (x)]α (y) g(x) = 0

and so

g(x)α (y) [g(x), α (x)] = −[g(x), α (x)]α (y) g(x), for all x, y ∈ I.

This equation is same as the relation (2.24). Using the similar arguments, we get
the required result.
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1. Introduction

Y. Imai and K. Iséki introduced two classes of abstract algebras: BCK-algebras
and BCI-algebras ([6], [7]). It is known that the class of BCK-algebras is a proper
subclass of the class of BCI-algebras. J. Neggers and H. S. Kim introduced a new
notion called a B-algebra [12]. C. B. Kim and H. S. Kim [8] introduced a BG-algebra
as a generalization of B-algebra. Then a BG-algebra consists of a non-empty set X
with a binary operation ∗ and a constant 0 satisfying some axioms.
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In 1965, Zadeh introduced the notion of a fuzzy set and fuzzy subset of a set
[22]. As a generalization of this, intuitionistic fuzzy subset was defined by K. T.
Atanassov ([2], [3], [4]) in 1986. In 1971, Rosenfield introduced the concept of
fuzzy sub-group [20]. Ahn and Lee studied fuzzy subalgebra of BG-algebra in [1].
Muthuraj et al. presented fuzzy ideals in BG-algebras in [10]. Also, Muthuraj and
Devi introduced a multi-fuzzy subalgebra of BG-algebras in [11].

Sheffer stroke (or Sheffer operation) was first introduced by H. M. Sheffer [21].
Because any Boolean function or axiom can be expressed by means of only this op-
eration [9], the most important application is to have all diods on the chip forming
processor in a computer, that is, it is enough to produce a single diod for Sheffer
operation. Thus, it is simpler and cheaper than to produce different diods for other
Boolean operations. In addition, it has many algebraic applications in algebraic
structures such as Sheffer stroke BG-algebras [13], interval Sheffer stroke basic al-
gebras [19], Sheffer stroke Hilbert algebras [14] and fuzzy filters [15], filters of strong
Sheffer stroke non-associative MV-algebras [17], (fuzzy) filters of Sheffer stroke BL-
algebras [18], Sheffer stroke UP-algebras [16] and Sheffer operation in ortholattices
[5].

After giving basic definitions and notions about a Sheffer stroke BG-algebra,
an (implicative) ideal of a Sheffer stroke BG-algebra is defined. It is proved that
every implicative ideal of a Sheffer stroke BG-algebra is its ideal. By describ-
ing a fuzzy (implicative) ideal of this algebraic structure, the relationship between
them is shown. After determining a fuzzy sub-implicative ideal of a Sheffer stroke
BG-algebra, it is proved that every fuzzy sub-implicative ideal of a Sheffer stroke
BG-algebra is the fuzzy ideal. An implicative Sheffer stroke BG-algebra is defined
and it is indicated that every fuzzy ideal of a Sheffer stroke BG-algebra is its fuzzy
sub-implicative ideal if the algebraic structure is implicative. Then a medial Shef-
fer stroke BG-algebra is described and it is expressed that every medial Sheffer
stroke BG-algebra is an implicative Sheffer stroke BG-algebra. Morever, a fuzzy
(completely) closed ideal and a fuzzy p-ideal of a Sheffer stroke BG-algebra are
determined and the relationships between them are indicated. It is shown that ev-
ery fuzzy completely closed ideal of an implicative Sheffer stroke BG-algebra is the
fuzzy implicative ideal under one condition. Finally, it is stated that every fuzzy
p-ideal of a Sheffer stroke BG-algebra is the fuzzy implicative ideal if this algebra
equals to the BCA-part.

2. Preliminaries

In this part, we give the basic definitions and notions about a Sheffer stroke and
a BG-algebra.

Definition 2.1. [5] Let A = 〈A, |〉 be a groupoid. The operation | is said to be
Sheffer stroke if it satisfies the following conditions:
(S1) a1|a2 = a2|a1,
(S2) (a1|a1)|(a1|a2) = a1,
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(S3) a1|((a2|a3)|(a2|a3)) = ((a1|a2)|(a1|a2))|a3,
(S4) (a1|((a1|a1)|(a2|a2)))|(a1|((a1|a1)|(a2|a2))) = a1.

Definition 2.2. [13] A Sheffer stroke BG-algebra is an algebra (A, |, 0) of type
(2, 0) such that 0 is the constant in A and the following axioms are satisfied:
(sBG.1) (a1|(a1|a1))|(a1|(a1|a1)) = 0 ,
(sBG.2) (0|(a2|a2))|(a1|(a2|a2))|(a1|(a2|a2)) = a1|a1,
for all a1, a2 ∈ A.

Let A be a Sheffer stroke BG-algebra, unless otherwise is indicated.

Lemma 2.1. [13] Let A be a Sheffer stroke BG-algebra. Then the following fea-
tures hold:

1. (0|0)|(a1|a1) = a1,

2. (a1|(0|0))|(a1|(0|0)) = a1,

3. (a1|(a2|a2))|(a1|(a2|a2)) = (a3|(a2|a2))|(a3|(a2|a2)) implies a1 = a3,

4. (0|(0|(a1|a1))) = a1|a1,

5. If (a1|(a2|a2))|(a1|(a2|a2)) = 0 then a1 = a2,

6. If (0|(a1|a1)) = (0|(a2|a2)) then a1 = a2,

7. (((a1|(0|(a1|a1)))|(a1|(0|(a1|a1))))|(a1|a1)) = a1|a1,

8. (a1|(a1|a1))|(a1|a1) = a1,

for all a1, a2, a3 ∈ A.

3. Some Types Of Fuzzy Ideals

Definition 3.1. Let I be a nonempty subset of a Sheffer stroke BG-algebra. Then
I is called an ideal of A if it satisfies:
(sI1) 0 ∈ I,
(sI2) (a1|(a2|a2))|(a1|(a2|a2)) ∈ I and a2 ∈ I imply a1 ∈ I.

Definition 3.2. A nonempty subset I of a Sheffer stroke BG-algebra A is called
an implicative ideal of A if
(i) 0 ∈ I,
(ii) (((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|

a1))))|(a3|a3)) ∈ I and a3 ∈ I imply a1 ∈ I,
for all a1, a2, a3 ∈ A.
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Proposition 3.1. Every implicative ideal of a Sheffer stroke BG-algebra A is an
ideal of A.

Proof. Let I be an implicative ideal of A. Then 0 ∈ I from Definition 3.2 (i).
Assume that (a1|(a2|a2))|(a1|(a2|a2)) ∈ I and a2 ∈ I. Since
(((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))|(a2|a2))|
(((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))|(a2|a2))
= (((a1|(0|0))|(a1|(0|0)))|(a2|a2))|(((a1|(0|0))|(a1|(0|0)))|(a2|a2))
= (a1|(a2|a2))|(a1|(a2|a2)) ∈ I,
from (S2), (sBG.1) and Lemma 2.1 (2), we obtain from Definition 3.2 (ii) that
a1 ∈ I. Therefore, I is an ideal of A.

Definition 3.3. A fuzzy subset µ of a Sheffer stroke BG-algebra A is called a
fuzzy ideal of A if it satisfies the following conditions:
(i) µ(0) ≥ µ(a1),
(ii) µ(a1) ≥ min{µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2)))},
for all a1, a2 ∈ A.

Lemma 3.1. Let µ be a fuzzy ideal of a Sheffer stroke BG-algebra A. If

a1 ≤ a2 if and only if (a1|(a2|a2))|(a1|(a2|a2)) = 0

holds for all a1, a2 ∈ A, then µ(a1) ≥ µ(a2) if a1 ≤ a2.

Proof. Let a1 ≤ a2. Then (a1|(a2|a2))|(a1|(a2|a2)) = 0. Thus,

µ(a1) ≥ min{µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2)))}

= min{µ(a2), µ(0)}

= µ(a2)

from Definition 3.3 (ii) and (i), respectively.

Lemma 3.2. Let µ be a fuzzy ideal of a Sheffer stroke BG-algebra A. If µ((a1|(a2
|a2))|(a1|(a2|a2))) = µ(0), then µ(a1) ≥ µ(a2), for any a1, a2 ∈ A.

Proof. It is obvious from Definition 3.3.

Definition 3.4. A fuzzy subset µ of a Sheffer stroke BG-algebra A is called a
fuzzy implicative ideal of A if it satisfies:
(i) µ(0) ≥ µ(a1),
(ii) µ(a1) ≥ min{µ(a3), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))

|(a3|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)))},
for all a1, a2, a3 ∈ A.

Proposition 3.2. Every fuzzy implicative ideal of a Sheffer stroke BG-algebra A
is a fuzzy ideal of A.
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Proof. Let µ be a fuzzy implicative ideal of a Sheffer stroke BG-algebra A. Then
µ(0) ≥ µ(a1) from Definition 3.4 (i). Also,

µ(a1) ≥ min{µ(a2), µ((((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))|(a2

|a2))|(((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))|(a2|a2)))}

= min{µ(a2), µ((((a1|(0|0))|(a1|(0|0)))|(a2

|a2))|(((a1|(0|0))|(a1|(0|0)))|(a2|a2)))}

= min{µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2)))}

by Definition 3.4 (ii), (S2), (sBG.1) and Lemma 2.1 (2). Therefore, µ is a fuzzy
ideal of A.

Theorem 3.1. Let µ be a fuzzy subset of a Sheffer stroke BG-algebra A. Then µ
is a fuzzy (implicative) ideal of A if and only if a level subset µx = {a ∈ A : µ(a) ≥
x} 6= Ø of A is an (implicative) ideal of A.

Proof. Let µ be a fuzzy ideal of A and µx 6= Ø. Since it follows from Definition
3.3 (i) that µ(0) ≥ µ(a) ≥ x, for a ∈ µx, we get that 0 ∈ µx. Assume that
a2, (a1|(a2|a2))|(a1|(a2|a2)) ∈ µx. Since µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2))) ≥ x, it is
obtained from Definition 3.3 (ii) that

µ(a1) ≥ min{µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2)))} ≥ x,

which implies that a1 ∈ µx. Thus, µx is an ideal of A. Also, let µ be a fuzzy implica-
tive ideal of A and µx 6= Ø. Suppose that a3, (((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|
(a3|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)) ∈ µx. Since

µ(a3), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3))

|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3))) ≥ x

we have from Definition 3.4 (ii) that

µ(a1) ≥ min{µ(a3), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|

(a3|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)))} ≥ x,

which means that a1 ∈ µx. Hence, µx is an implicative ideal of A.

Conversely, let µx 6= Ø be an ideal of A. Assume that µ(0) < µ(a), for some a ∈
A. If x = (µ(0)+µ(a))/2 ∈ (0, 1], then µ(0) < x < µ(a). So, 0 /∈ µx, which is contra-
diction with (sI1). Thereby, µ(0) ≥ µ(a), for all a ∈ A. Suppose that x1 = µ(a1) <
min{µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2)))} = x2. If If x0 = (x1 + x2)/2 ∈ (0, 1], then
x1 < x0 < x2. Thus, a2, (a1|(a2|a2))|(a1|(a2|a2)) ∈ µx0

but a1 /∈ µx0
, which con-

tradicts with (sI2). Then µ(a1) ≥ min{µ(a2), µ((a1|(a2|a2))|(a1|(a2|a2)))}, for all
a1, a2 ∈ A. Hence, µ is a fuzzy ideal of A. Moreover, let µx 6= Ø be an implicative
ideal of A. Assume that y1 = µ(a1) < min{µ(a3), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|
a1))))|(a3|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)))} = y2. If x∗ = (y1 +
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y2)/2 ∈ (0, 1], then y1 < x∗ < y2. So, a3, (((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|
a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)) ∈ µx

∗ but a1 /∈ µx
∗ , which con-

tradicts with Definition 3.2 (ii). Hence,

µ(a1) ≥ min{µ(a3), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))

|(a3|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)))},

for all a1, a2, a3 ∈ A. Therefore, µ is a fuzzy implicative ideal of A.

Definition 3.5. A fuzzy subset µ of a Sheffer stroke BG-algebra A is called a
fuzzy sub-implicative ideal of A if it satisfies:
(i) µ(0) ≥ µ(a1),
(ii) µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1)))) ≥ min{µ((((a1|(a1|(a2|a2)))|(a1|(a1

|(a2|a2))))|(a3|a3))|(((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a3|a3))), µ(a3)},
for all a1, a2, a3 ∈ A.

Proposition 3.3. Let A be a Sheffer stroke BG-algebra. Then every fuzzy sub-
implicative ideal of A is a fuzzy ideal of A.

Proof. Let µ be a fuzzy sub-implicative ideal of A. Then µ(0) ≥ µ(a1) from Defini-
tion 3.5 (i). We get from (sBG.1), Lemma 2.1 (2), Definition 3.5 (ii) that

µ(a1) = µ((a1|(0|0))|(a1|(0|0)))

= µ((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))

≥ min{µ((((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))|(a3|a3))|

(((a1|(a1|(a1|a1)))|(a1|(a1|(a1|a1))))|(a3|a3))), µ(a3)}

= min{µ((((a1|(0|0))|(a1|(0|0)))|(a3|a3))|

(((a1|(0|0))|(a1|(0|0)))|(a3|a3))), µ(a3)}

= min{µ((a1|(a3|a3))|(a1|(a3|a3))), µ(a3)}.

Therefore, µ is a fuzzy ideal of A.

Theorem 3.2. Let A be a Sheffer stroke BG-algebra and µ be a fuzzy ideal of A.
Then µ is a fuzzy sub-implicative ideal of A if and only if

µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))
≥ µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2)))).

(3.1)

Proof. Let µ be a fuzzy sub-implicative ideal of A. We have from Lemma 2.1 (2)
and Definition 3.5 (ii) that

µ(a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))) ≥ min{µ((((a1|(a1|(a2|a2)))|(a1|(a1|

(a2|a2))))|(0|0))|(((a1 |(a1|(a2|a2)))

|(a1|(a1|(a2|a2))))|(0|0))), µ(0)}

= min{µ(a1|(a1|(a2|a2)))|,

(a1|(a1|(a2|a2)))µ(0)}

= µ(a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))).
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Conversely, since µ is a fuzzy ideal, it follows that
(i) µ(0) ≥ µ(a1),
(ii)

µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1)))) ≥ µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))

≥ min{µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2

|a2))))|(a3|a3))|(((a1|(a1|(a2|a2)))|

(a1|(a1|(a2|a2))))|(a3|a3))), µ(a3)}.

Therefore, µ is a fuzzy sub-implicative ideal of A.

Definition 3.6. A Sheffer stroke BG-algebra is said to be implicative if it satisfies
the condition

a1|(a1|(a2|a2)) = a2|(a2|(a1|a1)),(3.2)

for all a1, a2 ∈ A.

Theorem 3.3. Let A be an implicative Sheffer stroke BG-algebra. Then every
fuzzy ideal of A is a fuzzy sub-implicative ideal of A.

Proof. Let µ be a fuzzy ideal of A. Then
(i) µ(0) ≥ µ(a1),
(ii)

µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))

≥ min{µ((((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a3|a3))|

(((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a3|a3))), µ(a3)}

= min{µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a3|a3))|

(((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a3|a3))), µ(a3)}.

Thereby, µ is a fuzzy sub-implicative ideal of A.

Definition 3.7. A Sheffer stroke BG-algebra A is called medial if

a1|(a1|(a2|a2)) = a2|a2,(3.3)

for all a1, a2 ∈ A.

Lemma 3.3. In a Sheffer stroke BG-algebra A, the following property holds:

((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1)) = a1|(a1|(a2|a2)),

for all a1, a2 ∈ A.
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Proof. It follows from (S1), (S2) and (S3) that

((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1))

= (((a1|(a2|a2))|a1)|((a1|(a2|a2))|a1))|(a2|(a1|a1))

= (a1|(a2|a2))|((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))

=(a1|(a2|a2))|((((a1|a1)|(a1|a1))|(a2|(a1|a1)))|(((a1|a1)|(a1|a1))|(a2|(a1|a1))))

= (a1|(a2|a2))|((((a1|a1)|(a1|a1))|((a1|a1)|a2))|(((a1|a1)|(a1|a1))|((a1|a1)|a2)))

= (a1|(a2|a2))|((a1|a1)|(a1|a1))

= a1|(a1|(a2|a2)).

Theorem 3.4. Every fuzzy ideal of a medial Sheffer stroke BG-algebra A is a fuzzy
sub-implicative ideal of A.

Proof. Let µ be a fuzzy ideal of a medial Sheffer stroke BG-algebra A. It is obtained
from (S2), Definition 3.3, Definition 3.7 and Lemma 3.3 that
(i) µ(0) ≥ µ(a1),
(ii)

µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))

= µ(a1)

≥ min{µ((a1|(a3|a3))|(a1|(a3|a3))), µ(a3)}

= min{µ((((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a3|a3))|

(((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a3|a3))), µ(a3)}

= min{µ(((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1)))|

(((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1)))|(a3|a3))|

((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1)))|(((a1|(a1

|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1)))|(a3|a3))), µ(a3)}

= min{µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a3|a3))|

(((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a3|a3))), µ(a3)}.

Hence, µ is a fuzzy sub-implicative ideal of A.

Theorem 3.5. Let A be a Sheffer stroke BG-algebra satisfying

µ((a2|(a3|a3))|(a2|(a3|a3))) ≥ µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|
a2))))|(a3|a3))|(((a1|(a1|(a2|a2)))
|(a1|(a1|(a2|a2))))|(a3|a3))),

(3.4)

for all a1, a2, a3 ∈ A. Then every fuzzy ideal of A is a fuzzy sub-implicative ideal
of A.
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Proof. It is obtained from the inequality (3.3), (S2) and Lemma 3.3 that

µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1)))) ≥ µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))

|(a2|(a1|a1)))|(((a1|(a1|(a2|a2)))|

(a1|(a1|(a2|a2))))|(a2|(a1|a1))))

= µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2)))).

Thus, µ is a fuzzy sub-implicative ideal of A by Theorem 3.2.

Theorem 3.6. Every medial Sheffer stroke BG-algebra is an implicative Sheffer
stroke BG-algebra.

Proof. Let A be a medial Sheffer stroke BG-algebra. Then it follows from Lemma
3.3, Definition 3.7 and (S2) that

a1|(a1|(a2|a2)) = ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(a2|(a1|a1))

= ((a2|a2)|(a2|a2))|(a2|(a1|a1))

= a2|(a2|(a1|a1)).

Therefore, A is an implicative Sheffer stroke BG-algebra.

Theorem 3.7. Let µ be a fuzzy ideal of a Sheffer stroke BG-algebra A. Then µ
is a fuzzy implicative ideal of A if and only if µ satisfies the following condition:

µ(a1) ≥ µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1)))),(3.5)

for all a1, a2 ∈ A.

Proof. (⇒) Let µ be a fuzzy implicative ideal of A. Then we get from Lemma 2.1
(2) that

µ(a1) ≥ min{µ(0), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(0

|0))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(0|0)))}

= min{µ(0), µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))}

= µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1)))),

for all a1, a2 ∈ A.

(⇐) Let µ be a fuzzy ideal of A satisfying the inequality (3.4). Then it is clear
that µ(0) ≥ µ(a1), for all a1 ∈ A. Since

µ(a1) ≥ µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))

≥ min{µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3))|

(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3))), µ(a3)},

for all a1, a2, a3 ∈ A, we have that µ is a fuzzy implicative ideal of A.
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Theorem 3.8. Let A be a medial Sheffer stroke BG-algebra satisfying

µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))
≥ µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1)))),

(3.6)

for all a1, a2 ∈ A. Then every fuzzy sub-implicative ideal of A is a fuzzy implicative
ideal of A.

Proof. Let µ be a fuzzy sub-implicative ideal of a medial Sheffer stroke BG-algebraA
satisfying the inequality (3.5). Then we obtain from Definition 3.7, (S2), Definition
3.5, Lemma 2.1 (2) and the inequality (3.5) that

µ(a1) = µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))

≥ min{µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(0|0))

|(((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))|(0|0))), µ(0)}

= min{µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2)))), µ(0)}

= µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))

≥ µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1)))).

Thus, µ is a fuzzy implicative ideal of A by Theorem 3.7.

Theorem 3.9. Let A be an implicative Sheffer stroke BG-algebra. Then every
fuzzy implicative ideal of A is a fuzzy sub-implicative ideal of A.

Proof. Let µ be a fuzzy implicative ideal of an implicative Sheffer stroke BG-algebra
A. Then µ is a fuzzy ideal of A by Proposition 3.2. So, it is obvious that µ(0) ≥
µ(a1), for all a1 ∈ A. Thus, it follows from Definition 3.6 and Definition 3.3 (ii)
that

µ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1)))) = µ((a1|(a1|(a2|a2)))|(a1|(a1|(a2|a2))))

≥ min{µ((((a1|(a1|(a2|a2)))|(a1|(a1|(a2

|a2))))|(a3|a3))|(((a1|(a1|(a2|a2)))

|(a1|(a1|(a2|a2))))|(a3|a3))), µ(a3)},

for all a1, a2, a3 ∈ A. Hence, µ is a fuzzy sub-implicative ideal of A.

Corollary 3.1. Let A be a medial Sheffer stroke BG-algebra. Then every fuzzy
implicative ideal of A is a fuzzy sub-implicative ideal of A.

Definition 3.8. A fuzzy ideal µ of a Sheffer stroke BG-algebra A is said to be
fuzzy closed if

µ((0|(a1|a1))|(0|(a1|a1))) ≥ µ(a1),(3.7)

for all a1 ∈ A.
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Definition 3.9. Let µ be a fuzzy ideal of a Sheffer stroke BG-algebra A. Then µ
is called a fuzzy completely closed ideal of A if

µ((a1|(a2|a2))|(a1|(a2|a2))) ≥ min{µ(a1), µ(a2)},

for all a1, a2 ∈ A.

Theorem 3.10. Let A be a Sheffer stroke BG-algebra satisfying

((((a1|(a2|a2))|(a1|(a2|a2)))|(a1|(a3|a3)))|(((a1|(a2|
a2))|(a1|(a2|a2)))|(a1|(a3|a3))))|(a3|(a2|a2)) = 0|0,

(3.8)

for all a1, a2, a3 ∈ A. Then A is implicative if and only if every fuzzy closed ideal
of A is a fuzzy implicative ideal of A.

Proof. Let A be a Sheffer stroke BG-algebra satisfying the equation (3.8).

(⇒) Assume that A is implicative and µ is a fuzzy closed ideal of A. Then µ is
a fuzzy ideal of A. Thus,
(i) µ(0) ≥ µ(a1).
(ii)

µ(a1) ≥ min{µ(a3), µ((a1|(a3|a3))|(a1|(a3|a3)))}

= min{µ(a3), µ(((((a1|a1)|(a1|a1))|((a1|a1)|a2))|(a3

|a3))|((((a1|a1)|(a1|a1))|((a1|a1)|a2))|(a3|a3)))}

= min{µ(a3), µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3

|a3))|(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(a3|a3)))},

which means that µ is a fuzzy implicative ideal of A.

(⇐) Suppose that every fuzzy closed ideal of A is a fuzzy implicative ideal of A.
So, it follows from the equation (3.8), (S1)-(S2) and Lemma 2.1 (5) that a3|(a2|a2) =
(a1|(a3|a3))|((a1|(a2|a2))|(a1|(a2|a2))). Since a3|(a2|a2) = (a1|(a3|a3))|((a1|(a2|a2))
|(a1|(a2|a2))) = ((a1|(a1|(a3|a3)))|(a1|(a1|(a3|a3))))|(a2|a2) from (S1) and (S3), it is
obtained from (S2) and Lemma 2.1 (3) that a3 = (a1|(a1|(a3|a3)))|(a1|(a1|(a3|a3))).
Thus, we get from (S1)-(S3) and Lemma 2.1 (8) that

a1|(a1|(a2|a2)) = ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(((a2

|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a2|a2))

= ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a2|(((a2

|a2)|(a2|(a1|a1)))|((a2|a2)|(a2|(a1|a1)))))

= ((a2|(a2|(a1|a1)))|(a2|(a2|(a1|a1))))|(a2|(a2|a2))

= (((a2|(a2|a2))|((a2|a2)|(a2|a2)))|((a2|

(a2|a2))|((a2|a2)|(a2|a2))))|(a2|(a1|a1))

= a2|(a2|(a1|a1)),

for all a1, a2 ∈ A, which means that A is implicative.
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Proposition 3.4. Let A be an implicative Sheffer stroke BG-algebra satisfying the
equation (3.8). Then every fuzzy completely closed ideal of A is a fuzzy implicative
ideal of A.

Proof. Let µ be a fuzzy completely closed ideal of an implicative Sheffer stroke
BG-algebra A. Then µ is a fuzzy ideal of A. Since µ((0|(a2|a2))|(0|(a2|a2))) ≥
min{µ(0), µ(a2)} = µ(a2), it is obtained that µ is a fuzzy closed ideal of A. There-
fore, µ is a fuzzy implicative ideal of A from Theorem 3.10.

Corollary 3.2. Let A be a medial Sheffer stroke BG-algebra satisfying the equation
(3.8). Then every fuzzy completely closed ideal of A is a fuzzy implicative ideal of
A.

Definition 3.10. A fuzzy set µ of a Sheffer stroke BG-algebra A is called a fuzzy
p-ideal of A if it satisfies:
(i) µ(0) ≥ µ(a1),
(ii) µ(a1) ≥ min{µ((((a1|(a3|a3))|(a1|(a3|a3)))|(a2|(a3|

a3)))|(((a1|(a3|a3))|(a1|(a3|a3)))|(a2|(a3|a3)))), µ(a2)},
for all a1, a2, a3 ∈ A.

Definition 3.11. Let A be a Sheffer stroke BG-algebra. Then the set A+ = {a1 ∈
A : (0|(a1|a1))|(0|(a1|a1)) = 0} is called the BCA-part of A.

Theorem 3.11. Let A = A+ be a Sheffer stroke BG-algebra. Then every fuzzy
p-ideal of A is a fuzzy implicative ideal of A.

Proof. Let µ be a fuzzy p-ideal of A. Since

µ(a1) ≥ min{µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(0|(a2|(a1|a1))))|

(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(0|(a2|(a1|a1))))), µ(0)}

= min{µ((((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(0|0))|

(((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1))))|(0|0))), µ(0)}

= min{µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1)))), µ(0)}

= µ((a1|(a2|(a1|a1)))|(a1|(a2|(a1|a1)))),

from Definition 3.10 (i)-(ii), (S2) and Lemma 2.1 (2), it follows from Theorem 3.7
that µ is a fuzzy implicative ideal of A.

4. Conclusion

In this study, we introduce a fuzzy ideal, a fuzzy implicative ideal, a fuzzy sub-
implicative ideal, a fuzzy (completely) closed ideal and a fuzzy p-ideal of a Sheffer
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Fig. 3.1: Diagram of some types of fuzzy ideals

stroke BG-algebra and investigate some properties. After giving basic definitions
and notions about a Sheffer stroke BG-algebra, we define an (implicative) ideal of a
Sheffer stroke BG-algebra and prove that every implicative ideal of a Sheffer stroke
BG-algebra is the ideal. Also, we determine a fuzzy ideal, a fuzzy implicative ideal
and a fuzzy sub-implicative ideal on this algebraic structure. Besides, we construct
an (implicative) ideal of a Sheffer stroke BG-algebra by means of its fuzzy (implica-
tive) ideal and vice versa. It is shown that every fuzzy ((sub-)implicative) ideal of a
Sheffer stroke BG-algebra is its fuzzy ideal. Besides, we examine the cases which the
inverses hold. Morever, we describe an implicative Sheffer stroke BG-algebra and a
medial Sheffer stroke BG-algebra and indicate that every medial Sheffer stroke BG-
algebra is an implicative Sheffer stroke BG-algebra. It is demonstrated that every
fuzzy ideal of an implicative (or medial) Sheffer stroke BG-algebra is the fuzzy sub-
implicative ideal. It is indicated that every fuzzy sub-implicative ideal of a Sheffer
stroke BG-algebra is the fuzzy implicative ideal when the algebra is a medial Sheffer
stroke BG-algebra with a special condition, and every fuzzy implicative ideal of an
implicative (or medial) Sheffer stroke BG-algebra is its fuzzy sub-implicative ideal.
Finally, a fuzzy (completely) closed ideal and a fuzzy p-ideal of this algebraic struc-
ture are determined and the relationship between them are examined. By BCA-part
of a Sheffer stroke BG-algebra, we prove that every fuzzy p-ideal of a Sheffer stroke
BG-algebra is its fuzzy implicative ideal when the algebraic structure equals to the
BCA-part.
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6. K. Iséki and S. Tanaka: An introduction to the theory of BCK-algebras. Mathematica
Japonica 23 (1978), 1–26.
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