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Original Scientific Paper

Abstract. This paper aims to investigate a class for nonlocal fractional boundary
value problem on an infinite interval due to its importance in provide a powerful tool
for mathematical modeling of complex phenomena in science. New existence results
are acquired for the given problem by using the Krasnosel’skii’s fixed point theorem.
Moreover, sufficient conditions are obtained as well as a modified compactness crite-
rion that guarantees the existence of at least one solution. In addition, an illustrative
example is given in the final part of the paper.
Keywords: Boundary value problem, infinite interval, fractional differential equation,
nonlocal condition, fixed point theorem.

1. Introduction

Fractional calculus is a generalization of classical integer-order calculus and has
been studied for more than for several years ago. Unlike integer-order derivatives,
the fractional differential equations provide a powerful tool for mathematical mod-
eling of complex phenomena in science, engineering practice and processes in the
fields of physics, chemistry, electrical circuits, biology, and so on.

This is the main advantage of fractional differential equations in comparison with
classical integer-order models. Further, the concept of nonlocal boundary conditions
has been introduced to extend the study of classical boundary value problems. This
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2 A. Ghendir Aoun

notion is more precise for describing natural phenomena than the classical notion
because additional information is taken into account.

Recently, several papers have studied questions of existence of solutions for some
classes of bvps for fractional differential equations on finite intervals, see, e g.,
[2, 3, 4, 5, 8, 9, 11, 18, 19] and references therein. Different methods have been
employed. However, research works on the existence of multiple solutions for frac-
tional differential equations with nonlocal boundary condition on infinite intervals
are few, we refer to [6, 7, 12, 15, 16, 17] and references therein.

In this paper, we will consider the boundary value problem (bvp for short){
Dα

0+u(t) = f(t, u(t), Dα−1
0+ u(t), Dα−2

0+ u(t)), t ∈ (0,+∞),
u(0) = 0 = Dα−2

0+ u(0) = 0, lim
t→+∞

Dα−1
0+ u(t) = N(u),(1.1)

where 2 < α ≤ 3 and f : [0,+∞)×R×R×R → R, N : Y → R are given functions
such that Y is a suitable Banach space. Dα

0+ refers to the standard Riemann-
Liouville fractional derivative and Iα0+ is the standard Riemann-Liouville fractional
integral.

By using the famous Leray-Schauder Nonlinear Alternative theorem, Y. Gholami
[6] obtained an unbounded solution for the following multi-point bvp in unbounded
interval  Dα

0+u(t) + a(t)f(t, u(t), u′(t)) = 0, t ∈ (0,+∞),

u(0) = u′(0) = 0, lim
t→+∞

Dα−1
0+ u(t) =

m∑
i=1

βiD
α−1
0+ u(ξi),

where 2 < α < 3, f ∈ C([0,+∞) × R × R,R), a ∈ C([0,+∞), [0,+∞)), 0 < ξ1 <

ξ2 < . . . < ξm < +∞, βi ∈ R with
m∑
i=1

βi < 1.

In [15], Shen, Zhou and Yang established the existence of positive solutions for the
bvp 

Dα
0+u(t) + f(t, u(t), Dα−1

0+ u(t)) = 0, t ∈ (0,+∞),

u(0) = 0, u′(0) = 0, Dα−1
0+ u(+∞) =

m−2∑
i=1

βiu(ξi),

where 2 < α ≤ 3, f ∈ C([0,+∞) × R × R,R) and Γ(α) −
m−2∑
i=1

βiξ
α−1
i ̸= 0. with a

suitable growth condition imposed on the nonlinear term. By using Schauder fixed
point theorem, they proved the existence of at least one solution.
Ghanbari, Gholami [7] discussed the existence and multiplicity of positive solutions
for a m-point nonlinear fractional bvp on an infinite interval

Dα
0+u(t) + λa(t)f(t, u(t)) = 0, t ∈ (0,+∞),

u(0) + u′(0) = 0, lim
t→+∞

Dα−1
0+ u(t) =

m−2∑
i=1

βiu
′(ξi),
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where 2 < α < 3, f ∈ C([0,+∞) × [0,+∞), [0,+∞)), a ∈ C([0,+∞), [0,+∞)), λ
is a positive parameter and 0 < ξ1 < ξ2 < . . . < ξm−2 < +∞, βi ∈ [0,+∞) with

0 <
m−2∑
i=1

(α− 1)βiξ
α−1
i < Γ(α).

Motivated by the above works and by recent studies of nonlocal boundary value
problems of fractional order, we consider a more general problem of fractional dif-
ferential equations of arbitrary order with nonlocal boundary conditions. Precisely,
we investigate the problem (1.1).

The advantage of using nonlocal conditions is that measurements at more places
can be incorporated to get better models, in which N is a mapping defined on a
proposed space consisting of certain functions which represent the solutions to the
problem proposed in this paper. Then we give a model of the function g in the form
of a linear combination of the solution at some points in the example proposed in
this paper to confirm our results.

The work presented in this paper is a continuation of previous works and is
concerned with a bvp of fractional order set on the half-axis. The main difficulty
in treating this class of the fractional differential equations is the possible lack of
compactness due to the infinite interval. In order to overcome these difficulties,
we use a special Banach space in which similar inequalities as finite interval can
be established. The main tool used in this paper is Krasnosel’skii’ s fixed point
theorem (nonlinear alternative). Under a compactness criterion, the existence of
solutions is established.

The plan of the paper is as follows. In Section 2, we outline some basic concepts
of fractional calculus. We prove some technical lemmas which are needed later in
Section 3. Section 4 is devoted to our main existence results. In Section 5, an
example of applications is supplied to illustrate our theoretical results.

2. Preliminaries

We start with some definitions and lemmas on the fractional calculus (see [10],
[13]).
One of the basic tools of the fractional calculus is the Gamma function which extends
the factorial to positive real numbers (and even complex numbers with positive real
parts).

Definition 2.1. For α > 0, the Euler Gamma function is defined by

Γ(α) =

∫ +∞

0

tα−1e−tdt.

Proposition 2.1. Let α > 0, p > 0, q > 0 and n a positive integer. Then

Γ(α+ 1) = αΓ(α), Γ

(
n+

1

2

)
=

√
πΓ(2n+ 1)

22nΓ(n+ 1)
, B(p, q) =

Γ(p)Γ(q)

Γ(p+ q)
.
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Hence
Γ(α+ n) = α(α+ 1)(α+ 2) . . . (α+ n− 1)Γ(α).

In particular

Γ(1) =

∫ +∞

0

e−tdt = 1, Γ

(
1

2

)
=

√
π,

Γ(n+ 1) = n!, Γ

(
n+

1

2

)
=

√
π(2n)!

22nn!
.

Definition 2.2. The fractional integral of order α > 0 for function h is defined by

Iα0+h(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds,

provided the right hand side is point-wise defined on (0,+∞).

Definition 2.3. For a given function h defined on the interval [0,+∞), the Riemann-
Liouville fractional derivative of order α > 0 is defined by

Dα
0+h(t) =

(
d

dt

)n

In−α
0+ h(t) =

1

Γ(n− α)

(
d

dt

)n ∫ t

0

h(s)

(t− s)α−n+1
ds,

where n = [α] + 1.

Lemma 2.1. ([10]) Let α > 0, then

Iα0+D
α
0+u(t) = u(t) + c1t

α−1 + c2t
α−2 + ...+ cnt

α−n,

for some ci ∈ R, i = 1, 2, ..., n, n = [α] + 1.

Proposition 2.2. [13] The following composition relations hold:
(a) Dα

0+I
α
0+h(t) = h(t), α > 0, h ∈ L1[0,+∞).

(b) Dα
0+I

γ
0+h(t) = Iγ−α

0+ h(t), γ > α > 0, h ∈ L1[0,+∞).

(c) Iα0+I
γ
0+h(t) = Iα+γ

0+ h(t), α > 0, γ > 0, h ∈ L1[0,+∞).

(d) Dα
0+t

λ = Γ(λ+1)
Γ(λ−α+1) t

λ−α, for λ > −1, in particular for Dα
0+t

α−m = 0,

m = 1, 2, . . . , N, where N is the smallest integer greater than or equal to α.

(e) Iα0+t
λ = Γ(λ+1)

Γ(α+λ+1) t
α+λ, α > 0, λ > −1.

The following result is needed to prove our main existence result. This is a nonlinear
alternative for Krasnosel’skii’ s fixed point theorem [1].

Theorem 2.1. ([1]) Let U be an open set in a closed, convex set C of a Banach
space E. Assume 0 ∈ U , T (U) bounded and T : U → C is given by T = T1 + T2,
where
T1 : U → E is continuous and completely continuous and T2 : U → E is contraction
(i.e., there exists a constant 0 < l < 1, such that ∥T2(x) − T2(y)∥ ⩽ l∥x − y∥, for
all x, y ∈ U). Then either,
(a) T has a fixed point in U , or
(b) There is a point u ∈ ∂U and λ ∈ (0, 1) with u = λT (u).
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3. Related Lemmas

Consider the Banach spaces X, Y defined by

X =

{
u ∈ C([0, +∞),R), sup

t≥0

|u(t)|
1 + tα−1

< +∞
}

with the norm

∥u∥X = sup
t≥0

|u(t)|
1 + tα−1

and

Y =

{
u ∈ X, Dα−2

0+ u, Dα−1
0+ u ∈ C([0, +∞),R),

sup
t≥0

|Dα−2
0+ u(t)|
1 + t

< +∞, sup
t≥0

|Dα−1
0+ u(t)| < +∞

}
with the norm

∥u∥Y = max

{
sup
t≥0

|u(t)|
1 + tα−1

, sup
t≥0

|Dα−2
0+ u(t)|
1 + t

, sup
t≥0

|Dα−1
0+ u(t)|

}
.

Now, we list some conditions in this paper for convenience:
(H1) The function f : [0,+∞)×R×R×R → R is Carathéodory, i.e., f(t, u, v, w) is
Lebesgue measurable in t for all (u, v, w) ∈ R3, and continuous in (u, v, w) for a.e.
t ∈ [0,+∞).
(H2) There exist nonnegative functions (1 + tα−1)φ(t), ψ(t), (1 + t)µ(t), ϕ(t) ∈
L1[0, +∞) such that
|f(t, x, y, z)| ⩽ φ(t)|x|+ψ(t)|y|+µ(t)|z|+ ϕ(t) for all x, y, z ∈ R and t ∈ [0,+∞).
(H3) There exists a positive constant l such that 0 < l < Γ(α) and

|N(u)−N(v)| ⩽ l

Γ(α)
∥u− v∥Y for all u, v ∈ Y.

(H4) N(0) = 0.
(H5) There exists ρ > 0 such that

ρ > 2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)
.

Lemma 3.1. Let h ∈ L1[0,+∞), then the bvp{
Dα

0+u(t) = h(t), t ∈ (0,+∞),
u(0) = Dα−2

0+ u(0) = 0, lim
t→+∞

Dα−1
0+ u(t) = N(u),(3.1)

has a unique solution given by

u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds− tα−1

Γ(α)

∫ +∞

0

h(s)ds+
tα−1

Γ(α)
g(u).
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Proof. By Lemma 2.1 and from Dα
0+u(t) = h(t), we have

u(t) = Iα0+h(t) + c1t
α−1 + c2t

α−2 + c3t
α−3, for some constants c1, c2, c3 ∈ R.

So the solution of (3.1) can be written as

u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds+ c1t
α−1 + c2t

α−2 + c3t
α−3.

From u(0) = 0 we get

tα−3
(
c1t

2 + c2t+ c3
)
= 0,

we known that c3 = 0.
On the other hand, we have

Dα−2
0+ u(t) = Dα−2

0+ Iα0+h(t) + c1Γ(α)t+ c2Γ(α− 1)

= I20+h(t) + c1Γ(α)t+ c2Γ(α− 1)

=

∫ t

0

(t− s)h(s)ds+ c1Γ(α)t+ c2Γ(α− 1).

From Dα−2
0+ u(0) = 0 we known that c2 = 0.

Moreover

Dα−1
0+ u(t) = Dα−1

0+ Iα0+h(t) + c1Γ(α)

= I10+h(t) + c1Γ(α)

=

∫ t

0

h(s)ds+ c1Γ(α).

From lim
t→+∞

Dα−1
0+ u(t) = N(u), we get c1 = 1

Γ(α)N(u)− 1
Γ(α)

∫ +∞
0

h(s)ds.

Therefore, the unique solution of fractional bvp (3.1) is

u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds− tα−1

Γ(α)

∫ +∞

0

h(s)ds+
tα−1

Γ(α)
N(u).

Now, define the following operators T1, T2, T on Y by

(T1u)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds− tα−1

Γ(α)

∫ +∞

0

h(s)ds,

(T2u)(t) =
tα−1

Γ(α)
N(u),

(Tu)(t) = (T1u)(t) + (T2u)(t).

Bvp (1.1) has a solution u if and only if u solves the operator equation u = Tu.
We will prove the existence of a fixed point of T . For this we verify that the operator
T satisfies all conditions of Theorem 2.1.
Since the Arzela-Ascoli theorem fails to work in the space Y , we need a modified
compactness criterion to prove T1 is compact.
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Lemma 3.2. ([14]) Let Z = {u ∈ Y, ∥u∥Y < l} such that l > 0, Z1 = { u(t)
1+tα−1 , u ∈

Z},

Z2 = {Dα−1
0+ u(t), u ∈ Z} and Z3 =

{
Dα−2

0+
u(t)

1+t , u ∈ Z

}
. Then Z is relatively com-

pact on Y if Z1, Z2 and Z3 are equicontinuous on any compact intervals of [0,+∞)
and are equiconvergent at infinity.

Definition 3.1. Z1, Z2 and Z3 are called equiconvergent at infinity if and only if
for all ε > 0, there exists δ = δ(ε) > 0 such that∣∣∣∣ u(t1)

1 + tα−1
1

− u(t2)

1 + tα−1
2

∣∣∣∣ < ε,
∣∣Dα−1

0+ u(t1)−Dα−1
0+ u(t2)

∣∣ < ε and∣∣∣∣∣Dα−2
0+ u(t1)

1 + t1
−
Dα−2

0+ u(t2)

1 + t2

∣∣∣∣∣ < ε,

for any t1, t2 > δ and u ∈ Z.

Let Ωr = {u ∈ Y, ∥u∥Y < r}, (r > 0) be the open ball of radius r in Y .

Lemma 3.3. If (H1)− (H4) hold, then T (Ωr) is a bounded set.

Proof. We have

sup
t≥0

∣∣∣∣ (Tu)(t)1 + tα−1

∣∣∣∣
⩽

1

Γ(α)

(∫ t

0

(t− s)α−1

1 + tα−1
|f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))|ds

+
tα−1

1 + tα−1

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+
tα−1

1 + tα−1
|N(u)|

)
⩽

1

Γ(α)

(
2

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds+
lr

Γ(α)

)
.

In addition

sup
t≥0

∣∣Dα−1
0+ Tu(t)

∣∣
⩽ 2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds+ |N(u)|

⩽ 2

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds+
lr

Γ(α)
.
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Also

sup
t≥0

∣∣∣∣∣Dα−2
0+ Tu(t)

1 + t

∣∣∣∣∣
⩽ 2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds+ |N(u)|

⩽ 2

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds+
lr

Γ(α)
.

So

∥Tu∥Y < +∞, for u ∈ Ωr.

Lemma 3.4. If (H1), (H2) hold, then T1 : Ωr → Y is completely continuous.

Proof. We firstly verify that the set T1(Ωr) is bounded.
By definition of the operator T1 we have that, for any u ∈ Ωr,∣∣∣∣ (T1u)(t)1 + tα−1

∣∣∣∣ ⩽
1

Γ(α)

(∫ t

0

(t− s)α−1

1 + tα−1
|f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))|ds

+
tα−1

1 + tα−1

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds
)

⩽
2

Γ(α)

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds.

In addition∣∣Dα−1
0+ T1u(t)

∣∣ ⩽ 2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽ 2

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds.

Also∣∣∣∣∣Dα−2
0+ T1u(t)

1 + t

∣∣∣∣∣ ⩽ 2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽ 2

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds.

Hence

∥T1u∥Y ⩽ 2

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds, for u ∈ Ωr.
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Now, we divide the proof into three steps.
- Step 1: We show that T1 is continuous.
Let un → u as n→ +∞ in Ωr, we have∣∣∣∣ (T1un)(t)1 + tα−1

− (T1u)(t)

1 + tα−1

∣∣∣∣
⩽

2

Γ(α)

∫ +∞

0

|f(s, un(s), Dα−1
0+ un(s), D

α−2
0+ un(s))

−f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽
2

Γ(α)

∫ +∞

0

|f(s, un(s), Dα−1
0+ un(s), D

α−2
0+ un(s))|ds

+
2

Γ(α)

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽
2

Γ(α)

∫ +∞

0

(∥un∥Y ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

+
2

Γ(α)

∫ +∞

0

(∥u∥Y ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds.

So ∣∣∣∣ (T1un)(t)1 + tα−1
− (T1u)(t)

1 + tα−1

∣∣∣∣
⩽

4

Γ(α)

(∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

)
.

Using the continuity of f , we obtain that

|f(s, un(s), Dα−1
0+ un(s), D

α−2
0+ un(s))− f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))| → 0, as n→ +∞,

which implies

∥T1un − T1u∥X = sup
t≥0

∣∣∣∣ (T1un)(t)1 + tα−1
− (T1u)(t)

1 + tα−1

∣∣∣∣→ 0,

uniformly as n→ +∞.
Moreover ∣∣Dα−1

0+ T1un(t)−Dα−1
0+ T1u(t)

∣∣
⩽ 2

∫ +∞

0

|f(s, un(s), Dα−1
0+ un(s), D

α−2
0+ un(s))

−f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽ 4

(∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

)
.
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Also ∣∣∣∣∣Dα−2
0+ T1un(t)

1 + t
−
Dα−2

0+ T1u(t)

1 + t

∣∣∣∣∣
⩽ 2

∫ +∞

0

|f(s, un(s), Dα−1
0+ un(s), D

α−2
0+ un(s))

−f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽ 4

(∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

)
.

Using again the continuity of f , we get

sup
t≥0

∣∣Dα−1
0+ T1un(t)−Dα−1

0+ T1u(t)
∣∣→ 0, sup

t≥0

∣∣∣∣∣Dα−2
0+ T1un(t)

1 + t
−
Dα−2

0+ T1u(t)

1 + t

∣∣∣∣∣→ 0,

uniformly as n→ +∞.
We conclude

∥T1un − T1u∥Y → 0, uniformly as n→ +∞, as claimed.

- Step 2: We show that T1 : Ωr → X is relatively compact.
According to the above T1(Ωr) is uniformly bounded. We show that functions from{

T1Ωr

1+tα

}
and functions from {Dα−1

0+ T1Ωr} and from

{
Dα−2

0+
T1Ωr

1+t

}
are equicontinuous

on any compact intervals of [0,+∞).
Let I ⊂ [0,+∞) be a compact interval, then for any t1, t2 ∈ I such that t1 < t2,
and for u ∈ Ωr, we have∣∣∣∣ (T1u)(t1)1 + tα−1

1

− (T1u)(t2)

1 + tα−1
2

∣∣∣∣
=

1

Γ(α)

∣∣∣∣∫ t1

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ +∞

0

tα−1
1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ t2

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

+

∫ +∞

0

tα−1
2

1 + tα−1
2

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣
⩽

1

Γ(α)

(∣∣∣∣∫ t1

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ t2

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣



Nonlocal BVP of Fractional Differential Equation 11

+

∣∣∣∣∫ t2

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ t2

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣
+

∫ +∞

0

|tα−1
2 − tα−1

1 |
(1 + tα−1

2 )(1 + tα−1
1 )

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds
)

⩽
1

Γ(α)

(∫ t2

t1

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+

∫ t2

0

∣∣∣∣ (t1 − s)α−1

1 + tα−1
1

− (t2 − s)α−1

1 + tα−1
2

∣∣∣∣ |f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+

∫ +∞

0

∣∣tα−1
1 − tα−1

2

∣∣
(1 + tα−1

2 )(1 + tα−1
1 )

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

)

⩽
1

Γ(α)

(∫ t2

t1

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

+

∫ t2

0

∣∣∣∣ (t1 − s)α−1

1 + tα−1
1

− (t2 − s)α−1

1 + tα−1
2

∣∣∣∣ (r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

+

∫ +∞

0

∣∣tα−1
1 − tα−1

2

∣∣
(1 + tα−1

2 )(1 + tα−1
1 )

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

)
.

The last term converges to 0 uniformly as |t1 − t2| → 0.
Moreover ∣∣Dα−1

0+ T1u(t1)−Dα−1
0+ T1u(t2)

∣∣
=

∣∣∣∣∫ t1

0

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ t2

0

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds
∣∣∣∣

⩽
∫ t2

t1

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds,

which converges to 0 uniformly as |t1 − t2| → 0. Also∣∣∣∣∣Dα−2
0+ T1u(t1)

1 + t1
−
Dα−2

0+ T1u(t2)

1 + t2

∣∣∣∣∣
=

∣∣∣∣∫ t1

0

t1 − s

1 + t1
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

−
∫ t2

0

t2 − s

1 + t2
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

+
t2 − t1

(1 + t1)(1 + t2)

∫ +∞

0

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣
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⩽

∣∣∣∣∫ t1

0

t1 − s

1 + t1
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

−
∫ t2

0

t1 − s

1 + t1
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

∣∣∣∣
+

∣∣∣∣∫ t2

0

t1 − s

1 + t1
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

−
∫ t2

0

t2 − s

1 + t2
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

∣∣∣∣
+

|t2 − t1|
(1 + t1)(1 + t2)

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds.

⩽
∫ t2

t1

(r((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s))ds

+
2|t1 − t2|

(1 + t1)(1 + t2)

∫ +∞

0

(r((1 + sα−1)φ(s) + ψ(s)

+(1 + s)µ(s)) + ϕ(s))ds,

which converges to 0 uniformly as |t1 − t2| → 0.
Then, for any ε > 0 there exists a δ > 0 such that∣∣∣∣ (T1u)(t1)1 + tα−1

1

− (T1u)(t2)

1 + tα−1
2

∣∣∣∣ < ε,
∣∣Dα−1

0+ T1u(t1)−Dα−1
0+ T1u(t2)

∣∣ < ε

and ∣∣∣∣∣Dα−2
0+ T1u(t1)

1 + t1
−
Dα−2

0+ T1u(t2)

1 + t2

∣∣∣∣∣ < ε,

for all u ∈ Ωr, if |t1 − t2| < δ, t1, t2 ∈ I.

Showing that, the functions belonging to { T1Ωr

1+tα−1 } and the functions belonging to

{Dα−1
0+ T1Ωr} and to

{
Dα−2

0+
T1Ωr

1+t

}
are locally equicontinuous on [0,+∞).

- Step 3: We show that the functions from { T1Ωr

1+tα−1 }, {Dα−1
0+ T1Ωr} and from{

Dα−2

0+
T1Ωr

1+t

}
are equiconvergent at infinity.

For any u ∈ Ωr, we have∫ +∞

0

∣∣f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))
∣∣ ds < +∞.

Considering condition (H2), for given ε > 0, there exists a constant L > 0 such
that ∫ +∞

L

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds < ε.
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On the other hand, since lim
t→+∞

(t−L)α−1

1+tα−1 = 1 and lim
t→+∞

t−L
1+t = 1, there exists a

constant δ > L > 0 such that for any t1, t2 ≥ δ and 0 ≤ s ≤ L, we have∣∣∣∣∣ (t1 − s)
α−1

1 + tα−1
1

− (t2 − s)
α−1

1 + tα−1
2

∣∣∣∣∣ =

∣∣∣∣∣ (t1 − s)
α−1

1 + tα−1
1

− 1 + 1− (t2 − s)
α−1

1 + tα−1
2

∣∣∣∣∣
⩽

∣∣∣∣∣1− (t1 − L)
α−1

1 + tα−1
1

∣∣∣∣∣+
∣∣∣∣∣1− (t2 − L)

α−1

1 + tα−1
2

∣∣∣∣∣ < ε

and ∣∣∣∣ t1 − s

1 + t1
− t2 − s

1 + t2

∣∣∣∣ =

∣∣∣∣ t1 − s

1 + t1
− 1 + 1− t2 − s

1 + t2

∣∣∣∣
⩽

∣∣∣∣1− t1 − L

1 + t1

∣∣∣∣+ ∣∣∣∣1− t2 − L

1 + t2

∣∣∣∣ < ε.

Thus, for any t1, t2 ≥ δ > L > 0, we get∣∣∣∣ (T1u)(t1)1 + tα−1
1

− (T1u)(t2)

1 + tα−1
2

∣∣∣∣
=

1

Γ(α)

∣∣∣∣∫ t1

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ +∞

0

tα−1
1

1 + tα−1
1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

−
∫ t2

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

+

∫ +∞

0

tα−1
2

1 + tα−1
2

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣ .
So ∣∣∣∣ (T1u)(t1)1 + tα−1

1

− (T1u)(t2)

1 + tα−1
2

∣∣∣∣
⩽

1

Γ(α)

(∫ L

0

∣∣∣∣ (t1 − s)α−1

1 + tα−1
1

− (t2 − s)α−1

1 + tα−1
2

∣∣∣∣ |f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+

∫ t1

L

(t1 − s)α−1

1 + tα−1
1

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+

∫ t2

L

(t2 − s)α−1

1 + tα−1
2

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds
)

⩽
1

Γ(α)

(∫ L

0

∣∣∣∣ (t1 − s)α−1

1 + tα−1
1

− (t2 − s)α−1

1 + tα−1
2

∣∣∣∣ |f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds



14 A. Ghendir Aoun

+2

∫ L

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+4

∫ +∞

L

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds
)

⩽
1

Γ(α)

(
sup

s∈[0,L], u∈Ωr

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|Lε

+2 sup
s∈[0,L], u∈Ωr

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|L+ 4ε

)
.

Moreover ∣∣Dα−1
0+ T1u(t1)−Dα−1

0+ T1u(t2)
∣∣

=

∣∣∣∣∫ t2

t1

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣
⩽

∫ +∞

L

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds < ε

and ∣∣∣∣∣Dα−2
0+ T1u(t1)

1 + t1
−
Dα−2

0+ T1u(t2)

1 + t2

∣∣∣∣∣
=

∣∣∣∣∫ t1

0

t1 − s

1 + t1
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

−
∫ t2

0

t2 − s

1 + t2
f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))ds

− t1
1 + t1

∫ +∞

0

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

+
t2

1 + t2

∫ +∞

0

f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))ds

∣∣∣∣ .
So ∣∣∣∣∣Dα−2

0+ T1u(t1)

1 + t1
−
Dα−2

0+ T1u(t2)

1 + t2

∣∣∣∣∣
⩽

∫ L

0

∣∣∣∣ t1 − s

1 + t1
− t2 − s

1 + t2

∣∣∣∣ |f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+

∫ t1

L

t1 − s

1 + t1
|f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))|ds

+

∫ t2

L

t2 − s

1 + t2
|f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))|ds
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+2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽
∫ L

0

∣∣∣∣ t1 − s

1 + t1
− t2 − s

1 + t2

∣∣∣∣ |f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+2

∫ L

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

+4

∫ +∞

L

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds

⩽ sup
s∈[0,L], u∈Ωr

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|Lε

+2 sup
s∈[0,L], u∈Ωr

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|L+ 4ε.

Which yield that the functions from { T1Ωr

1+tα−1 }, {Dα−1
0+ T1Ωr} and from

{
Dα−2

0+
T1Ωr

1+t

}
are equiconvergent at infinity. According to Lemma 3.2, it follows that T1(Ωr) is
relatively compact, ending the proof of the Lemma.

Lemma 3.5. If (H3) holds. Then T2 : Ωr → Y is a contraction mapping.

Proof. We have∣∣∣∣ T2u(t)1 + tα−1
− T2v(t)

1 + tα−1

∣∣∣∣ ⩽
1

Γ(α)

∣∣∣∣ tα−1

1 + tα−1

∣∣∣∣ |N(u)−N(v)|

⩽
1

Γ(α)
|N(u)−N(v)|

⩽
l

(Γ(α))2
∥u− v∥Y .

Moreover ∣∣Dα−1
0+ T2u(t)−Dα−1

0+ T2v(t)
∣∣ = |N(u)−N(v)|

⩽
l

Γ(α)
∥u− v∥Y .

Also ∣∣∣∣∣Dα−2
0+ T2u(t)

1 + t
−
Dα−2

0+ T2v(t)

1 + t

∣∣∣∣∣ =

∣∣∣∣ t

1 + t
(N(u)−N(v))

∣∣∣∣
⩽

l

Γ(α)
∥u− v∥Y .

We conclude

∥T2u− T2v∥Y ⩽
l

Γ(α)
∥u− v∥Y .

From (H3), we infer that T2 is a contraction mapping.
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4. Main results

Theorem 4.1. If assumptions (H1) − (H5) hold, then the problem (1.1) has at
least one solution.

Proof. Consider the parameterized bvp{
Dα

0+u(t) = λf(t, u(t), Dα−1
0+ u(t), Dα−2

0+ u(t)), t ∈ (0,+∞),
u(0) = Dα−2

0+ u(0) = 0, lim
t→+∞

Dα−1
0+ u(t) = λN(u),(4.1)

for λ ∈ (0 , 1).
Solving problem (4.1) is equivalent to solving the fixed point of equation u = λTu.
Let

Ωρ = {u ∈ Y, ∥u∥Y < ρ}.

From Lemma 3.3, the set T (Ωρ) is bounded and by Lemma 3.4, the operator T1 :
Ωρ → Y is completely continuous, while Lemma 3.5 implies that the operator
T2 : Ωρ → Y is contractive. So it remains to prove that u ̸= λTu for u ∈ ∂Ωρ and
λ ∈ (0 , 1).
Arguing by contradiction, if there exists u ∈ ∂Ωρ with u = λTu, then for λ ∈ (0 , 1)
we have

sup
t≥0

∣∣∣∣ u(t)

1 + tα−1

∣∣∣∣
⩽ sup

t≥0

∣∣∣∣ (Tu)(t)1 + tα−1

∣∣∣∣
⩽

1

Γ(α)

(∫ t

0

(t− s)α−1

1 + tα−1
|f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))|ds

+
tα−1

1 + tα−1

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds+ tα−1

1 + tα−1
|N(u)|

)
.

⩽
1

Γ(α)

(
2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds+ |N(u)−N(0)|+ |N(0)|
)
.

So

sup
t≥0

∣∣∣∣ u(t)

1 + tα−1

∣∣∣∣
⩽

1

Γ(α)

(
2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)

)
.

In addition

sup
t≥0

∣∣Dα−1
0+ u(t)

∣∣
= sup

t≥0

∣∣λDα−1
0+ Tu(t)

∣∣
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⩽ sup
t≥0

∣∣Dα−1
0+ Tu(t)

∣∣
⩽ 2

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds+ |N(u)|

⩽ 2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)

and

sup
t≥0

∣∣∣∣∣Dα−2
0+ u(t)

1 + t

∣∣∣∣∣
= sup

t≥0

∣∣∣∣∣λDα−2
0+ Tu(t)

1 + t

∣∣∣∣∣
⩽ sup

t≥0

∣∣∣∣∣Dα−2
0+ Tu(t)

1 + t

∣∣∣∣∣
⩽

∫ t

0

t− s

1 + t
|f(s, u(s), Dα−1

0+ u(s), Dα−2
0+ u(s))|ds

+
t

1 + t

∫ +∞

0

|f(s, u(s), Dα−1
0+ u(s), Dα−2

0+ u(s))|ds+ tα−1

1 + tα−1
|g(u)|

⩽ 2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)
.

So

∥u∥Y ⩽ 2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)

and thus

ρ ⩽ 2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)
.

This implies that

ρ

2
∫ +∞
0

(ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)) ds+ lρ
Γ(α)

⩽ 1,

contradicting condition (H5). With theorem 2.1 we conclude that bvp (1.1) has at
least one solution.
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5. Example

Example 5.1. Consider the bvp on infinite interval D
5
2

0+
u(t) = e−30t

1+
√
t3
u(t) +

D
3
2
0+

u(t)

(50+t)2
+

D
1
2
0+

u(t)

50(1+t)3
+ e−t, t ∈ (0,+∞),

u(0) = D
1
2

0+
u(0) = 0, lim

t→+∞
D

3
2

0+
u(t) = 1

10
u(1) + 1

20
u(4).

(5.1)

In this case, α = 5
2
, Γ( 5

2
) ≈ 1.329340388, N(u) = 1

10
u(1) + 1

20
u(4), it’s mean

c1 = 1
10
, c2 = 1

20
, ξ1 = 1, ξ2 = 4.

We will apply Theorem 4.1 to show that problem (5.1) has at least a solution.
Let

f(t, x, y, z) =
e−30t

1 +
√
t3
x+

y

(50 + t)2
+

z

50(1 + t)3
+ e−t.

Choose

ρ >
600Γ( 5

2
)

266Γ( 5
2
)− 195

.

Then
(H1) f : [0,+∞)× R× R× R → ×R is Carathéodory.

(H2) |f(t, x, y, z)| ⩽ e−30t

1+
√

t3
|x|+ 1

(50+t)2
|y|+ 1

50(1+t)3
|z|+ e−t. So we may take

φ(t) =
e−30t

1 +
√
t3
, ψ(t) =

1

(50 + t)2
, µ(t) =

1

50(1 + t)3
, ϕ(t) = e−t

and note that (1 +
√
t3)φ(t), ψ(t), (1 + t)µ(t), ϕ(t) ∈ L1[0,+∞) such that∫ +∞

0

(
1 + s

3
2

)
φ(s)ds =

1

30
,

∫ +∞

0

ψ(s)ds =
1

50
,∫ +∞

0

(1 + s)µ(s)ds =
1

50
,

∫ +∞

0

ϕ(s)ds = 1.

(H3) Choose l = c1(1+
√
ξ31)+c2(1+

√
ξ32) =

9
10

verify 0 < l < Γ( 5
2
) with |N(u)−N(v)| ⩽

l

Γ( 5
2
)
∥u− v∥Y for all u, v ∈ Y.

(H4) N(0) = 0.
(H5)

ρ

2
∫ +∞
0

(ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)) ds+ lρ
Γ(α)

=
ρ

34Γ( 5
2
)+195

300Γ( 5
2
)
ρ+ 2

=
300Γ( 5

2
)

34Γ( 5
2
) + 195 +

600Γ( 5
2
)

ρ

> 1.

Which implies

ρ > 2

∫ +∞

0

(
ρ((1 + sα−1)φ(s) + ψ(s) + (1 + s)µ(s)) + ϕ(s)

)
ds+

lρ

Γ(α)
.

Hence, all conditions of Theorem 4.1 are satisfied, we deduce that the bvp (5.1) has at
least one solution.
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6. Conclusion

In this work, we considered a class of fractional differential equation with nonlo-
cal boundary conditions on an infinite interval. With the aid of the Krasnosel’skii’s
fixed point theorem, we have obtained existence results for the proposed problem in
this paper. An example was presented to illustrate the main results. The boundary
value problem of fractional differential equations on an infinite interval have been
widely discussed in recent years. The examples of this is establishing the existence
of solutions for fractional differential equations with multi-point boundary condi-
tions, as well as the existence of positive solutions for fractional boundary value
problem on an infinite interval.
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Abstract. In this paper, we introduce the notion of the one-sided generalized (α, β)-
reverse derivation of a ring R. Let R be a semiprime ring, ϱ be a non-zero ideal of
R, α be an epimorphism of ϱ, β be a homomorphism of ϱ (α be a homomorphism of
ϱ, β be an epimorphism of ϱ) and γ : ϱ → R be a non-zero (α, β)-reverse derivation.
We show that there exists F : ϱ → R, an l-generalized (α, β)-reverse derivation (an
r-generalized (α, β)-reverse derivation) associated with γ iff F (ϱ), γ(ϱ) ⊂ CR(ϱ) and F
is an r-generalized (β, α)-derivation (an l-generalized (β, α)-derivation) associated with
(β, α)-derivation γ on ϱ. This theorem generalized the results of A. Aboubakr and S.
Gonzalez proved in [1, Theorem 3.1, and Theorem 3.2].
Keywords: Semiprime ring, prime ring, one-sided generalized (α, β)−reverse deriva-
tion, (α, β)−reverse derivation.

1. Introduction

Throughout the paper, R is an associative ring with Z, which the center of R
denotes. Recall that a ring R is prime if for any r1, r2 ∈ R, r1Rr2 = (0) implies
r1 = 0 or r2 = 0, and is a semiprime in case r1 ∈ R, r1Rr1 = (0) implies r1 = 0.
For r1, r2 ∈ R, [r1, r2] denotes the element r1r2 − r2r1. The symbol [r1, r2] stands
for Lie commutator of r1 and r2 and it satisfies the basic commutator identities: for
each r1, r2, r3 ∈ R, [r1 + r2, r3] = [r1, r3] + [r2, r3] , [r1, r2 + r3] = [r1, r2] + [r1, r3] ,
[r1r2, r3] = r1 [r2, r3] + [r1, r3] r2, [r1, r2r3] = [r1, r2] r3 + r2 [r1, r3]. We denote the

Received March 22, 2022, revised: July 11, 2023, accepted: September 04, 2023
Communicated by Dijana Mosić
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© 2024 by University of Nǐs, Serbia | Creative Commons License: CC BY-NC-ND

ONE-SIDED GENERALIZED (α, β)−REVERSE DERIVATIONS OF 
ASSOCIATIVE RINGS
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identity mapping of R by idR; that is, the mapping idR : R → R is defined as
idR(r1) = r1, for all r1 ∈ R. For a non-empty subset A of R, CR(A) is defined as
CR(A) = {r ∈ R : [r, x] = 0, for all x ∈ A}.

Let α, β be any two mapping of R. An additive mapping δ : R → R is called
an (α, β)-derivation if δ(r1r2) = δ(r1)α(r2) + β(r1)δ(r2) holds, for all r1, r2 ∈ R.
An additive mapping φ : R → R is called a right generalized (α, β)−derivation (a
left generalized (α, β)−derivation) of R associated with δ, if φ(r1r2) = δ(r1)α(r2)+
β(r1)φ(r2) (φ(r1r2) = φ(r1)α(r2)+β(r1)δ(r2)), for all r1, r2 ∈ R and φ is said to be
a generalized (α, β)-derivation of R with δ if it is both a right and a left generalized
(α, β)-derivation of R associated with δ.

Many authors have investigated the relationship between the commutativity of
a ring and the act of derivation ((α, β)-derivation, reverse derivation, (α, β)-reverse
derivation, generalized reverse derivation, etc.) defined on the ring. Herstein (1957)
was the first to introduce the concept of reverse derivation. An additive mapping
g : R → R is a reverse derivation if g(r1r2) = g(r2)r1 + r2g(r1), for all r1, r2 ∈ R.
In [4], it is shown that if a prime ring R with a characteristic different from two
admits non-zero reverse derivation g, then g is a derivation of R. An additive map-
ping d : R → R is an (α, β)−reverse derivation if d(r1r2) = d(r2)α(r1)+β(r2)d(r1),
for all r1, r2 ∈ R. In [8], Chaudhry and Thaheem shown that if a semiprime ring
R admits non-zero (α, β)-reverse derivation d, then d is (α, β)-reverse derivation of
R. Here, α and β are automorphism of R. An additive mapping H : R → R is
called l-generalized reverse derivation (r-generalized reverse derivation) In [1], A.
Aboubakr and S. Gonzalez (2015) introduced one-sided generalized reverse deriva-
tion. An additive mapping H : R → R is called an l-generalized reverse derivation
(r-generalized reverse derivation) if there exists a reverse derivation g : R → R
such that H(r1r2) = H(r2)r1 + r2g(r1) (H(r1r2) = g(r2)r1 + r2H(r1)), for all
r1, r2 ∈ R. In [1], they have indicated that if a semiprime ring R admits non-
zero one-sided generalized reverse derivation H associated with reverse derivation
g, then H is a one-sided generalized derivation with associated derivation g. Re-
verse derivation, generalized reverse derivation, (α, β)-reverse derivation, general-
ized (α, β)-reverse derivation, multiplicative reverse derivation, multiplicative gener-
alized reverse derivation, multiplicative (α, β)-reverse derivation, and multiplicative
generalized (α, β)-reverse derivation of prime or semiprime rings have been studied
by a lot of scholars in the literature. (see [2],[3],[4], [9],[10],[12],[13],[14],[15],[16].)

This paper extends the notion of one-sided reverse derivation to one-sided gen-
eralized (α, β)-reverse derivation.

Definition 1.1. LetR be a ring, α, β be a mapping ofR, and γ be an (α, β)-reverse
derivation of R. An additive mapping F : R → R is said to be an r-generalized
(α, β)-reverse derivation of R associated with γ if

F (r1r2) = γ(r2)α(r1) + β(r2)F (r1)

for all r1, r2 ∈ R, F is said to be an l−generalized (α, β)-reverse derivation of R
associated with γ if

F (r1r2) = F (r2)α(r1) + β(r2)γ(r1)
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for all r1, r2 ∈ R and F said to be a generalized (α, β)−reverse derivation of R
associated with γ if it is both an r-generalized and l−generalized (α, β)-reverse
derivation of R associated with γ.

When α = β = idR, an r-generalized (l-generalized) (α, β)-reverse derivation is
a r-generalized (l-generalized) reverse derivation. Thus, the one-sided generalized
reverse derivation is a special case of one-sided generalized (α, β)-reverse derivation.

This study consists of 2 parts. In the first part, we show that If R is a 2-torsion
free semiprime ring, α, β are automorphisms of R, and γ : R → R is a non-zero
(α, β)-reverse derivation, then γ is an (α, β)-derivation on R. With this result, we
will show that the concepts of (α, β)-reverse derivation and (α, β)-derivation overlap
in 2 torsion-free semiprime rings in which α and β are automorphisms of the ring.
In the second part, we give a generalization of [1, Theorem 3.1, Theorem 3.2, and
Corollary 3.3], which is the main result of the article. In that case, one-sided gener-
alized (α, β)-reverse derivation and one-sided generalized (β, α)-derivation overlap
in a semiprime ring where only one of α and β is an epimorphism of the ring. Thus
we will show that the intersection of the set of all generalized (α, β)-derivation and
the set of all generalized (α, β)-reverse derivation is different from the empty set.
At the end of the paper, we showed that in case α is a homomorphism of R and β
is an epimorphism of R; there is no non-zero generalized (α, β)-reverse derivation
associated with (α, β)-reverse derivation of noncommutative prime ring R.

From now on, R is an associative ring, Z is the center of R, and α, β : R → R
are homomorphisms.

2. Preliminary

In this section, we give some auxiliary results that will need later. We begin our
discussion with several examples related to (α, β)-reverse derivation and one-sided
generalized (α, β)-reverse derivation.

Lemma 2.1. [7, Lemma 3] If the prime ring R contains a commutative non-zero
right ideal I, then R is commutative.

Lemma 2.2. [7, Lemma 4] Let b and ab be in the center of a prime ring R. If b
is not zero, then a is in Z, the center of R.

Lemma 2.3. [11, Corollary 2.1] Let R be a 2-torsion free semiprime ring, α, β be
automorphisms of R and L ⊈ Z(R) be a non-zero square-closed Lie ideal of R. If
δ : R → L satisfying

(2.1)
(
a2
)δ

= aδα(a) + β(a)aδ, for all a ∈ L

and aδ, β(a) ∈ L, then δ is a (α, β)−derivation on L.
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Example 2.1. Consider the ring R =

{[
a11 a12

0 a22

]
: a11, a12, a22 ∈ Z

}
, where Z the

ring of integers. Let us define α : R → R, β : R → R, and d : R → R as follows:

α

([
a11 a12

0 a22

])
=

[
0 0
0 a11

]
β

([
a11 a12

0 a22

])
=

[
a22 0
0 0

]
d

([
a11 a12

0 a22

])
=

[
0 a11 − a22

0 0

]
.

It is easy to check that d is both an (α, β)-reverse derivation and an (α, β)-derivation.

Example 2.2. Consider the ring R =

{[
a11 a12

0 a22

]
: a11, a12, a22 ∈ Z

}
, where Z the

ring of integers. Define the mappings α : R → R, β : R → R, and d : R → R as follows:

α

([
a11 a12

0 a22

])
=

[
0 0
0 a11

]
β

([
a11 a12

0 a22

])
=

[
a22 0
0 0

]
d

([
a11 a12

0 a22

])
=

[
0 −a12

0 0

]
.

It is easy to check that d is an (α, β)-reverse derivation. But d is not an (α, β)-derivation.

Example 2.3. Consider the ring R =

{[
a11 a12

0 a22

]
: a11, a12, a22 ∈ Z

}
, where Z the

ring of integers. Define the mappings α : R → R, β : R → R, and d : R → R as follows:

α

([
a11 a12

0 a22

])
=

[
0 0
0 a22

]
β

([
a11 a12

0 a22

])
=

[
a11 0
0 0

]
d

([
a11 a12

0 a22

])
=

[
0 a12

0 0

]
.

It is easy to check that d is an (α, β)-derivation. But d is not an (α, β)-reverse derivation.

Example 2.4. Let (R1,+, ∗) be a commutative ring and (R2,⊕,⊛) be a noncommu-
tative ring. Let’s consider operation ⊗ : R2 × R2 → R2, r ⊗ s = s ⊛ r. With these
operations (R2,⊕,⊗) called opposite ring and it is shown Rop

2 . α, β are homomorphisms
of R2, δ : R2 → Rop

2 is an (β, α)−derivation, and φ : R2 → Rop
2 is a left general-

ized (β, α)−derivation with δ. Define the mappings α̃, β̃ : R2 × R1 → R2 × R1 ,and

δ̃, φ̃ : R2 ×R1 → Rop
2 ×R1 as follows:

α̃(r, s) = (α(r), s)

β̃(r, s) = (β(r), s)

δ̃ (r, s) = (δ(r), s)

φ̃(r, s) = (φ(r), s) .
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Then it is straightforward to verify that φ̃ is an l−generalized (α, β)-reverse derivation

with (α, β)−reverse derivation δ̃ of R2 ×R1. But φ̃ is not a generalized (α, β)-derivation

with (α, β)-derivation δ̃ of R2 ×R1.

Example 2.5. Let (R1,+, ∗) and (R2,⊕,⊗) be a rings as defined in example 2.4. Let α, β
be homomorphisms of R2, δ : R2 → Rop

2 be an (β, α)−derivation, and φ : R2 → Rop
2 be a

right generalized (β, α)−derivation with δ. Define the mappings α̃, β̃ : R2×R1 → R2×R1

and δ̃, φ̃ : R2 ×R1 → Rop
2 ×R1 as follows:

α̃(r, s) = (α(x), s)

β̃(r, s) = (β(x), s)

δ̃ (r, s) = (δ(x), s)

φ̃(r, s) = (φ(x), s) .

Then it is straightforward to verify that φ̃ is an r−generalized (α, β)-reverse derivation

with (α, β)-reverse derivation δ̃ of R2 × R1. But φ̃ is not a generalized (α, β)-derivation

with (α, β)-derivation δ̃ of R2 ×R1.

3. (α, β)−Reverse Derivation

Theorem 3.1. Let R be a 2-torsion free semiprime ring, α, β be automorphisms
of R. If γ : R → R is a non-zero (α, β)-reverse derivation, then γ is an (α, β)-
derivation on R.

Proof. Suppose that R is non-commutative ring. Let r1 ∈ R. From the hypothesis,
we get

γ(r21) = γ(r1)α(r1) + β(r1)γ(r1).

This equation ensures equality of (2.1). We know that the ring R is a square closed
Lie ideal of R. So, we can think of R instead of L in Lemma 2.3. Thus, γ is an
(α, β)−derivation on R because of Lemma 2.3. While R is a commutative ring,
(α, β)-reverse derivation of R is (α, β)-derivation of R. So, the proof ends.

Theorem 3.2. Let R be a semiprime ring, ϱ is a non-zero two-sided ideal of R, α
be an epimorphism of ϱ and β be a homomorphism of ϱ(or α be a homomorphism of
ϱ and β be an epimorphism of ϱ). There exists γ : ϱ → R a non-zero (α, β)-reverse
derivation iff γ(ϱ) ⊂ CR(ϱ) and γ is (β, α)-derivation on ϱ.

Proof. We only prove case of no parenthesis. The another one has the same argu-
ment. Let x1, x2, x3 ∈ ϱ. Since γ is (α, β)−reverse derivation on ϱ, we have
(3.1)
γ(x1x2x3) = γ(x1(x2x3)) = γ(x3)α(x2)α(x1)+β(x3)γ(x2)α(x1)+β(x2)β(x3)γ(x1)

and
(3.2)
γ(x1x2x3) = γ((x1x2)x3) = γ(x3)α(x1)α(x2)+β(x3)γ(x2)α(x1)+β(x3)β(x2)γ(x1).
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From (3.1) and (3.2),

(3.3) γ(x3) [α(x1), α(x2)] = [β(x3), β(x2)] γ(x1).

Replacing x3 by x2 in (3.3),

γ(x2) [α(x1), α(x2)] = 0

for all x1, x2 ∈ ϱ. Because α is an epimorphism of ϱ, for each x1, x2 ∈ ϱ, we get

(3.4) γ(x2) [x1, α(x2)] = 0.

Take r ∈ R. Substituting x1x3r for x1 in (3.4), we obtain γ(x2)x1x3 [r, α(x2)] = 0,
for all x1, x2, x3 ∈ ϱ, r ∈ R. So implies that

(3.5) γ(x2)ϱϱ [R,α(x2)] = (0)

for all x2 ∈ ϱ. Because ϱ is a semiprime ring, it must contain a family ρ of prime
ideals such that ∩ρ = (0). Let ρφ be a typical member of this family and x2 ∈ ϱ;
by (3.5),

γ(x2)ϱ ⊂ ρφ or [R,α(x2)] ⊂ ρφ.

Let M = {x2 ∈ ϱ : γ(x2)ϱ ⊂ ρφ} and N = {x2 ∈ ϱ : [R,α(x2)] ⊂ ρφ}. Clearly, each
group M and N is additive subgroup of ϱ such that ϱ = M ∪N . But a group cannot
be a set union of two proper subgroups. Hence, M = ϱ or N = ϱ. Since ρφ is ideal
of ϱ, it holds that γ(ϱ)ϱ [R,α(ϱ)] ⊂ ρφ. Thus γ(ϱ)ϱ [R,α(ϱ)] ⊂ ∩ρ = (0). Because α
is an epimorphism of ϱ, it provides that γ(ϱ)ϱ [R, ϱ] = 0. Let x1, x2, x3 ∈ ϱ, r ∈ R.
Means that,

(3.6) γ(x1)x2 [r, x3] = 0.

Let x4 ∈ ϱ. In (3.6), replacing r by x4γ(x1) and x3 by x2,we get

(3.7) γ(x1)x2x4 [γ(x1), x2] = 0.

In (3.6), substituting x2 by x4, we get γ(x1)x4 [r, x3] = 0. In this equation replacing
x3 by x2, r by γ(x1) and multiply from the left by x2, it holds

(3.8) x2γ(x1)x4 [γ(x1), x2] = 0.

From (3.7) and (3.8),

(3.9) [γ(x1), x2]x4 [γ(x1), x2] = 0, for all x1, x2, x4 ∈ ϱ.

Since ϱ is a semiprime ring,

[γ(x1), x2] = 0, for all x1, x2 ∈ ϱ.

That is γ(ϱ) ⊂ CR(ϱ). We get

γ(x1x2) = γ(x2)α(x1) + β(x2)γ(x1)

= γ(x1)β(x2) + α(x1)γ(x2)

for all x1, x2 ∈ ϱ. This means that γ is (β, α)-derivation on ϱ. The converse is
trivial.
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If consider R instead of ϱ in Theorem 3.2, we get

Corollary 3.1. Let R be a semiprime ring, α be an epimorphism of R and β be
a homomorphism of R(or α be a homomorphism of R and β be an epimorphism
of R). There exists γ : R → R a non-zero (α, β)-reverse derivation iff central γ is
(β, α)-derivation on R.

Corollary 3.2. Let R be a prime ring, α be an epimorphism of R and β be a
homomorphism of R(or α be a homomorphism of R and β be an epimorphism of R).
There exists γ : R → R a non-zero (α, β)-reverse derivation iff R is commutative
and γ is an (α, β)-derivation of R.

Proof. We only prove a case in which α is an epimorphism of R and β is a homo-
morphism of R. Another case has the similar argument. By Corollary 3.1, γ is a
central (β, α)−derivation of R. Let r1, r2 ∈ R. It is clear that

[γ(r1r2), β(r2)] = 0.

Applying Lie commutator features, we get

[γ(r2)α(r1) + β(r2)γ(r1), β(r2)] = [γ(r2)α(r1), β(r2)] + [β(r2)γ(r1), β(r2)]

= γ(r2) [α(r1), β(r2)] + [γ(r2), β(r2)]α(r1)

+β(r2) [γ(r1), β(r2)] + [β(r2), β(r2)] γ(r1)

for all r1, r2 ∈ R. In the last equation, since γ(r1), γ(r2) ∈ Z, we have

γ(r2) [α(r1), β(r2)] = 0

for all r1, r2 ∈ R. Let r3 ∈ R. Since α is an epimorphism of R, we get

γ(r2)r3 [r1, β(r2)] = 0.

Thus, for each r2 ∈ R, we write

γ(r2)R [R, β(r2)] = (0).

By the primeness of R, for each r2 ∈ R, we get

γ(r2) = 0 or β(r2) ∈ Z.

Let M = {r2 ∈ R : γ(r2) = 0} and N = {r2 ∈ R : β(r2) ∈ Z}. Clearly, each group
M and N is additive subgroup of R such that R = M ∪N . But a subgroup cannot
be a set union of two proper subgroups. Hence, M = R or N = R. Since γ is a
non-zero (α, β)−reverse derivation of R, it happens β(R) ⊂ Z. Since γ(r1r2) ∈ Z
and Z is a subring of R, we have

γ(r2)α(r1) ∈ Z, for all r1, r2 ∈ R.

In view of Lemma 2.2, for each r1 ∈ R, we have α(r1) ∈ Z. In addition, since α is
an epimorphism of R, we have R is commutative. Therefore, we conclude that

γ(r1r2) = γ(r2r1) = γ(r1)α(r2) + β(r1)γ(r2)

for all r1, r2 ∈ R. This implies γ is an (α, β)-derivation of R.
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4. One-Sided Generalized (α, β)−Reverse Derivation

Theorem 4.1. Let R be a semiprime ring, ϱ is a non-zero two-sided ideal of R,
α be an epimorphism of ϱ, β be homomorphism of ϱ and γ : ϱ → R be a non-zero
(α, β)-reverse derivation. There exists F : ϱ → R, a l-generalized (α, β)-reverse
derivation associated with γ iff F (ϱ), γ(ϱ) ⊂ CR(ϱ) and F is r−generalized (β, α)-
derivation associated with (β, α)-derivation γ on ϱ.

Proof. Let x1, x2, x3 ∈ ϱ. Using the definition of l-generalized (α, β)-reverse deriva-
tion one can easily see that

(4.1) F (x1(x2x3)) = F (x3)α(x2)α(x1) + β(x3)γ(x2)α(x1) + β(x2)β(x3)γ(x1)

and

(4.2) F ((x1x2)x3) = F (x3)α(x1)α(x2) + β(x3)γ(x2)α(x1) + β(x3)β(x2)γ(x1)

Combining (4.1) and (4.2),

(4.3) F (x3) [α(x2), α(x1)] = [β(x3), β(x2)] γ(x1).

Substituting x3 by x2 in (4.3),

F (x2) [α(x2), α(x1)] = 0

for all x1, x2 ∈ ϱ. Since α is an epimorphism of ϱ, for each x1, x2 ∈ ϱ, we have

(4.4) F (x2) [α(x2), x1] = 0.

Taking x3 ∈ ϱ, r ∈ R. Replacing x1 by x1x3r in (4.4), F (x2)x1x3 [α(x2), r] = 0.
For each x2 ∈ ϱ, we have F (x2)ϱϱ [α(x2), R] = (0). Now, when similar steps are
applied to the steps from equality (3.5) to equality (3.9), for each x1, x2, x3 ∈ ϱ, we
have [F (x1), x2]x3 [F (x1), x2] = 0. Since ϱ is a semiprime ring,

[F (x1), x2] = 0

for all x1, x2 ∈ ϱ. That is F (ϱ) ⊂ CR(ϱ). Moreover, if γ is (α, β)−reverse derivation
of R, then by Theorem 3.2, γ(ϱ) ⊂ CR(ϱ) and γ is an (β, α)−derivation on ϱ. Hence,

F (x1x2) = F (x2)α(x1) + β(x2)γ(x1)

= γ(x1)β(x2) + α(x1)F (x2)

for all x1, x2 ∈ ϱ and F is a r−generalized (β, α)−derivation associated with
(β, α)− derivation γ on ϱ. The converse is a trivial.

Corollary 4.1. Let R be a semiprime ring, α be an epimorphism of R, β be
homomorphism of R and γ : R → R be a non-zero (α, β)-reverse derivation. There
exists F : R → R, a l-generalized (α, β)-reverse derivation associated with γ iff
F (I), γ(I) ⊂ Z and F is r-generalized (β, α)-derivation associated with (β, α)-
derivation γ of R.
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Theorem 4.2. Let R be a semiprime ring, ϱ is a non-zero two-sided ideal of R,
α be a homomorphism of ϱ, β be an epimorphism of ϱ and γ : ϱ → R be a non-zero
(α, β)-reverse derivation. There exists F : ϱ → R, a r-generalized (α, β)-reverse
derivation associated with γ iff F (ϱ), γ(ϱ) ⊂ CR(ϱ) and F is l−generalized (β, α)-
derivation associated with (β, α)-derivation γ on ϱ.

Proof. By a similar proof in Theorem 4.1, desired is achieved.

Corollary 4.2. Let R be a semiprime ring, α be an homomorphism of R, β be an
epimorphism of R and γ : R → R be a non-zero (α, β)-reverse derivation. There
exists F : R → R, a r-generalized (α, β)-reverse derivation associated with γ iff
F (R), γ(R) ⊂ Z and F is l−generalized (β, α)-derivation associated with (β, α)-
derivation γ of R.

Theorem 4.3. Let R be a semiprime ring, α and β be an epimorphisms of R
and γ : R → R be a non-zero (α, β)−reverse derivation. If there exists F : R →
R, a non-zero l-generalized (α, β)-reverse derivation (r-generalized (α, β)-reverse
derivation) associated with γ then R contains a non-zero central ideal.

Proof. Assume that F : R → R is a l-generalized (α, β)-reverse derivation associ-
ated with non-zero (α, β)-reverse derivation γ of R. From Corollary 4.1, it holds
γ(R), F (R) ⊂ Z. For all r1, r2 ∈ R,

[F (r1r2), β(r2)] = 0

is obtained. This means
F (r2) [α(r1), β(r2)] = 0

for all r1, r2 ∈ R. Because α is an epimorphism of R, for each r1, r2 ∈ R, we get
F (r2) [r1, β(r2)] = 0. Let r3. Replacing r1 by r1r3 in F (r2) [r1, β(r2)] = 0, we get

F (r2)r1 [r3, β(r2)] = 0.

Now, when similar steps are applied to the steps from equality (3.5) to equality (3.9),
for each r1, r2, r3 ∈ R, we have F (r1) [r2, β(r3)] = 0. Because β is an epimorphism
of R, we get F (r1) [r2, r3] = 0. That is

[F (r1)r2, r3] = 0

for all r1, r2, r3 ∈ R. This means F (R)R ⊂ Z. Since F is non-zero l−generalized
(α, β)−reverse derivation and R is semiprime, F (R)R ̸= (0). F (R)R is obvi-
ously central ideal of R. The proof has a similar argument if F is r−generalized
(α, β)−reverse derivation of R.

Corollary 4.3. Let R be a semiprime ring, α and β be an epimorphisms of R and
γ : R → R be a non-zero (α, β)-reverse derivation. If there exists F : R → R, a
non-zero generalized (α, β)-reverse derivation associated with γ then R contains a
non-zero central ideal.
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Corollary 4.4. Let R be a prime ring, α and β be an epimorphisms of R and
γ : R → R be a non-zero (α, β)-reverse derivation. If there exists F : R → R, a non-
zero generalized (α, β)-reverse derivation associated with d then R is commutative
ring and F is a generalized (α, β)-derivation associated with an (α, β)-derivation γ
of R.

Theorem 4.4. Let R be a noncommutative prime ring, α be a homomorphism of
R and β be an epimorphism of R. If F : R → R is a generalized (α, β)-reverse
derivation associated with non-zero (α, β)-reverse derivation γ of R then F = γ.

Proof. Assume that F : R → R is a generalized (α, β)-reverse derivation associated
with non-zero (α, β)-reverse derivation γ of R. Let r1, r2 ∈ R. Then,

F (r1r2) = F (r2)α(r1) + β(r2)γ(r1) = γ(r2)α(r1) + β(r2)F (r1).

That is,
(F − γ)(r2)α(r1)− β(r2)(F − γ)(r1) = 0.

Let us introduce mapping φ : R → R, φ(r1) = (F − γ)(r1). Moreover, the last
equation implies that

(4.5) φ(r2)α(r1) = β(r2)φ(r1).

Let r1, r2 ∈ R. Since F is an r-generalized (α, β)-reverse derivation (l- of generalized
(α, β)-reverse derivation) R and γ is an (α, β)-reverse derivation of R, the mapping
φ respectively ensures:

φ(r1r2) = (F − γ)(r1r2) = γ(r2)α(r1) + β(r2)F (r1)− γ(r2)α(r1) + β(r2)γ(r1)

= β(r2)φ(r1)

and

φ(r1r2) = (F − γ)(r1r2) = F (r2)α(r1) + β(r2)γ(r1)− γ(r2)α(r1) + β(r2)γ(r1)

= φ(r2)α(r1).

That is,

(4.6) φ(r1r2) = β(r2)φ(r1).

(4.7) φ(r1r2) = φ(r2)α(r1).

Let r3 ∈ R. Writing r2r3 by r2 in (4.5), we get

φ(r2r3)α(r1)− β(r2r3)φ(r1) = 0.

In the last equality, using (4.6) and (4.7), we get

β([r3, r2])φ(r1) = 0

for all r1, r2, r3 ∈ R. Because β is an epimorphism, for each r1, r2, r3 ∈ R, we have
[r3, r2]φ(r1) = 0. Given that R is a noncommutative prime ring, we get φ = 0.
That is, F = γ.
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Abstract. Maximal and minimal ranks of the two submatrices X1 and X2 in the

(skew-) Hermitian reflexive solution X = U

[
X1 0
0 X2

]
U∗ of the matrix equation

AXA∗ = C, in the reflexive solution of the matrix equation AXB = C are derived.
Therefore, necessary and sufficient conditions for these reflexive solutions to have special
forms, and the general expressions of these reflexive solutions are achieved.
Keywords: matrix equation, rank, reflexive solution.

1. Introduction

Throughout this paper, we denote the set of all m × n complex matrices over
C by Cm×n, the set of all n× n Hermitian matrices by Cn×n

H , the symbols A∗ and
r (A) stand for the conjugate transpose and the rank of a given matrix A ∈ Cn×m

respectively, In denotes the identity matrix of order n. The Moore-Penrose inverse
of a matrix A, is defined to be the unique matrix A+ satisfying:

AA+A = A,A+AA+ = A+,
(
AA+

)∗
= AA+,

(
A+A

)∗
= A+A.

Further, the symbols RA and LA stand for the two orthogonal projectors LA =
In −A+A and RA = Im −AA+ induced by A ∈ Cm×n. For more informations and
basic concepts about the Moore-Penrose generalized inverse see [1], [15].
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A matrix P ∈ Cn×n is called a generalized reflection matrix if P ∗ = P and
P 2 = I. Chen in [2] defined the following subspace of matrices:

Cn×n
r (P ) =

{
A ∈ Cn×n, A = PAP

}
where P is a generalized reflection matrix.

The matrix A ∈ Cn×n
r (P ) is said to be a generalized reflexive with respect to the

generalized reflection matrix P . The generalized reflexive matrices have applications
in system and control theory, in engineering, in scientific computations and various
other fields (see [2], [3], [7]). In particular the reflexive solutions of the linear matrix
equations

AXA∗ = C

AXB = C

where A, B, C are given matrices, and X is a variable matrix was widely studied by
many authors (see [12], [13], [14]), also in [5] Deghan and Hajarian established new
necessary and sufficient conditions for the existence of the reflexive (anti-reflexive)
solutions to the linear matrix equation AXB+CY D = E and derived representation
of the general reflexive (anti-reflexive) solutions to this matrix equation, then in [6]
they investigated the solvability of these matrix equations

A1XB1 = D1,

A1X = C1, XB2 = C2, and

A1X = C1, XB2 = C2, A3X = C3, XB4 = C4.

over reflexive and anti reflexive matrices, in [4] Cvetković-Ilić studied the existence of
a reflexive solution of the matrix equation AXB = C, with respect to the generalized
reflection matrix P , Liu and Yuan [9] gave some conditions for the existence and the
representations for the generalized reflexive and anti-reflexive solutions to matrix
equation AX = B, In [10], Liu established some conditions for the existence and
representations for the common generalized reflexive and anti-reflexive solutions of
matrix equations AX = B and XC = D, also Liu in [11] discussed the extremal
ranks of the matrix expression A−BXC where X is (anti-) reflexive matrix, and in
[8] he established some conditions for the existence and the representations for the
Hermitian reflexive and Hermitian anti-reflexive, and nonnegative definite reflexive
solutions to the matrix equation AX = B with respect to a generalized reflection
matrix P by using the Moore-Penrose inverse.

This paper is organized as follows: In Section 2 we derive the extremal ranks of
the (skew-) Hermitian reflexive solution of the matrix equation AXA∗ = C, from
these rank formulas we show some forms of the reflexive solution of AXA∗ = C,
also the general expressions of the solution is given. In Section 3, we consider the
matrix equation AXB = C over the general reflexive solution and give some forms
for this solution.

First we begin by these lemmas to review some representations of the generalized
reflection matrix P and the subspace Cn×n

r (P ) matrices.



Ranks of Submatrices in the Reflexive Solutions of Some Matrix Equations 35

Lemma 1.1. Let P ∈ Cn×n be a generalized reflection matrix, so P can be ex-
pressed as

P = U

[
Ik 0
0 −In−k

]
U∗

where U is an unitary matrix.

Lemma 1.2. The matrix A ∈ Cn×n
r (P ) if and only if A can be expressed as

A = U

[
A1 0
0 A2

]
U∗

where A1 ∈ Ck×k, A2 ∈ C(n−k)×(n−k), U is an unitary matrix.

Definition 1.1. Given a generalized reflection matrix P ∈ Cn×n.
1. A matrix A ∈ Cn×n is said to be a Hermitian reflexive matrix if A = A∗ and
A ∈ Cn×n

r (P ).
2. A matrix A ∈ Cn×n is said to be a skew-Hermitian reflexive matrix if A = −A∗

and A ∈ Cn×n
r (P ).

The Lemmas 1.3, 1.4 and 1.5 are found in [19] as [Theorem 2.5, Theorem 2.6
and Lemma 2.2] respectively.

Lemma 1.3. [19] Let Hm×n be the set of all m× n matrices over the quaternion
algebra. Suppose that the matrix equation

(1.1) AXA∗ +BY B∗ = C

where A ∈ Hm×n, B ∈ Hm×p, C ∈ Hm×m, C = C∗, X ∈ Hn×n, and Y ∈ Hp×p,
G =

[
A B

]
has a Hermitian solution. Then,

The maximal and minimal ranks of the general Hermitian solution to (1.1) are given
by

max
AXA∗ +BY B∗ = C

X = X∗

r (X) = min
{
n, r

[
B C

]
+ 2n− r (A)− r (G)

}

min
AXA∗ +BY B∗ = C

X = X∗

r (X) = 2r [B,C]− r

[
C B
B∗ 0

]
.

max
AXA∗ +BY B∗ = C

Y = Y ∗

r (Y ) = min
{
p, r

[
A C

]
+ 2p− r (B)− r (G)

}

min
AXA∗ +BY B∗ = C

Y = Y ∗

r (Y ) = 2r
[
A C

]
− r

[
C A
A∗ 0

]
.
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Lemma 1.4. [19] Let Hm×n be the set of all m× n matrices over the quaternion
algebra. Suppose that the matrix equation (1.1), where A ∈ Hm×n, B ∈ Hm×p,
C ∈ Hm×m, C = −C∗, X ∈ Hn×n, and Y ∈ Hp×p, G =

[
A B

]
has a skew

Hermitian solution. Then,
The maximal and minimal ranks of the general skew-Hermitian solution to (1.1)
are given by

max
AXA∗ +BY B∗ = C

X = −X∗

r (X) = min
{
n, r

[
B C

]
+ 2n− r (A)− r (G)

}

min
AXA∗ +BY B∗ = C

X = −X∗

r (X) = 2r [B,C]− r

[
C B

−B∗ 0

]
.

max
AXA∗ +BY B∗ = C

Y = −Y ∗

r (Y ) = min
{
p, r

[
A C

]
+ 2p− r (B)− r (G)

}

min
AXA∗ +BY B∗ = C

Y = −Y ∗

r (Y ) = 2r
[
A C

]
− r

[
C A

−A∗ 0

]
.

Lemma 1.5. [19] Consider the linear matrix equation (1.1), where A ∈ Hm×n,
B ∈ Hm×p, C ∈ Hm×m are given, and X ∈ Hn×n, Y ∈ Hp×p unknown.
1) If C = C∗, and (1.1) has a Hermitian solution, then the general Hermitian
solution to (1.1) can be expressed as

(1.2) X = X0 + S1LGZLGS
∗
1 + LAV + V ∗LA

(1.3) Y = Y0 − S2LGZLGS
∗
2 + LBW +W ∗LB

where X0 and Y0 are a special pair Hermitian solution of (1.1),

(1.4) S1 = (In, 0), S2 = (0, Ip), G =
[
A B

]
Z is an arbitrary Hermitian quaternion matrix with consistent size, and V and W
are arbitrary quaternion matrices with suitable sizes.
2) If C = −C∗, and (1.1) has a skew-Hermitian solution, then the general skew-
Hermitian solution can be expressed as

(1.5) X = X0 + S1LGZLGS
∗
1 + LAV − V ∗LA.

(1.6) Y = Y0 − S2LGZLGS
∗
2 + LBW −W ∗LB .

where X0 and Y0 are a special pair skew-Hermitian solution of (1.1), and S1, S2,
and G are the same as (1.4); Z is an arbitrary skew-Hermitian quaternion matrix
with consistent size, and V and W are arbitrary quaternion matrices with suitable
sizes.
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2. Extremal ranks of submatrices in (skew-)Hermitian reflexive
solution of AXA∗ = C

In this section we will derive the extremal ranks of the (skew-) Hermitian reflex-
ive solution of the matrix equation AXA∗ = C, as consequences we will show some
forms of the reflexive solution of AXA∗ = C, and some applications on generelized
inverses.

Consider the linear matrix equation

(2.1) AXA∗ = C

where A, C are given and X is unknown.

Theorem 2.1. Let P ∈ Cn×n be a generalized reflection matrix and let A ∈ Cm×n,
C ∈ Cm×m

H be given, suppose that the matrix equation (2.1) has a Hermitian reflex-
ive solution.X = X∗ ∈ Cn×n

r (P ) Then,
a) The maximal and minimal ranks of the two submatrices X1 and X2 in Hermitian

reflexive solution X = U

[
X1 0
0 X2

]
U∗ to the matrix equation (2.1) are given by

(2.2) max
X1=X∗

1

r (X1) = min
{
k, r

[
A (In − P ) C

]
+ 2k − r (A (In + P ))− r (A)

}
.

(2.3) min
X1=X∗

1

r (X1) = 2r
[
A (In − P ) C

]
− r

[
C A (In − P )

(In − P )A∗ 0

]
.

(2.4)
max

X2=X∗
2

r (X2) = min
{
n− k, r

[
A (In + P ) C

]
+ 2 (n− k)− r (A (In − P ))− r (A)

}
.

(2.5) min
X2=X∗

2

r (X2) = 2r
[
A (In + P ) C

]
− r

[
C A (In + P )

(In + P )A∗ 0

]
.

b) The general Hermitian reflexive solution to (2.1) can be expressed as

X = U

[
X1 0
0 X2

]
U∗

where

X1 = X01 + S1LAUZLAUS
∗
1 + L( 1

2A(In+P )U)V + V ∗L( 1
2A(In+P )U)(2.6)

X2 = X02 − S2LAUZLAUS
∗
2 + L( 1

2A(In−P )U)W +W ∗L( 1
2A(In−P )U)(2.7)

where

[
X01 0
0 X02

]
is a special Hermitian reflexive solution of (2.1), and

S1 = (Ik, 0), S2 = (0, In−k)

V , W and Z are arbitrary matrices with suitable sizes.
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Proof. a) From lemma 1.2 the Hermitian reflexive solution to AXA∗ = C can be
written as

X = U

[
X1 0
0 X2

]
U∗

where X1 = X∗
1 ∈ Ck×k, X2 = X∗

2 ∈ C(n−k)×(n−k), and arbitrary unitary matrix
U =

[
U1 U2

]
, with U1 ∈ Cn×k, U2 ∈ Cn×(n−k).

We denote AU =
[
A1 A2

]
, where A1 ∈ Cm×k, A2 ∈ Cm×(n−k), we have

AXA∗ = C ⇐⇒ AU

[
X1 0
0 X2

]
U∗A∗ = C

⇐⇒ [A1 A2]

[
X1 0
0 X2

] [
A∗

1

A∗
2

]
= C

⇐⇒ A1X1A
∗
1 +A2X2A

∗
2 = C.(2.8)

Then, the two equations (2.1) and (2.8) are equivalent, so from Lemma 1.3 we have

max
A1X1A∗

1 +A2X2A∗
2 = C

X1 = X∗
1

r (X1)

= min {k, r [A2 C] + 2k − r (A1)− r
[
A1 A2

]}(2.9)

min
A1X1A∗

1 +A2X2A∗
2 = C

X1 = X∗
1

r (X1) = 2r
[
A2 C

]
− r

[
C A2

A∗
2 0

]
.

(2.10)

max
A1X1A∗

1 +A2X2A∗
2 = C

X2 = X∗
2

r (X2)

= min {n− k, r
[
A1 C

]
+ 2(n− k)− r (A2)− r

[
A1 A2

]}(2.11)

min
A1X1A∗

1 +A2X2A∗
2 = C

X2 = X∗
2

r (X2) = 2r
[
A1 C

]
− r

[
C A1

A∗
1 0

]
.

(2.12)

From Lemmas 1.1 and 1.2 we can simplify:

r
[
A1 C

]
= r

[
A1 0 C

]
= r

[
1
2A (In + P )U C

]
= r

[
A (In + P ) C

]
,(2.13)

r
[
A2 C

]
= r

[
0 A2 C

]
= r

[
1
2A (In − P )U C

]
= r

[
A (In − P ) C

]
,(2.14)

r

[
C A1

A∗
1 0

]
= r

 C A1 0
A∗

1 0 0
0 0 0
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= r

[
C 1

2A (In + P )U
1
2U (In + P )A∗ 0

]
= r

[
C A (In + P )

(In + P )A∗ 0

]
,(2.15)

r

[
C A2

A∗
2 0

]
= r

 C 0 A2

0 0 0
A∗

2 0 0


= r

[
C 1

2A (In − P )U
1
2U (In − P )A∗ 0

]
= r

[
C A (In − P )

(In − P )A∗ 0

]
.(2.16)

Substituting (2.13)-(2.16) into (2.9)-(2.12) yields (2.2)-(2.5).
b) Necessary substitutions from (2.13)-(2.16) into (1.2)-(1.3) yields (2.6) and (2.7).

Corollary 2.1. Let P ∈ Cn×n be a generalized reflection matrix and A ∈ Cm×n,
C ∈ Cm×m

H be given, suppose that the matrix equation (2.1) has a Hermitian reflex-
ive solution.X = X∗ ∈ Cn×n

r (P ) Then.

a) Equation (2.1) has a Hermitian reflexive solution of the form X = U

[
X1 0
0 0

]
U∗

if and only if

r

[
C A (In + P )

(In + P )A∗ 0

]
= 2r

[
A (In + P ) C

]
.

b) All Hermitian reflexive solutions of equation (2.1) have the form X = U

[
X1 0
0 0

]
U∗

if and only if

r
[
A (In + P ) C

]
= r (A (In − P )) + r (A)− 2 (n− k) .

c) Equation (2.1) has a Hermitian reflexive solution of the form X = U

[
0 0
0 X2

]
U∗

if and only if

r

[
C A (In − P )

(In − P )A∗ 0

]
= 2r

[
A (In − P ) C

]
.

d) All Hermitian reflexive solutions of equation (2.1) have the form X = U

[
0 0
0 X2

]
U∗

if and only if

r
[
A (In − P ) C

]
= r (A (In + P )) + r (A)− 2k.
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e) Equation (2.1) has a null solution if and only if

r

[
C A (In + P )

(In + P )A∗ 0

]
= 2r

[
A (In + P ) C

]
,

r

[
C A (In − P )

(In − P )A∗ 0

]
= 2r

[
A (In − P ) C

]
.

f) All Hermitian reflexive solutions of equation (2.1) are nulls if and only if

r
[
A (In + P ) C

]
= r (A (In − P )) + r (A)− 2 (n− k) ,

r
[
A (In − P ) C

]
= r (A (In + P )) + r (A)− 2k.

It is well known that, the generalized inverse A− for a given matrix A is a
solution of the matrix equation AXA = A, so we apply Corollary 2.1 to the equation
AXA = A we obtain this result.

Corollary 2.2. Let A ∈ Cn×n, for some unitary matrix U . Then,

a) A has a generalized inverse A− of the form A− = U

[
N1 0
0 0

]
U∗ if and only if

r

[
A A (In + P )

(In + P )A 0

]
= 2r

[
A (In + P ) A

]
.

b) A has a generalized inverse A− of the form A− = U

[
0 0
0 N2

]
U∗ if and only if

r

[
A A (In − P )

(In − P )A 0

]
= 2r

[
A (In − P ) A

]
.

A square complex matrix A is defined as EP (Equal-Range Projection) or (range-
Hermitian) when both the matrix A and its conjugate transpose A∗ have identical
ranges. Tian in [18] compiled established characterizations for EP matrices and
provided additional new characterizations for this class of matrices, hence if the
two matrices N1 and N2 in Corollary (2.2) satisfy some conditions we have the
result

Corollary 2.3. Let A ∈ Cn×n, If N1 and N2 in Corollary (2.2) are nonsingular,
for some unitary matrix U , we have:
A is an EP matrix if and only if

r

[
A A (In + P )

(In + P )A 0

]
= 2r

[
A (In + P ) A

]
.

[
A A (In − P )

(In − P )A 0

]
= 2r

[
A (In − P ) A

]
.
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Proof. From ([18] Theorem 2.1) for a given matrix A ∈ Cn×n, the following state-
ments are equivalent
i) A is EP
ii) A− is EP

iii) There exists an unitary matrix U such that UAU∗ =

[
A1 0
0 0

]
, where A1 is

nonsingular.
By applying i), ii) and iii) to a) and b) of Corollary (2.2) leads to result in Corollary
(2.3).

Theorem 2.2. Let P ∈ Cn×n be a generalized reflection matrix and let A ∈ Cm×n,
C ∈ Cm×m, C = −C∗, and assume that the matrix equation (2.1) has a skew-
Hermitian reflexive solution X = −X∗ ∈ Cn×n

r (P ) Then,
(a) The maximal and minimal ranks of the two submatrices X1 and X2 in skew-

Hermitian reflexive solution X = U

[
X1 0
0 X2

]
U∗ to the matrix equation (2.1)

are given by

max
X1=−X∗

1

r (X1) = min
{
k, r

[
A (In − P ) C

]
+ 2k − r (A (In + P ))− r (A)

}
.

min
X1=−X∗

1

r (X1) = 2r
[
A (In − P ) C

]
− r

[
C A (In − P )

− (In − P )A∗ 0

]
.

max
X2=−X∗

2

r (X2) = min
{
n− k, r

[
A (In + P ) C

]
+ 2 (n− k)− r (A (In − P ))− r (A)

}
.

min
X2=−X∗

2

r (X2) = 2r
[
A (In + P ) C

]
− r

[
C A (In + P )

− (In + P )A∗ 0

]
.

b) The general skew- Hermitian reflexive solution of (2.1) can be expressed as

X = U

[
X1 0
0 0

]
U∗

where

X1 = X01 + S1LAUZLAUS
∗
1 + L( 1

2A(In+P )U)V − V ∗L( 1
2A(In+P )U),

X2 = X02 − S2LAUZLAUS
∗
2 + L( 1

2A(In−P )U)W −W ∗L( 1
2A(In−P )U)

where

[
X01 0
0 X02

]
is a special skew-Hermitian reflexive solution of (2.1), and

S1 = (Ik, 0), S2 = (0, In−k)

Z, V and W are arbitrary matrices with suitable sizes.

Proof. The poof is similar to that of Theorem 2.1.
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Corollary 2.4. Let A ∈ Cm×n, C ∈ Cm×m
H be given and assume that the matrix

equation (2.1) has a skew-Hermitian reflexive solution X = −X∗ ∈ Cn×n
r (P ) Then.

a) Equation (2.1) has a skew-Hermitian reflexive solution of the form

X = U

[
X1 0
0 0

]
U∗ if and only if

r

[
C A (In + P )

− (In + P )A∗ 0

]
= 2r

[
A (In + P ) C

]
.

b) All skew-Hermitian reflexive solutions of equation (2.1) have the form X =

U

[
X1 0
0 0

]
U∗ if and only if

r
[
A (In + P ) C

]
= r (A (In − P )) + r (A)− 2 (n− k) .

c) Equation (2.1) has a skew-Hermitian reflexive solution of the form

X = U

[
0 0
0 X2

]
U∗ if and only if

r

[
C A (In − P )

− (In − P )A∗ 0

]
= 2r

[
A (In − P ) C

]
.

d) All skew-Hermitian reflexive solutions of equation (2.1) have the form X =

U

[
0 0
0 X2

]
U∗ if and only if

r
[
A (In − P ) C

]
= r (A (In + P )) + r (A)− 2k.

e) Equation (2.1) has a null solution if and only if

r

[
C A (In + P )

− (In + P )A∗ 0

]
= 2r

[
A (In + P ) C

]
,

r

[
C A (In − P )

− (In − P )A∗ 0

]
= 2r

[
A (In − P ) C

]
.

f) All skew-Hermitian reflexive solutions of equation (2.1) are null solutions if and
only if

r
[
A (In + P ) C

]
= r (A (In − P )) + r (A)− 2 (n− k) ,

r
[
A (In − P ) C

]
= r (A (In + P )) + r (A)− 2k.

3. Extremal ranks of submatrices in generalized reflexive solution of
AXB = C

In this section we will review special forms of the reflexive solution of the equa-
tion AXB = C with respect to the generalized reflexion matrix P.
Consider the linear matrix equation

(3.1) AXB = C
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where A, B and C are given, and X is unknown.

The following Lemma is the same that corollary 3.5 in [20], (also it is the same
that Theorem 2.2 in [17]).

Lemma 3.1. [20]We adopt the following notations:

J3 = {X1 ∈ Hp1×q1 | A3X1B1 +A4X2B2 = C3}
J4 = {X2 ∈ Hp2×q2 |, A3X1B1 +A4X2B2 = C3}.

Assume that A3 ∈ Hs×p1 , A4 ∈ Hs×p2 , B1 ∈ Hq1×t, B2 ∈ Hq2×t, C3 ∈ Hs×t, and
the matrix equation

(3.2) A3X1B1 +A4X2B2 = C3.

is consistent. Then the extremal ranks of the solution to (3.2) are given by

max
X1∈J3

r (X1) = min

 p1, q1, p1 + q1 + r
[
C3 A4

]
− r

[
A3 A4

]
− r (B1) ,

p1 + q1 + r

[
B2

C3

]
− r

[
B1

B2

]
− r (A3) .

 .

min
X1∈J3

r (X1) = r
[
C3 A4

]
+ r

[
B2

C3

]
− r

[
C3 A4

B2 0

]
.

max
X2∈J4

r (X2) = min

 p2, q2, p2 + q2 + r
[
C3 A3

]
− r

[
A3 A4

]
− r (B2) ,

p2 + q2 + r

[
B1

C3

]
− r

[
B1

B2

]
− r (A4) .

 .

min
X2∈J4

r (X2) = r
[
C3 A3

]
+ r

[
B1

C3

]
− r

[
C3 A3

B1 0

]
.

Lemma 3.2. [16] Let A1 ∈ Fm×p, B1 ∈ Fq×n, A2 ∈ Fm×s, B2 ∈ F t×n and
C ∈ Fm×n be given over an arbitrary field F , and suppose that the matrix equation

(3.3) A1XB1 +A2Y B2 = C

is solvable. Then its general solutions for X and Y can be expressed as:

(3.4) X = X0 + S1LGURHT1 + LA1V1 + V2RB1 .

(3.5) Y = Y0 + S2LGURHT2 + LA2
W1 +W2RB2

.

where S1 = [Ip, 0], S2 = [0, Is], T1 =

[
Iq
0

]
, T2 =

[
0
It

]
, G =

[
A1 A2

]
, H =[

B1

−B2

]
and X0, Y0 are a pair of particular solutions to Eq (3.3), U, V1, V2,W1

and W2 are arbitrary
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Theorem 3.1. Let P ∈ Cn×n be a generalized reflection matrix and let A ∈ Cm×n,
B ∈ Cn×l, C ∈ Cm×l are given, suppose that the matrix equation (3.1) has a
reflexive solution.X ∈ Cn×n

r (P ) Then
(a) The maximal and minimal ranks of the two submatrices X1 and X2 in a reflexive

solution X = U

[
X1 0
0 X2

]
U∗ to the matrix equation (3.1) are given by

max
X1

r (X1)(3.6)

= min

 k, 2k + r
[
C A (In − P )

]
− r (A)− r ((In + P )B) ,

2k + r

[
(In − P )B

C

]
− r (B)− r (A (In + P )) .

 .

min
X1

r (X1)(3.7)

= r
[
C A (In − P )

]
+ r

[
(In − P )B

C

]
− r

[
C A (In − P )

(In − P )B 0

]
.

max
X2

r (X2)(3.8)

= min

 n− k, 2 (n− r) + r
[
C A (In + P )

]
− r (A)− r ((In − P )B) ,

2 (n− k) + r

[
(In + P )B

C

]
− r (B)− r (A (In − P )) .

 .

min
X2

r (X2)(3.9)

= r
[
C A (In + P )

]
+ r

[
(In + P )B

C

]
− r

[
C A (In + P )

(In + P )B 0

]
.

b) The general reflexive solution to (3.1) can be expressed as

X = U

[
X1 0
0 X2

]
U∗

where

X1 = X0 + S1LAUZRU∗BT1 + L( 1
2A(In+P )U)Z1 + Z2R( 1

2U
∗(In+P )B),

X2 = Y0 + S2LAUZRU∗BT2 + L( 1
2A(In−P )U)Z3 + Z4R( 1

2U
∗(In−P )B).

where S1 = [Ik, 0], S2 = [0, In−k], T1 =

[
Ik
0

]
, T2 =

[
0

In−k

]
, and

[
X0 0
0 Y0

]
is a particular reflexive solution to equation (3.1),
Z, Z1, Z2, Z3 and Z4 are arbitrary matrices with appropriate sizes.

Proof. a) From lemma 1.2 the reflexive solution to AXB = C can be written as

X = U

[
X1 0
0 X2

]
U∗
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for arbitrary unitary matrix U =
[
U1 U2

]
, with U1 ∈ Cn×k, U2 ∈ Cn×(n−k).

We denote

AU =
[
A1 A2

]
, U∗B =

[
B1

B2

]
where A1 ∈ Cm×k, A2 ∈ Cm×(n−k), B1 ∈ Ck×l, B2 ∈ C(n−k)×l. So,

AXB = C ⇐⇒ AU

[
X1 0
0 X2

]
U∗B = C

⇐⇒
[
A1 A2

] [ X1 0
0 X2

] [
B1

B2

]
= C

⇐⇒ A1X1B1 +A2X2B2 = C.(3.10)

Then, the two equations (3.1) and (3.10) are equivalent, now we adopt the following
notations:

S1 = {X1 ∈ Ck×k | A1X1B1 +A2X2B2 = C},
S2 = {X2 ∈ C(n−k)×(n−k) | A1X1B1 +A2X2B2 = C}.

From Lemma 3.1 we have

max
X1∈S1

r (X1) = min

 r, 2k + r
[
C A2

]
− r

[
A1 A2

]
− r (B1) ,

2k + r

[
B2

C

]
− r

[
B1

B2

]
− r (A1) .

(3.11)

min
X1∈S1

r (X1) = r
[
C A2

]
+ r

[
B2

C

]
− r

[
C A2

B2 0

]
(3.12)

max
X2∈S2

r (X2)(3.13)

= min

 n− k, 2 (n− r) + r
[
C A1

]
− r

[
A1 A2

]
− r (B2) ,

2 (n− k) + r

[
B1

C

]
− r

[
B1

B2

]
− r (A2) .


min

X2∈S2

r (X2) = r
[
C A1

]
+ r

[
B1

C

]
− r

[
C A1

B1 0

]
.(3.14)

From Lemmas 1.1 and 1.2 we can simplify:

r
[
C A2

]
= r

[
C 0 A2

]
= r

[
C 1

2A (In − P )U
]

= r
[
C A (In − P )

]
,(3.15)

r
[
C A1

]
= r

[
C A1 0

]
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= r
[
C 1

2A (In + P )U
]

= r
[
C A (In + P )

]
,(3.16)

r

[
B2

C

]
= r

 0
B2

C


= r

[
1
2U

∗ (In − P )B
C

]
= r

[
(In − P )B

C

]
,(3.17)

r

[
B1

C

]
= r

 B1

0
C


= r

[
1
2U

∗ (In + P )B
C

]
= r

[
(In + P )B

C

]
.(3.18)

r

[
C A2

B2 0

]
= r

 C 0 A2

0 0 0
B2 0 0


= r

[
C 1

2A (In − P )U
1
2U

∗ (In − P )B 0

]
= r

[
C A (In − P )

(In − P )B 0

]
(3.19)

r

[
C A1

B1 0

]
=

 C A1 0
B1 0 0
0 0 0


= r

[
C 1

2A (In + P )U
1
2U

∗ (In + P )B 0

]
= r

[
C A (In + P )

(In + P )B 0

]
(3.20)

Substituting (3.15)-(3.20) into (3.11)-(3.14) yields results of Theorem 3.1.
b) Obvious from formulas (3.4)-(3.5) of Lemma (3.2) and necessary changes from
(3.15)-(3.20).

Corollary 3.1. Let A ∈ Cm×n, B ∈ Cn×l, C ∈ Cm×l are given, we suppose that
the matrix equation (3.1) has a reflexive solution. Then



Ranks of Submatrices in the Reflexive Solutions of Some Matrix Equations 47

a) Equation (3.1) has a reflexive solution of the form X = U

[
X1 0
0 0

]
U∗ if and

only if

r

[
C A (In + P )

(In + P )B 0

]
= r

[
C A (In + P )

]
+ r

[
(In + P )B

C

]
.

b) All reflexive solutions of equation (3.1) have the form X = U

[
X1 0
0 0

]
U∗ if

and only if

r
[
C A (In + P )

]
= r (A) + r ((In − P )B)− 2 (n− k) ,

r

[
(In + P )B

C

]
= r (B) + r (A (In − P ))− 2 (n− k) .

c) Equation (3.1) has a reflexive solution of the form X = U

[
0 0
0 X2

]
U∗ if and

only if

r

[
C A (In − P )

(In − P )B 0

]
= r

[
C A (In − P )

]
+ r

[
(In − P )B

C

]
.

d) All reflexive solutions of equation (3.1) have the form X = U

[
0 0
0 X2

]
U∗ if

and only if

r
[
C A (In − P )

]
= r (A) + r ((In + P )B)− 2k,

r

[
(In − P )B

C

]
= r (B) + r (A (In + P ))− 2k.

e) Equation (3.1) has a null reflexive solution if and only if

r

[
C A (In + P )

(In + P )B 0

]
= r

[
C A (In + P )

]
+ r

[
(In + P )B

C

]
,

and r

[
C A (In − P )

(In − P )B 0

]
= r

[
C A (In − P )

]
+ r

[
(In − P )B

C

]
.

f) All reflexive solutions of equation (3.1) are nulls if and only if

r
[
C A (In + P )

]
= r (A) + r ((In − P )B)− 2 (n− k) ,

r

[
(In + P )B

C

]
= r (B) + r (A (In − P ))− 2 (n− k) .

and

r
[
C A (In − P )

]
= r (A) + r ((In + P )B)− 2k,

r

[
(In − P )B

C

]
= r (B) + r (A (In + P ))− 2k.
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A NEW GLANCE TO THE ASPECTS OF Q-HELICES

Abstract. In this examination, we take q-helices into consideration. By q-helices, we 
mean curves due to the quasi-frame (abbv. q-frame) whose vector fields make constant 
angles with a non-zero fixed axis. One by one, all types of these q-helices we study in 
the work are therefore classified in three dimensional Euclidean space. Additionally, we 
study Darboux q-helices by using Darboux vector obtained with respect to q-frames 
fields of a curve. For a curve enclosed with q-frame as a general case, we reach some 
results for Darboux q-helices.
Keywords: q-frame, q-helices, the relations between q-helices, Darboux q-helices.

1. Introduction

A necessary and sufficient condition for a curve to be of constant slope is that
the ratio of curvature to torsion be constant. This expression is a famous theorem
characterizing helices which was proposed by M.A. Lancret in 1802, but its first
proof was given by B. de Saint Venant in 1845 in his work published at Journal Ec.
Polyt. 30, 1845, p. 26. [20].

Slant helices as more general forms of helices were conceptualized by Izumiya and
Takeuchi [9]. Several authors introduced different types of helices and investigated
their properties [10, 11, 12, 21].
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Researches are increasing on k−type slant helices with their various aspects
[13, 16, 17, 21]. The meaning of k−type slant helices is related to the class of curves
having a property that the scalar product of frame’s vector field and a fixed axis is
constant [8]. For example, general helices are 0−type helices and also 1-type slant
helix is one whose normal vector field makes a constant angle with a non zero fixed
axis. This subject ”k−type slant helices” has been studied and developed in different
types of spaces such as Euclidean, Galilean, and Lorentzian spaces [1, 13, 15, 18].
Another approach called as ”k-type Darboux slant helices” is based on the idea that
Darboux vector obtained by the frame fields in which curves’ behaviour is taken
into consideration makes a constant angle with a non-zero fixed axis is seen in the
works [13, 16, 17, 23, 25].

The different suggestions to frame a curve such as parallel transport frame,
Frenet frame, and etc. are prevalent approaches in differential geometry of curves
[2, 3, 4, 5, 6, 22, 24]. The way to establish the quasi-frame was firstly paved with
introducing the quasi normal vector of a space curve by Coquillart [3]. Then Shin
et al. defined the quasi-normal vector for each point of the curve which lies in the
plane perpendicular to the tangent of the curve at this point [19]. The local theory
of space curves via q-frame was studied by Dede in [4].

In this research, q-helices by which we mean curves whose q-frame fields make
a constant angle with a non-zero fixed axis. We give the necessary and sufficient
conditions for curves due to the q-frame to be q-helices. Then we obtain some
results of the relations between q-helices and Darboux q-helices. Also we classify
Darboux q-helices as special ones whose Darboux vector makes a constant angle
with a non-zero fixed axis by choosing the curve as one of the types of q-helices,
and also the general case.

2. Preliminaries

The three dimensional Euclidean space E3 is a real vector space R3 equipped
with

g = dx2
1 + dx2

2 + dx3
3,(2.1)

where (x1, x2, x3) is a rectangular coordinate system of E3.

Let γ : I −→ E3 be an arc-length parametrized curve which has at least four
continuous derivatives, then the curve γ has a natural frame called as Frenet frame
with the equations below:

T′ = κN
N′ = −κT+ τB
B′ = −τN

(2.2)

where κ and τ are the curvature and the torsion functions of the curve γ, respec-
tively. We designate unit tangent vector field with T, unit principle normal vector
field with N and the unit binormal vector field with B. We exclude the condition
T′ (s) = 0 for some s ∈ I along with this paper [7].

The quasi-frame (abbv. q-frame) as an alternative frame to Frenet trihedron has
been introduced as follows: Given a space curve γ(t), the q-frame composes of three
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orthonormal vectors. These vectors are the unit tangent vector T, the quasi-normal
Nq and the quasi-binormal vector Bq, respectively. The q-frame {T,Nq,Bq,k} is
given by

T = γ′

∥γ′∥ ,Nq = T∧k
∥T∧k∥ ,Bq = T ∧Nq(2.3)

where k is the projection vector.

For clarity, the projection vector k has been chosen as k = (0, 0, 1) along with
the paper. Nevertheless, the q-frame is singular in all cases where t and k become
parallel. Hence, in those cases where t and k are parallel, the projection vector k
can be chosen as k = (0, 1, 0) or k = (1, 0, 0).

Let γ(s) be a curve that is parameterized by arc length s. The variation equa-
tions of the q-frame is given ([4]) as T′

N′
q

B′
q

 =

 0 k1 k2
−k1 0 k3
−k2 −k3 0

 T
Nq

Bq

 ,(2.4)

where the q-curvatures are

k1 =
⟨T′,Nq⟩

∥γ′∥ , k2 =
⟨T′,Bq⟩
∥γ′∥ , k3 = −⟨Nq,B

′
q⟩

∥γ′∥ .(2.5)

3. The q-helices

In this section, we study different types of q-helices which means k−type slant
helices of curves via q-frame in Euclidean 3-space E3. By q-helices, we intend the
curves whose q-frame vector fields make a constant angle with a non-zero fixed axis.
These types of helices within the q-frame are enclosed as depending on a constant
angle between the tangent vector field T and the fixed vector U, the quasi-normal
vector field Nq and the fixed vector U, and the quasi-binormal vector field Bq and
the fixed vector U.

Definition 3.1. A curve γ in E3 given by the q-frame {T,Nq,Bq} is called a slant
helix of type−0, a slant helix of type−1 and a slant helix of type−2 if there exists
a non zero fixed direction U ∈ E3 such that satisfies, respectively,

⟨T,U⟩ = cos θ1, ⟨Nq,U⟩ = cos θ2, ⟨Bq,U⟩ = cos θ3,(3.1)

where θ1, θ2 and θ3 are constant angles. The fixed direction U is called axis of the
q-helices.

The vector U can be written as a combination of q-frame fields as subsequent

U = λ1T+ λ2Nq + λ3Bq,(3.2)

where
λ1 = ⟨T,U⟩ , λ2 = ⟨Nq,U⟩ , λ3 = ⟨Bq,U⟩ .
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Since U is a fixed vector field, its differentiation vanishes, that is,

U′ = (λ′
1−λ2k1 − λ3k2)T+ (λ′

2+λ1k1 − λ3k3)Nq + (λ′
3+λ1k2 + λ2k3)Bq

= 0.
(3.3)

By (3.3), the following system is obtained as

λ′
1−λ2k1 − λ3k2 = 0,

λ′
2+λ1k1 − λ3k3 = 0,

λ′
3+λ1k2 + λ2k3 = 0.

(3.4)

In the following subsections, we study q-helices based on the system of differen-
tial equations (3.4).

3.1. The q-helices of type-0

Theorem 3.1. Let γ be a curve due to the q-frame in E3. Then γ is a q-helix of
type-0 if and only if(

e−
∫ k1k3

k2
ds ∫ k1e

∫ k1k3
k2

dsds
)
k1 +

(
e
∫ k2k3

k1
ds ∫ k2e

−
∫ k2k3

k1
dsds

)
k2 = 0.(3.5)

Proof. A q-helix of type-0 satisfies the condition

λ1 = ⟨T,U⟩ = cos θ1,(3.6)

where θ1 is a constant angle. Therefore, by substituting λ1 = cos θ1 into the system
(3.4), it turns into

λ2k1 + λ3k2 = 0,
λ′
2 − λ3k3+cos θ1k1 = 0,

λ′
3 + λ2k3+cos θ1k2 = 0.

(3.7)

From (3.7)1,
λ3 = −k1

k2
λ2, λ2 = −k2

k1
λ3.(3.8)

By using (3.8) in the equations (3.7)1, and (3.7)2, we get the following linear
differential equations of first order:

λ′
2 +

k1k3

k2
λ2= − cos θ1k1,(3.9)

λ′
3 − k2k3

k1
λ3= − cos θ1k2.(3.10)

The solution of (3.9) is

λ2 = − cos θ1e
−

∫ k1k3
k2

ds ∫ k1e
∫ k1k3

k2
dsds,(3.11)

and the solution of (3.10) is

λ3 = − cos θ1e
∫ k2k3

k1
ds ∫ k2e

−
∫ k2k3

k1
dsds.(3.12)
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Substituting (3.11) and (3.12) into (3.7)1 gives the condition to be q-helices of
type-0 as follows:(

e−
∫ k1k3

k2
ds ∫ k1e

∫ k1k3
k2

dsds
)
k1 +

(
e
∫ k2k3

k1
ds ∫ k2e

−
∫ k2k3

k1
dsds

)
k2 = 0.(3.13)

Conversely, suppose that the relation (3.5) holds, also the fixed vector filed U
can be composed of

U =cos θ1T−
(
cos θ1e

−
∫ k1k3

k2
ds ∫ k1e

∫ k1k3
k2

dsds
)
Nq

−
(
cos θ1e

∫ k2k3
k1

ds ∫ k2e
−

∫ k2k3
k1

dsds
)
Bq.

(3.14)

We obtain U′= 0 by using (3.6). Hence γ is a q-helices of type-0.

Corollary 3.1. If γ is a q-helix of type-0, an axis of γ is

D0 = cos θ1T+
(
− cos θ1e

−
∫ k1k3

k2
ds ∫ k1e

∫ k1k3
k2

dsds
)
Nq

+
(
− cos θ1e

∫ k2k3
k1

ds ∫ k2e
−

∫ k2k3
k1

dsds
)
Bq.

(3.15)

Remark 3.1. If the tangent vector field T of the curve γ and the fixed axis D0 are
orthogonal to each other, that is, cos θ1 = cos π

2
= 0, then the q-helix of type-0 can not

occur since the vanishing of the axis D0.

3.2. The q-helices of type-1

Theorem 3.2. Let γ be a curve due to the q-frame in E3. Then γ is a q-helix of
type-1 if and only if(

e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds

)
k1 +

(
e−

∫ k2k3
k1

ds ∫ k3e
∫ k2k3

k1
dsds

)
k3 = 0.(3.16)

Proof. A q-helix of type-1 satisfies the condition

λ2 = ⟨Nq,U⟩ = cos θ2,(3.17)

where θ2 is a constant angle. Therefore, by substituting λ2 = cos θ2 into the system
(3.4), it turns into

λ′
1−λ2k1 − λ3k2 = 0,

λ1k1 − λ3k3 = 0,
λ′
3+λ1k2 + λ2k3 = 0.

(3.18)

From (3.18)2,
λ3 = k1

k3
λ1, λ1 = k3

k1
λ3.(3.19)

By using (3.19) in the equations (3.18)1 and (3.18)3, we get the following linear
differential equations of first order:

λ′
1 − k1k2

k3
λ1 = cos θ2k1,(3.20)
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λ′
3+

k2k3

k1
λ3 = − cos θ2k3.(3.21)

The solution of (3.20) is

λ1 = cos θ2e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds,(3.22)

and the solution of (3.21) is

λ3 = − cos θ2e
−

∫ k2k3
k1

ds ∫ k3e
∫ k2k3

k1
dsds.(3.23)

Substituting (3.22), and (3.23) into (3.18)2 gives the condition to be q-helices of
type-1 as follows:

(
e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds

)
k1 +

(
e−

∫ k2k3
k1

ds ∫ k3e
∫ k2k3

k1
dsds

)
k3 = 0.(3.24)

Conversely, suppose that the relation (3.16) holds, also the fixed vector field U
can be composed of

U =
(
cos θ2e

∫ k1k2
k3

ds ∫ k1e
−

∫ k1k2
k3

dsds
)
T+ cos θ2Nq

−
(
cos θ2e

−
∫ k2k3

k1
ds ∫ k3e

∫ k2k3
k1

dsds
)
Bq.

(3.25)

We obtain U′= 0 by using (3.17). Hence γ is a q-helix of type-1.

Corollary 3.2. If γ is a q-helix of type-1, an axis of γ is

D1 =
(
cos θ2e

∫ k1k2
k3

ds ∫ k1e
−

∫ k1k2
k3

dsds
)
T+ cos θ2Nq

+
(
− cos θ2e

−
∫ k2k3

k1
ds ∫ k3e

∫ k2k3
k1

dsds
)
Bq.

(3.26)

Remark 3.2. If the tangent vector field Nq of the curve γ and the fixed axis D1 are
orthogonal to each other, that is, cos θ2 = cos π

2
= 0, then the q-helix of type-1 can not

occur since the vanishing of the axis D1.

3.3. The q-helices of type-2

Theorem 3.3. Let γ be a curve due to the q-frame in E3. Then γ is a q-helix of
type-2 if and only if(

e−
∫ k1k2

k3
ds ∫ k2e

∫ k1k2
k3

dsds
)
k2 +

(
e
∫ k1k3

k2
ds ∫ k3e

−
∫ k1k3

k2
dsds

)
k3 = 0.(3.27)

Proof. A q-helix of type-2 satisfies the condition

λ3 = ⟨Bq,U⟩ = cos θ3,(3.28)
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where θ3 is a constant angle. Therefore, by substituting λ3 = cos θ3 into the system
(3.4), it turns into

λ1k2 + λ2k3 = 0.
λ′
1−λ2k1 − λ3k2 = 0,

λ′
2+λ1k1 − λ3k3 = 0.

(3.29)

From (3.29)1,
λ2 = −k2

k3
λ1, λ1 = −k3

k2
λ2.(3.30)

By using (3.30) in the equations (3.29)2, and (3.29)3, we get the following linear
differential equations of first order:

λ′
1+

k1k2

k3
λ1 = cos θ3k2,(3.31)

λ′
2−k1k3

k2
λ2 = cos θ3k3.(3.32)

The solutions of (3.31) and (3.32) are

λ1 = cos θ3e
−

∫ k1k2
k3

ds ∫ k2e
∫ k1k2

k3
dsds,(3.33)

λ2 = cos θ3e
∫ k1k3

k2
ds ∫ k3e

−
∫ k1k3

k2
dsds,(3.34)

respectively.

Substituting (3.33) and (3.34) into (3.29)1 gives the condition to be q-helices of
type-2 as follows:(

e−
∫ k1k2

k3
ds ∫ k2e

∫ k1k2
k3

dsds
)
k2 +

(
e
∫ k1k3

k2
ds ∫ k3e

−
∫ k1k3

k2
dsds

)
k3 = 0.(3.35)

Conversely, suppose that the relation (3.27) holds, also the fixed vector field U
can be composed of

U =
(
cos θ3e

−
∫ k1k2

k3
ds ∫ k2e

∫ k1k2
k3

dsds
)
T

+
(
cos θ3e

∫ k1k3
k2

ds ∫ k3e
−

∫ k1k3
k2

dsds
)
Nq + cos θ3Bq.

(3.36)

We obtain U′= 0 by using (3.27) and (3.28). Hence γ is a q-helix of type-2.

Corollary 3.3. If γ is a q-helix of type-2, an axis of γ is

D2 =
(
cos θ3e

−
∫ k1k2

k3
ds ∫ k2e

∫ k1k2
k3

dsds
)
T

+
(
cos θ3e

∫ k1k3
k2

ds ∫ k3e
−

∫ k1k3
k2

dsds
)
Nq + cos θ3Bq.

(3.37)

Remark 3.3. If the tangent vector field Bq of the curve γ and the fixed axis D2 are
orthogonal to each other, that is, cos θ3 = cos π

2
= 0, then the q-helix of type-2 can not

occur since the vanishing of the axis D2.
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3.4. The relations of q-helices to each other

In this part, we give the relations of q-helices to each other based on the conse-
quences of Theorems 3.1, 3.2 and 3.3.

Corollary 3.4. Let γ be a q-helix of type-0 in E3. Then γ is a q-helix of type-1 if
and only if

k1 = 0 or k2 = ck3,(3.38)

where c is a constant.

Proof. Using (3.14) at the condition to be a q-helix of type-1 as follows:

⟨Nq,U⟩ = − cos θ1e
−

∫ k1k3
k2

ds ∫ k1e
∫ k1k3

k2
dsds.(3.39)

The expression in (3.39) becomes constant if the cases (3.38) are satisified.

Corollary 3.5. Let γ be a q-helix of type-0 in E3. Then γ is a q-helix of type-2 if
and only if

k2 = 0 or k1 = −ck3(3.40)

where c is a constant.

Proof. Using (3.14) at the condition to be a q-helix of type-2 as follows:

⟨Bq,U⟩ = − cos θ1e
∫ k2k3

k1
ds ∫ k2e

−
∫ k2k3

k1
dsds.(3.41)

The expression in (3.41) becomes constant if the cases (3.40) are satisified.

Corollary 3.6. Let γ be a q-helix of type-1 in E3. Then γ is a q-helix of type-0 if
and only if

k1 = 0 or k3 = −ck2(3.42)

where c is a constant.

Proof. Using (3.25) at the condition to be a q-helix of type-0 as follows:

⟨T,U⟩ = cos θ2e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds.(3.43)

The expression in (3.43) becomes constant if the cases (3.42) are satisified.

Corollary 3.7. Let γ be a q-helix of type-1 in E3. Then γ is a q-helix of type-2 if
and only if

k3 = 0 or k1 = −ck2(3.44)

where c is a constant.
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Proof. Using (3.25) at the condition to be a q-helix of type-2 as follows:

⟨Bq,U⟩ = − cos θ2e
−

∫ k2k3
k1

ds ∫ k3e
∫ k2k3

k1
dsds.(3.45)

The expression in (3.45) becomes constant if the cases (3.44) are satisified.

Corollary 3.8. Let γ be a q-helix of type-2 in E3. Then γ is a q-helix of type-0 if
and only if

k2 = 0 or k3 = ck1.(3.46)

where c is a constant.

Proof. Using (3.36) at the condition to be a q-helix of type-0 as follows:

⟨T,U⟩ = cos θ3e
−

∫ k1k2
k3

ds ∫ k2e
∫ k1k2

k3
dsds.(3.47)

The expression in (3.47) becomes constant if the cases (3.46) are satisified.

Corollary 3.9. Let γ be a q-helix of type-2 in E3. Then γ is a q-helix of type-1 if
and only if

k3 = 0 or k2 = −ck1.(3.48)

where c is a constant.

Proof. Using (3.36) at the condition to be a q-helix of type-1 as follows:

⟨Nq,U⟩ = cos θ3e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds.(3.49)

The expression in (3.49) becomes constant if the cases (3.48) are satisified.

The above results can be put together with the following corollary:

Corollary 3.10. Let γ be a curve via q-frame in E3. Then

(i) The curve γ is both a q-helix of type-0 and type-1 provided that

k1 = 0 or k2 = Ak3,

where A is an arbitrary constant.

(ii) The curve γ is both a q-helix of type-0 and type-2 provided that

k2 = 0 or k1 = Bk3,

where B is an arbitrary constant.

(iii) The curve γ is both a q-helix of type-1 and type-2 provided that

k3 = 0 or k2 = Ck1,

where C is an arbitrary constant.
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4. The Darboux q-helices

In this part of our research, we classify the Darboux q-helices. First we study
the conditions of q-helices of type-0, type-1 and type-2 to be Darboux q-helices,
respectively. Finally, we obtain the general case for q-helices to be Darboux helices.

From [4], the Darboux vector of a curve due to the q-frame is as follows:

∂ =k3T−k2Nq + k1Bq.(4.1)

We have to give the description of Darboux q-helices as follows:

Definition 4.1. A unit speed curve γ framed by q-frame whose Darboux vector
∂ is said to be a Darboux helix provided that there exists a non-zero fixed direction
U ∈E3 such that satisfies

⟨∂,U⟩ = cosφ,(4.2)

φ is a constant angle between the vectors ∂ and U.

Differentiating (4.2) and rearranging the equation gives the system

λ′
1−λ2k1 − λ3k2 = 0,

λ′
2+λ1k1 − λ3k3 = 0,

λ′
3+λ1k2 + λ2k3 = 0.

(4.3)

Based upon the system (4.3), we take the q-helices of type-0, type-1 and type-2,
and a curve frame by a q-frame to be Darboux helices into consideration, respec-
tively, in the subsequent four cases:

Case 1: Let γ be a q-helix of type-0. Hence the equation (3.6) holds. Then we
have the equation

⟨∂′,U⟩ = λ1k
′
3 − λ2k

′
2 + λ3k

′
1 = 0.(4.4)

Using (3.6) and (4.4) in the system (4.3) results in the following system:

cos θ1k
′
3 − λ2k

′
2 + λ3k

′
1 = 0,

λ2k1 + λ3k2 = 0,
λ′
2+cos θ1k1 − λ3k3 = 0,

λ′
3+cos θ1k2 + λ2k3 = 0.

(4.5)

Applying (4.5)2 into the equations (4.5)3 and (4.5)4, the functions λ2 and λ3 are
found as in (3.11) and (3.12). If the values obtained are substituted to the equation
(4.5)1, then it follows that

k′3 + k′2e
−

∫ k1k3
k2

ds ∫ k1e
∫ k1k3

k2
dsds− k′1e

∫ k2k3
k1

ds ∫ k2e
−

∫ k2k3
k1

dsds = 0.(4.6)

Also from (3.13), we have(
e
∫ k2k3

k1
ds ∫ k2e

−
∫ k2k3

k1
dsds

)
= −k1

k2

(
e−

∫ k1k3
k2

ds ∫ k1e
∫ k1k3

k2
dsds

)
.(4.7)
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Substituting (4.7) into (4.6) gives

k′3 +
(
k′2 +

k1k
′
1

k2

)(
e−

∫ k1k3
k2

ds ∫ k1e
∫ k1k3

k2
dsds

)
= 0(4.8)

which is the condition for a q-helix of type-0 to be a Darboux helix.

Conversely, suppose that the relation (4.8) holds, it can be seen that the axis
given in (3.14) is a fixed one.

Case 2: Let γ be a q-helix of type-1. Hence the equation (3.17) holds. Using (3.17),
and (4.4) in the system (4.3), we find the system

λ1k
′
3 − cos θ2k

′
2 + λ3k

′
1 = 0,

λ′
1−λ2k1 − λ3k2 = 0,

λ1k1 − λ3k3 = 0,
λ′
3+λ1k2 + λ2k3 = 0.

(4.9)

Applying (4.9)3 into the equations (4.9)2 and (4.9)4, the functions λ1 and λ3 are
found as in (3.22) and (3.23). If the values obtained are substituted to the equation
(4.9)1, then it follows that

k′3e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds− k′2 − k′1e

−
∫ k2k3

k1
ds ∫ k3e

∫ k2k3
k1

dsds = 0(4.10)

Also from (3.24), we obtain

(
e−

∫ k2k3
k1

ds ∫ k3e
∫ k2k3

k1
dsds

)
= −k1

k3

(
e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds

)
(4.11)

Substituting (4.11) into (4.10), we attain the equation

k′2 +
(

k1k
′
1

k3
− k′3

)(
e
∫ k1k2

k3
ds ∫ k1e

−
∫ k1k2

k3
dsds

)
= 0(4.12)

which is the condition for a q-helix of type-1 to be a Darboux helix.

Conversely, suppose that the relation (4.12) holds. It can be seen that the axis
given in (3.25) is a fixed one.

Case 3: Let γ be a q-helix of type-2. So the equation (3.28) holds. Using (3.28)
and (4.4) in the system (4.3), the system is as follows:

λ1k
′
3 − λ2k

′
2 + cos θ3k

′
1 = 0,

λ′
1−λ2k1 − λ3k2 = 0,

λ′
2+λ1k1 − λ3k3 = 0,

λ1k2 + λ2k3 = 0.

(4.13)

Applying (4.13)4 into the equations (4.13)2 and (4.13)3, the functions λ1 and λ2 are
obtained as in (3.33) and (3.34). If the values obtained are put into the equation
(4.13)1, then it is followed that
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k′3e
−

∫ k1k2
k3

ds ∫ k2e
∫ k1k2

k3
dsds− k′2e

∫ k1k3
k2

ds ∫ k3e
−

∫ k1k3
k2

dsds+ k′1 = 0.(4.14)

Also from (3.35), we obtain(
e−

∫ k1k2
k3

ds ∫ k2e
∫ k1k2

k3
dsds

)
= −k3

k2

(
e
∫ k1k3

k2
ds ∫ k3e

−
∫ k1k3

k2
dsds

)
.(4.15)

Replacing (4.15) into (4.14), we reach the result

k′1 −
(
k′2 +

k3k
′
3

k2

)(
e
∫ k1k3

k2
ds ∫ k3e

−
∫ k1k3

k2
dsds

)
= 0(4.16)

which is the condition for a q-helix of type-2 to be a Darboux helix.

Conversely, suppose that the relation (4.16) holds. It can be seen that the axis
given in (3.36) is a fixed one.

Case 4 (General Case): Let γ be a curve due to the q-frame in E3. From (4.2),
we obtain

λ1k3 − λ2k2 + λ3k1 = cosφ.(4.17)

Differentiating (4.17) and after some arrangements, we find

λ1k
′
3 − λ2k

′
2 + λ3k

′
1 = 0.(4.18)

With the aid of (4.17) and (4.18), we arrive

λ3 =
(k′

2k3−k2k
′
3)λ2−cosφk′

3

k′
1k3−k1k′

3
,(4.19)

and

λ1 =
(k′

2k1−k2k
′
1)λ2−cosφk′

1

k′
3k1−k3k′

1
,(4.20)

respectively. Substituting (4.19) and (4.20) into (4.3)2 delivers the linear DE as

λ′
2+
(

k′
2k

2
1−k2k1k

′
1+k′

2k
2
3−k2k3k

′
3

k′
3k1−k3k′

1

)
λ2 =

cosφ(k1k
′
1+k3k

′
3)

k′
3k1−k3k′

1
.(4.21)

The solution of (4.21) is

λ2 = cosφe
∫ k2k1k′

1+k2k3k′
3−k′

2k2
1−k′

2k2
3

k′
3k1−k3k′

1
ds ∫ (k1k

′
1+k3k

′
3)

k′
3k1−k3k′

1
e
∫ k′

2k2
1−k2k1k′

1+k′
2k2

3−k2k3k′
3

k′
3k1−k3k′

1
ds
ds.

(4.22)
Using (4.17) and (4.18), we obtain

λ1 =
(k′

1k2−k1k
′
2)λ3+cosφk′

2

k′
2k3−k2k′

3
,(4.23)

and

λ2 =
(k′

1k3−k1k
′
3)λ3+cosφk′

3

k′
2k3−k2k′

3
,(4.24)
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respectively. Replacing (4.23) and (4.24) into (4.3)3, we have the following differ-
ential equation

λ′
3+
(

k′
1k

2
2−k1k2k

′
2+k′

1k
2
3−k1k3k

′
3

k′
2k3−k2k′

3

)
λ3 =

cosφk2k
′
2+cosφk3k

′
3

k2k′
3−k′

2k3
.(4.25)

The solution of (4.25) is

λ3 = cosφe
∫ k1k2k′

2+k1k3k′
3−k′

1k2
3−k′

1k2
2

k′
2k3−k2k′

3
ds ∫ k2k

′
2+k3k

′
3

k2k′
3−k′

2k3
e
∫ k′

1k2
2−k1k2k′

2+k′
1k2

3−k1k3k′
3

k′
2k3−k2k′

3
ds
ds.

(4.26)
From (4.17) and (4.18), we attain

λ2 =
(k′

3k1−k3k
′
1)λ1+cosφk′

1

k′
2k1−k2k′

1
,(4.27)

and

λ3 =
(k′

2k3−k2k
′
3)λ1−cosφk′

2

(k′
1k2−k1k′

2)
,(4.28)

respectively. Usage of the equations (4.27) and (4.28) at (4.3)1 allows the equation

λ′
1 +

(
k3k

′
1−k′

3k1+k′
2k3−k2k

′
3

k1k′
2−k′

1k2

)
λ1 =

cosφk1k
′
1+cosφk2k

′
2

k1k′
2−k′

1k2
.(4.29)

The solution of (4.29) is

λ1 = cosφe
∫ k′

3k1−k3k′
1−k′

2k3+k2k′
3

k1k′
2−k′

1k2
ds ∫ cosφk1k

′
1+cosφk2k

′
2

k1k′
2−k′

1k2
e
∫ k3k′

1−k′
3k1+k′

2k3−k2k′
3

k1k′
2−k′

1k2
ds
ds.

(4.30)
Substituting (4.22), (4.26) and (4.30) into (4.18) gives the condition for a curve to
be a Darboux q-helix as follows:(

e
∫ k1k2k′

2+k1k3k′
3−k′

1k2
3−k′

1k2
2

k′
2k3−k2k′

3
ds ∫ k2k

′
2+k3k

′
3

k2k′
3−k′

2k3
e
∫ k′

1k2
2−k1k2k′

2+k′
1k2

3−k1k3k′
3

k′
2k3−k2k′

3
ds
ds

)
k′1

+

(
e
∫ k′

3k1−k3k′
1−k′

2k3+k2k′
3

k1k′
2−k′

1k2
ds ∫ k1k

′
1+k2k

′
2

k1k′
2−k′

1k2
e
∫ k3k′

1−k′
3k1+k′

2k3−k2k′
3

k1k′
2−k′

1k2
ds
ds

)
k′3

=

(
e
∫ k2k1k′

1+k2k3k′
3−k′

2k2
1−k′

2k2
3

k′
3k1−k3k′

1
ds ∫ (k1k

′
1+k3k

′
3)

k′
3k1−k3k′

1
e
∫ k′

2k2
1−k2k1k′

1+k′
2k2

3−k2k3k′
3

k′
3k1−k3k′

1
ds
ds

)
k′2.

(4.31)

Conversely, suppose that the relation (4.31) holds, the fixed vector filed U can
also be composed of

U =(
cosφe

∫ k′
3k1−k3k′

1−k′
2k3+k2k′

3
k1k′

2−k′
1k2

ds ∫ cosφk1k
′
1+cosφk2k

′
2

k1k′
2−k′

1k2
e
∫ k3k′

1−k′
3k1+k′

2k3−k2k′
3

k1k′
2−k′

1k2
ds
ds

)
T

+

(
cosφe

∫ k2k1k′
1+k2k3k′

3−k′
2k2

1−k′
2k2

3
k′
3k1−k3k′

1
ds ∫ (k1k

′
1+k3k

′
3)

k′
3k1−k3k′

1
e
∫ k′

2k2
1−k2k1k′

1+k′
2k2

3−k2k3k′
3

k′
3k1−k3k′

1
ds
ds

)
Nq

+

(
cosφe

∫ k1k2k′
2+k1k3k′

3−k′
1k2

3−k′
1k2

2
k′
2k3−k2k′

3
ds ∫ k2k

′
2+k3k

′
3

k2k′
3−k′

2k3
e
∫ k′

1k2
2−k1k2k′

2+k′
1k2

3−k1k3k′
3

k′
2k3−k2k′

3
ds
ds

)
Bq

(4.32)
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We obtain U′= 0 by using (4.17) and (4.31). Hence γ is a Darboux q-helix.

We can give the following theorem containing the cases above:

Theorem 4.1. Let γ be a curve due to the q-frame in Euclidean 3-space E3. Then

(i) γ is a Darboux q-helix satisfying the condition to be q-helix of type-0 if and
only if the equation (4.8) is satisfied.

(ii) γ is a Darboux q-helix satisfying the condition to be q-helix of type-1 if and
only if the equation (4.12) is satisfied.

(iii) γ is a Darboux q-helix satisfying the condition to be q-helix of type-2 if and
only if the equation (4.16) is satisfied.

(iv) γ is a Darboux q-helix if and only if the equation (4.31) is satisfied, and the
fixed axis is given as in (4.32).

5. Conclusion

Helices are very special curves by which many patterns can be modelled in
nature. In the present examination, we considered these special curves from the
point of view of frame fields which describe the behaviour of the curves. The original
aspect of our research is to deal quasi-frame (abbv. q-frame) in Euclidean 3-space.
For all vector fields of the mentioned frame, slant helices, which are recalled, in
the context of the paper, as q-helices, have been worked out in Euclidean 3-space.
Additionally, the Darboux q-helices are obtained by Darboux vector which has been
formed by q-frame fields.
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helices in Minkowski 3-space. Math. Meth. Appl. Sci. 41 (2018), 7583–7598.
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Abstract. The hypersurface is one of the most important objects in a space. Many
authors studied diffrent geometric aspects of hypersurfaces in a space. In this paper,
we define three types of 2-ruled hypersurfaces in a Walker 4-manifold. We obtain the
Gaussian and mean curvatures of the 2-ruled hypersurfaces of type-1, type-2 and type-
3. We give some characterizations about its minimality. We also deal with the first
Laplace-Beltrami operators of these types of 2-ruled hypersurfaces in the considered
Walker 4-manifold.
Keywords: 2-ruled hypersurface, Walker manifolds.

1. Introduction

The study of hypersurface of a given ambiant space M is an interesting problem
which enriches our knowledge and understanding of the geometry of the space itself.
The theory of ruled surfaces in R3 is a classical subject in diffrential geometry. The
study of ruled surfaces of a given ambiant space M is also a natural and interesting
problem. A surface Σ in M is said to be ruled if every point of Σ is on (a open
geodesic segment) in M that lies in Σ (see [21]). Locally a ruled surface is made by a
one parameter family of geodesic segments [7]. Ruled surfaces are one parameter set
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of lines and they are one of the important topics of classifical differential geometry.
A ruled surface is defined as

φ(s, t) = α(s) + tX(s), s, t ∈ I ⊂ R,

where the curve α(s) is called base curve and X(s) is called the ruling of the ruled
surface. A lots of studies have been done about different characterizations of ruled
surfaces in 3-dimensional Euclidean, Minkowskian, Galilean and pseudo-Galilean
space (see [9, 10, 12, 13, 14, 18] and references therein). In [2], the authors define
a quaternionic operator whose scalar part is a real parameter and vector part is
a curve in three dimensional real vector space R3. They prove that quaternion
product of this operator and a spherical curve represent a ruled surface in R3 if the
vector part of the quaternionic operator is perpendicular to the position vector of
the spherical curve. Also in [3], the authors show that the split quaternion product
of a split quaternion operator and a curve, which lies on Lorentzian unit sphere or on
hyperbolic unit sphere, parametrizes a ruled surface in the 3-dimensional Minkowski
space E3

1 if the vector part of the operator is perpendicular to the position vector
of the spherical curve. Recently, in [19], the authors have constructed two special
families of ruled surfaces in a three dimensional strict Walker manifold. They show
that the local degeneracy (resp. non-degeneracy) to one of this family has a strong
consequence on the geometry of the ambiant Walker manifold. Ruled hypersurfaces
in higher dimensions have also been studied by many authors [4, 5]. In [6], the
intrinsic classification of irreducible ruled hypersurfaces of R4 has been given. In
[16], a new approach to investigating ruled real hypersurfaces in complex hyperbolic
space CHn is given. In the paper [15], the authors study ruled real hypersurfaces
in the complex quadric.

A 2-ruled hypersurface in R4 is a one-parameter family of planes in R4. This is
a generalization of ruled surfaces in R3. In [25], the author study singularities of
2-ruled hypersurfaces in Euclidean 4-space. After defining a non-degenerate 2-ruled
hypersurface, he gives a necessary and sufficient condition for such a map germ to
be right-left equivalent to the cross cap × interval. Also, the author in [25] discusses
the behavior of a generic 2-ruled hypersurface map. In [1], the authors obtain the
Gauss map (unit normal vector field) of a 2-ruled hypersurface in Euclidean 4-space
with the aid of its general parametric equation. They also obtain Gaussian and
mean curvatures of the 2-ruled hypersurface and they give some characterizations
about its minimality. Finally, they deal with the first and second Laplace-Beltrami
operators of 2-ruled hypersurfaces in E4. Recently, in [17] the authors have defined
three types of 2-ruled hypersurfaces in the Minkowski 4-space E4

1. They obtain
Gaussian and mean curvatures of the 2-ruled hypersurfaces of type-1 and type-
2, and some characterizations about its minimality. They also deal with the first
Laplace-Beltrami operators of these types of 2-ruled hypersurfaces in E4

1.

Motivated by the above two works, in this paper we study the 2-ruled hypersur-
faces in a Walker 4-manifold. We define three types of 2-ruled hypersurfaces and we
gives Gaussian and mean curvatures of the 2-ruled hypersurface and some character-
izations about its minimality. Our paper is organized as follows: We introduce the
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topic in section 1., then we recall some basics notions on pseudo-Riemannian man-
ifolds in section 2.. Finally, we study 2-ruled hypersurfaces on a Walker 4-manifold
in section 3.

2. Preliminaries

In this section, we recall some basics notions on pseudo-Riemannian manifolds
taken from the book [11]. We begin with some algebraic preliminaries on non-
degenerate bilinear forms on an m-dimensional real vector space V .

Let g : V ×V → R be a symmetric bilinear form. We say that g is non-degenerate
if g(u, v) = 0 for each v ∈ V implies u = 0, otherwise g is called degenerate. A
non-degenerate symmetric bilinear form on V is called a pseudo-Euclidean metric
on V . It may induce either a non-degenerate or a degenerate symmetric bilinear
form on a subspace W of V ; then W is said to be a non-degenerate or a degenerate
subspace, respectively. We say that g is positive (negative) definite provided that
u ̸= 0 implies g(u, u) > 0(< 0). If g is non-degenerate, there exists an ordered basis
(e1, e2, . . . , em) of V such that:

g(ei, ei) = −1, 1 ≤ i ≤ q,

g(ei, ei) = 1, q + 1 ≤ i ≤ m,

g(ei, ej) = 0, i ̸= j,

where q is uniquely determined and (q,m − q) is the signature of g. Obviously, in
the case q = 0 or q = m, the first or the second condition has to be dropped. The
integer q is called the index of g on V and it is the largest dimension of a subspace
W ⊂ V on which the induced metric is negative definite.

A pseudo-Riemannian metric g on an m-dimensional manifold M is a symmetric
tensor field of type (0, 2) on M such that for any p ∈ M the tensor g is a non-
degenerate symmetric bilinear form on the tangent space TpM of constant index.
We call (M, g) a pseudo-Riemannian manifold. Frequently, we denote by Mm

q an m-
dimensional pseudo-Riemannian manifold of index q. In the particular case m > 2
and q = 1, we call (M, g) a Lorentzian manifold. Obviously, if q = 0, (M, g) is a
Riemannian manifold.

Let Nn
s be a submanifold of a pseudo-Riemannian manifold Mm

q . If the pseudo-
Riemannian metric tensor gM of Mm

q induces a pseudo-Riemannian metric tensor, a
Riemannian metric tensor or a degenerate metric tensor gN onNn

s , thenNn
s is called

a pseudo-Riemannian submanifold, a Riemannian submanifold or a degenerate sub-
manifold, respectively, of Mm

q . Let Mm
q be an m-dimensional pseudo-Riemannian

manifold with pseudo- Riemannian metric tensor gM of index q. Denoting by ⟨, ⟩
the associated nondegenerate inner product on Mm

q , a tangent vector X to Mm
q is

said to be spacelike if ⟨X,X⟩ > 0 ( or X = 0), timelike if ⟨X,X⟩ < 0 or lightlike
(null) if ⟨X,X⟩ = 0 and X ̸= 0. The set of null vectors of TpM is called the null
cone at p ∈ M .

Let Mm
1 (c) be an m-dimensional Lorentzian space form of constant curvature c,

that is, Mm
1 (c) is the de Sitter space-time Sm1 (c), Minkowski space-time R4

1(c) or the
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anti-de Sitter space-time Hm
1 (c) according to c > 0, c = 0 or c < 0. For simplicity,

we suppose that the constant curvature c of Mm
1 (c) is equal to 1, 0,−1 according

to whether c > 0, c = 0, c < 0.

Now, we describe some basic examples of pseudo-Riemannian manifolds. Let
Rm

q be an m-dimensional pseudo-Euclidean space with metric tensor given by

g = −
q∑

i=1

(dui)
2 +

m∑
i=q+1

(dui)
2,

where (u1, . . . , um) is a coordinate system of Rm
q . So (Rm

q , g) is a flat pseudo-
Riemannian manifold of index q. Putting:

Sm1 (1) = {u ∈ Rm+1
1 , ⟨u, u⟩ = 1},

one obtains an m-dimensional pseudo-Riemannian manifold of index q and of con-
stant curvature c = 1. In the theory of general relativity, S41(c) is called the de
Sitter space-time. Putting:

Hm
1 (−1) = {u ∈ Rm+1

2 , ⟨u, u⟩ = −1},

one obtains an m-dimensional pseudo-Riemannian manifold of index q and of con-
stant curvature c = −1. Hm

1 (−1) is called the anti-de Sitter space. We end this
section by the following remark.

Remark 2.1. In contrast to the Riemannian case, there are topological obstructions to
the existence of a Lorentz metric on a manifold M . Such a metric exists if either M is
non-compact, or M is compact and has Euler number χ(M) = 0.

3. 2-ruled hypersurfaces on a Walker 4-manifold

Hypersurfaces are one of the important objects in a space. Hypersurfaces in a
manifold of constant curvature have been studied by many authors. Many ambiant
spaces are not always of constant curvature. In this paper, we will studied 2-ruled
hypersurfaces in a Walker 4-manifold.

A Walker 4-manifold noted M , is a pseudo-Riemannian manifold, which admits
a field of parallel null 2-planes with signature (+ + −−). This class of manifold is
locally isometric to (U, gf ) where U is an open of R4 and gf is the metric given,
respectively to the local coordinates basis by {∂i = ∂

∂u1
}i=1,2,3,4 by

gf (∂1, ∂3) = gf (∂2, ∂4) = 1,

gf (∂i, ∂j) = gfij (u1, u2, u3, u4) for i, j = 3, 4.

The pseudo-Riemannian geometry of Walker metrics satisfying gf34 = 0 has been
studied by Chaichi et al. [8]. The purpose of this paper is to characterize some
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metrics propertiers of Walker satisfying : gf33 = gf44 = 0. More precesily, we will
consider Walker metrics of the following form:

gf =


0 0 1 0
0 0 0 1
1 0 0 f
0 1 f 0

 ,(3.1)

where f = f(u3, u4) denotes a differentiable function defined U . We denote by

f3 = ∂f(u3,u4)
∂u3

and f4 = ∂f(u3,u4)
∂u4

for any function f(u3, u4). It follows after some
straightforward calculations that the non zero christoffel symbols of a Walker metric
(3.1) are:

Γ2
33 = f3 and Γ1

44 = f4.

We deduce that the Levita-Civita connection of a Walker metric is given by

∇∂3
∂3 = f3∂2 and ∇∂4

∂4 = f4∂1.

Since we will deal with 2-ruled hypersurface in Walker 4-manifold, we now define
the de Sitter 3-space, the anti-de Sitter space 3-space and the light cone at the origin,
respectivily, by

S31 = {x ∈ M, ∥u∥ = 1},(3.2)

H3
+(−1) = {u ∈ M, ∥u∥ = −1},(3.3)

LC = {x ∈ M, ∥u∥ = 0},(3.4)

where ∥u∥ =
√

gf (u, u).

If −→u = (u1, u2, u3, u4),−→v = (v1, v2, v3, v4) and −→w = (w1, w2, w3, w4) are three
vectors in M , then the vector product is defined by

−→u ×f
−→v ×f

−→w =


0 −f 1 0
−f 0 0 1
1 0 0 0
0 1 0 0

 det


∂1 ∂2 ∂3 ∂4
u1 u2 u3 u4

v1 v2 v3 v4
w1 w2 w3 w4

 .(3.5)

If

φ : I1 × I2 × I3 → M

(u1, u2, u3) 7→ φ(u1, u2, u3),

with

φ(u1, u2, u3) =
(
φ1, φ2, φ3, φ4

)
,(3.6)
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where φi = φi(u1, u2, u3), i = 1, 2, 3, is a hypersurface in M . The Gauss map (i.e.,
the unit normal vector field), the matrix forms of the first and second fundamental
forms are

Gf =
φu1

×f φu2
×f φu2

∥φu1 ×f φu2 × φu3∥
,(3.7)

[gij ] =

 g11 g12 g13
g21 g22 g23
g31 g32 g33

 ,(3.8)

and

[hij ] =

 h11 h12 h13

h21 h22 h23

h31 h32 h33

 ,(3.9)

respectively, where: gij = gf (φui
, φuj

), hij = gf (φuiuj
, Gf )i,j∈{1,2,3}, with φuv =

4∑
k=1

{ ∂2φk

∂v∂u
+
∑
ij

Γk
ij

∂φi

∂u

∂φj

∂v

}
∂k. Also, the matrix of shape operator of the hyper-

surface φ (3.6) is

Sf = [sij ] = [gij ] · [hij ],(3.10)

where [gij ] is the inverse matrix of [gij ]. With aid of (3.8)-(3.10), the Gaussian
curvature and mean curvature of a hypersurface in M are given by

Kf =
det[hij ]

det[gij ]
,(3.11)

and

3Hf = trace(Sf ),(3.12)

respectively.

3.1. 2-ruled hypersurfaces of type-1 in M

In this subsection, we give the definition of 2-ruled hypersurfaces of type-1 and
state some results on Gaussian and mean curvatures. By a 2-ruled hypersurface of
type-1 in M , we mean a map φ : I1 × I2 × I3 → M of the form

φ(u1, u2, u3) = α(u1) + u2β(u1) + u3γ(u1),(3.13)

where α : I1 → M,β : I2 → S31 and γ : I3 → S31 are smooth maps, S31 is the de
Sitter 3-space of M and I1, I2, I3 are open intervals. We call α a base curve and two
curves β and γ director curves. The planes (u2, u3) → α(u1) + u2β(u1) + u3γ(u1)
are called rulings [25].
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Putting:  α(u1) =
(
α1(u1), α2(u1), α3(u1), α4(u1)

)
β(u1) =

(
β1(u1), β2(u1), β3(u1), β4(u1)

)
γ(u1) =

(
γ1(u1), γ2(u1), γ3(u1), γ4(u1)

)
,

(3.14)

then, the equation (3.13) becomes:

φ(u1, u2, u3) =


α1(u1) + u2β1(u1) + u3γ1(u1)
α2(u1) + u2β2(u1) + u3γ2(u1)
α3(u1) + u2β3(u1) + u3γ3(u1)
α4(u1) + u2β4(u1) + u3γ4(u1)

 .(3.15)

We see that ⟨βi, βi⟩ = ⟨γi, γi⟩ = 1 and we state: αi = αi(u1), βi = βi(u1), γi =

γi(u1), φi = φi(u1, u2, u3), f ′ = ∂f(u1)
∂u1

, f ′′ = ∂2f(u1)
∂u1∂u1

, i ∈ {1, 2, 3, 4} and f ∈
{α, β, γ}. We denote by

Eij = γi(α
′
j + u2β

′
j + u3γ

′
j)(3.16)

Fij = βi(α
′
j + u2β

′
j + u3γ

′
j).(3.17)

Now, let us prove the following theorem which contains the Gauss map of the
2-ruled hypersurface of type-1 defined in (3.15).

Theorem 3.1. The Gauss map of the 2-ruled hypersurface of type-1 of the form
(3.15) is given by

Gf (u1, u2, u3) =
G1(u1, u2, u3)∂1 +G2(u1, u2, u3)∂2

A

+
G3(u1, u2, u3)∂3 +G4(u1, u2, u3)∂4

A
,(3.18)

where

G1(u1, u2, u3) = −f
(
β1(E43 − E34) + β3(E14 − E41) + β4(E31 − E13)

)
+β1(E24 − E42) + β2(E41 − E14) + β4(E12 − E21),

G2(u1, u2, u3) = −f
(
β2(E34 − E43) + β3(E42 − E24) + β4(E23 − E32

)
+β1(E32 − E23) + β2(E13 − E31) + β3(E21 − E12),

G3(u1, u2, u3) = β2(E34 − E43) + β3(E42 − E24) + β4(E23 − E32),

G4(u1, u2, u3) = β1(E43 − E34) + β3(E14 − E41)

+β4(E31 − E13),(3.19)

and

A =
√
2G1G3 + 2G2G4 + 2fG3G4,(3.20)

with G1 = G1(u1, u2, u3), G2 = G2(u1, u2, u3), G3 = G3(u1, u2, u3) and G4 =
G4(u1, u2, u3).
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Proof. If we differentiate (3.15), we get:
φu1

(u1, u2, u3) =
(
α′
1 + u2β

′
1 + u3γ

′
1, α

′
2 + u2β

′
2 + u3γ

′
2,

α′
3 + u2β

′
3 + u3γ

′
3, α

′
4 + u2β

′
4 + u3γ

′
4

)
φu2

(u1, u2, u3) =
(
β1, β2, β3, β4

)
φu3(u1, u2, u3) =

(
γ1, γ2, γ3, γ4

)
.

By using, the vector product define in (3.5), we get:

φu1
×f φu2

×f φu3
=

(
− f

(
β1(E43 − E34) + β3(E14 − E41) + β4(E31 − E13)

)
+
(
β1(E24 − E42) + β2(E41 − E14) + β4(E12 − E21)

))
∂1

+
(
− f

(
β2(E34 − E43) + β3(E42 − E24) + β4(E23 − E32)

)
+
(
β1(E32 − E23) + β2(E13 − E31) + β3(E21 − E12)

))
∂2

+
(
β2(E43 − E34) + β3(E24 − E42) + β4(E32 − E23)

)
∂3

+
(
β1(E43 − E34) + β3(E14 − E41) + β4(E31 − E13)

)
∂4.

Now using the unit normal vector formula in (3.7), we get the result.

From (3.8), we obtain the matrix of the first fundamental form:

[gij ] =

 a b c
b 1 e
c e 1

 ,(3.21)

where

a = 2f(α′
3 + u2β

′
3 + u3γ

′
3)(α

′
4 + u2β

′
4 + u3γ

′
4)

+2

2∑
i=1

(α′
i + u2β

′
i + u3γ

′
i)(α

′
i+2 + u2β

′
i+2 + u3γ

′
i+2),

b = f(F34 − F43) +

2∑
i=1

(Fi(i+2) + F(i+2)i),

c = f(E34 − E43) +

2∑
i=1

(Ei(i+2) + E(i+2)i),

e = f(β3γ4 + β4γ3) +

2∑
i=1

(βiγi+2 + βi+2γi),(3.22)

and we obtain the inverse matrix [gij ] of [gij ] as:

[gij ] =
1

det[gij ]

 1− e2 ce− b be− c
ce− b a− c2 bc− ae
be− c bc− ae a− b2

 ,(3.23)
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where

det[gij ] = −b2 + 2cbe− c2 − ae2 + a = B.(3.24)

Furthermore, from (3.9), the matrix form of the second fundamental from of the
2-ruled hypersurface (3.15) is obtained by

[hij ] =

 h11 h12 h13

h21 h22 h23

h31 h32 h33

 ,(3.25)

where

h11 =
f3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4G3(α

′
4 + u2β

′
4 + u3γ

′
4)√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)

+

∑2
i=1 Gi+2(αi′′ + u2βi′′ + u3γi′′)√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
,

h12 = h21 =
f3β3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4β4G3(α

′
4 + u2β

′
4 − u3γ

′
4)√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)

+

∑2
i=1 Gi+2β

′
i√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)

h13 = h31 =
f3γ3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4γ4G3(α

′
4 + u2β

′
4 + u3γ

′
4)√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)

+

∑2
i=1 Gi+2γ

′
i√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)

h22 =
f3β

2
3G4 + f4β

2
4G3√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
,

h33 =
f3γ

2
3G4 + f4γ

2
4G3√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
,

h23 = h32 =
f3β3γ3G4√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)

+
f4β4γ4G3√

2fG3(u1, u2, u3)G4(u1, u2, u3) +
∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
.(3.26)

We can see easily that the det[hij ] = h11h22h33 + 2h12h13h23 − h2
12h33 − h2

13h22 −
h2
23h11 ̸= 0.

Then we can give the following theorem by using (3.11)
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Theorem 3.2. The 2-ruled hypersurface of type-1 defined in (3.15) is no flat.

Corollary 3.1. The 2-ruled hypersurface of type-1 defined in (3.15) is flat if f is
nonzero constant.

Proof. From (3.9), the matrix of second fundamental form of the 2-ruled hypersur-
face (3.15) is obtained by

[hij ] =

 h11 h12 h13

h21 0 0
h31 0 0

 ,(3.27)

where

h11 =

∑2
i=1 Gi+2(α

′′
i + u2β

′′
i + u3γ

′′
i )√∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
,

h12 = h21 =

∑2
i=1 Gi+2β

′
i√∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
,

h13 = h31

∑2
i=2 Gi+2γ

′
i√∑2

i=1 Gi(u1, u2, u3)Gi+2(u1, u2, u3)
,

h22 = h23 = h33 = 0.(3.28)

So we have det(hij) = 0, hence Gf = 0.

Now, we will prove the following theorem about the mean curvature.

Theorem 3.3. The 2-ruled hypersurface of type-1 defined in (3.15) is minimal, if

0 = (1− e2)
[
f3G4(α

′
3 + u2β

′
2 + u3γ

′
3) + f4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2(α
′′
i + u2β

′′
i + u3γ

′′
i )
]

+2(ce− b)
[
f3β3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4β4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2β
′
i

]
+2(be− c)

[
f3γ3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4γ4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2γ
′
i

]
+2(bc− ae)

[
f3β3γ3G4 + f4β4γ4G3

]
+ (a− c2)

[
f3β

2
3G4 + f4β

2
4G3

]
+(a− b2)

[
f3γ

2
3G4 + f4γ

2
4G3

]
.(3.29)
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Proof. By (3.10), the matrix of the shape operator is

S =

 1− e2 ce− b be− c
ce− b a− c2 bc− ae
be− c bc− ae a− b2

 h11 h12 h13

h12 h22 h23

h13 h23 h33

 ,

where h11, h12, h13, h22, h23, h33 are the same in (3.26). Then we get the coefficients
of S by

S11 = (1− e2)h11 + (ce− b)h12 + (be− c)h13

S22 = (ce− b)h12 + (a− c2)h22 + (bc− ae)h23

S33 = (be− c)h13 + (bc− ae)h23 + (a− b2)h33.

And using (3.26) and (3.12), we see that the 2-ruled hypersurface is minimal if

S11 + S22 + S33 = 0.

Then, the proof is complete.

Corollary 3.2. If the curves β and γ are orthogonal, then the 2-ruled hypersurface
of type-1 defined in (3.15) is minimal if

0 =
[
f3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2(α
′′
i + u2β

′′
i + u3γ

′′
i )
]

−2b
[
f3β3G4(α

′
3 + u2β

′
3 + u3γ

′
4) + f4β4G3(α

′
4 + u2β

′
4 + γ′

4)

+

2∑
i=1

Gi+2β
′
i

]
−2c

[
f3γ3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4γ4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2γ
′
i

]
+2bc

[
f3β3γ3G4 + f4β4γ4G3

]
+ (a− c2)

[
f3β

2
3G4 + f4γ

2
4G3

]
+(a− b2)

[
f3γ

2
3G4 + f4γ

2
4G3

]
.(3.30)

The Laplace-Beltrami operator of a smooth function φ = φ(u1, u2, u3) of class
C3 with respect to the first fundamental form of a hypersurface is defined as follows:

∆φ =
1√

det[gij ]

3∑
i,j

∂

∂ui

(√
det[gij ]g

ij ∂φ

∂uj

)
.(3.31)
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Using (3.31), we get the Laplace-Beltrami operator of the 2-ruled hypersurface of
type-1 (3.15) by

∆φ = (∆φ1,∆φ2,∆φ3,∆φ4),

where

∆φi =
1√
B

[ ∂

∂u1

( (1− e2)φiu1
+ (ce− b)φiu2

+ (be− c)φiu3√
det[gij ]

)
+

∂

∂u2

( (ce− b)φiu1
+ (a− c2)φiu2

+ (bc− ae)φiu3√
det[gij ]

)
+

∂

∂u3

( (be− c)φiu1
+ (bc− ae)φiu2

+ (a− b2)φiu3√
det[gij ]

)]
.(3.32)

That is

∆φi =
1√
B

[ ∂

∂u1

( (1− e2)(α′
i + u2β

′
i + u3γ

′
i) + (ce− b)βi + (be− c)γi√

det[gij ]

)
+

∂

∂u2

( (ce− b)(α′
i + u2β

′
i + u3γ

′
i) + (a− c2)βi + (bc− ae)γi√
det[gij ]

)
+

∂

∂u3

( (be− c)(α′
i + u2β

′
i + u3γ

′
i) + (bc− ae)βi + (a− b2)γi√
det[gij ]

)]
.(3.33)

If we suppose that β and γ are orthogonal, then the Laplace-Beltrami operator of
the 2-ruled hypersuface of type-1 (3.15) is given by

∆φi =
1√

a− b2 − c2

[ ∂

∂u1

( (α′
i + u2β

′
i + u3γ

′
i)− bβi − cγi√

a− b2 − c2

)
+

∂

∂u2

(−b(α′
i + u2β

′
i + u3γ

′
i) + (a− c2)βi + bcγi√

a− b2 − c2

)
+

∂

∂u3

(−c(α′
i + u2β

′
i + u3γ

′
i) + bcβi + (a− b2)γi√

a− b2 − c2

)]
.(3.34)

Theorem 3.4. The components of the Laplace-Beltrami operator of the 2-ruled
hypersurface of type-1 defined in (3.15) are

∆φi =
1

W
3
2

√
W

[
(α′′

i + u2β
′′
i + u3γ

′′
i − (bβi)u1 − (cγi)u1)W

−V1(α
′
i + u2β

′
i + u2γ

′
i − bβi − cγi)

+(−bβ′
i + ((a− c2)βi)u2

+ (bcγi)u2
)W − V2(−b(α′

i + u2β
′
i + u3γ

′
i)

+(a− c2)βi + bcγi)

+(−cγ′
i + (bcβi)u3

+ ((a− b2)γi)u3
)W − V3(−c(α′

i + u2β
′
i + u3γ

′
i)

+bcβi + (a− b2)γi)
]
,(3.35)

where i = 1, 2, 3, 4; β and γ are orthogonal; W = a−b2−c2, V1 = au1
−2bbu1

−2ccu1
,

V2 = au2
− 2bbu2

− 2ccu2
, V3 = au3

− 2bbu3
− 2ccu3

.
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3.2. 2-Ruled hypersurfaces of type-2 in M

A 2-ruled hypersurface of type-2 in M means (the image of) a map φ : I1×I2×I3 →
M of the form

φ(u1, u2, u3) = α(u1) + u2β(u1) + u3γ(u1),(3.36)

where α : I1 → M , β : I2 → H3
+(−1), γ : I3 → H3

+(−1) are smooth maps, H3
+(−1)

is the anti-de Sitter space 3-space of M and I1, I2, I3 are open intervals. We call α a
base curve, β and γ director curves. The planes (u2, u3) 7→ α(u1)+u2β(u1)+u3γ(u1)
are called rulings. So, if we take α(u1) =

(
α1(u1), α2(u1), α3(u1), α4(u1)

)
β(u1) =

(
β1(u1), β2(u1), β3(u1), β4(u1)

)
γ(u1) =

(
γ1(u1), γ2(u1), γ3(u1), γ4(u1)

)(3.37)

in (3.36), then we can write the 2-ruled hypersurface of type-2 as

φ(u1, u2, u3) =


α1(u1) + u2β1(u1) + u3γ1(u1)
α2(u1) + u2β2(u1) + u3γ2(u1)
α3(u1) + u2β3(u1) + u2γ3(u1)
α4(u1) + u2β4(u1) + u3γ4(u1)

 .(3.38)

We see that ⟨βi, βi⟩ = ⟨γi, γi⟩ = −1 and we state αi = αi(u1), βi = βi(u1), γi =

γi(u1), φi = φi(u1, u2, u3), f ′ = ∂f(u1)
∂u1

, f ′′ = ∂2f(u1)
∂u1∂u1

, i ∈ {1, 2, 3, 4} and f ∈
{α, β, γ}.

From (3.8), we obtain the matrix of the first fundamental form

[gij ] =

 a b c
b −1 e
c e −1

 .(3.39)

And we obtain the inverse matrix [gij ] of [gij ] as

[gij ] =
1

det[gij ]

 1− e2 ce+ b be+ c
ce+ b −a− c2 bc− ae
be+ c bc− ae −a− b2

 .(3.40)

where a, b, c and e are the same in (3.22) and

det[gij ] = b2 + 2cbe+ c2 − ae2 + a = C.(3.41)

Furthermore, from (3.9), the matrix form of the second fundamental from of the
2-ruled hypersurface (3.38) is the same given in (3.25) and (3.26). And we have the
following theorem since the det[hij ] ̸= 0.

Theorem 3.5. The 2-ruled hypersurface of type-2 defined in (3.38) is not flat.
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Corollary 3.3. The 2-ruled hypersurface of type-2 defined in (3.38) is flat if f is
nonzero constant.

For the mean curvature we have:

Theorem 3.6. The 2-ruled hypersurface of type-2 defined in (3.38) is minimal in
M , if

0 = (1− e2)
[
f3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4G3(α

′
4 + u2γ

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2(α
′′
i + u2β

′′
i + u3γ

′′
i )
]

+2(ce+ b)
[
f3β3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4β4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2β
′
i

]
+2(be+ c)

[
f3γ3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4γ4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2γ
′
i

]
+2(bc− ae)

[
f3β3γ3G4 + f4β4γ4G3

]
+ (−a− c2)

[
f3β

2
3G4 + f4β

2
4G3

]
+(−a− b2)

[
f3γ

2
3G4 + f4γ

2
4G3

]
.(3.42)

Proof. By (3.10), the matrix of the shape operator is

S =

 1− e2 ce+ b be+ c
ce+ b −a− c2 bc− ae
be+ c bc− ae −a− b2

 h11 h12 h13

h12 h22 h23

h13 h23 h33

 ,

where h11, h12, h13, h22, h23, h33 are the same in (3.26). Then, we get the coefficients
of S by

S11 = (1− e2)h11 + (ce+ b)h12 + (be+ c)h13,

S22 = (ce+ b)h12 + (−a− c2)h22 + (bc− ae)h23,

S33 = (be+ c)h13 + (bc− ae)h23 + (−a− b2)h33.

And using (3.26) and (3.12), we see that the 2-ruled hypersurface of type-2 defined
in (3.38) is minimal if

S11 + S22 + S33 = 0.

Then, the proof is complete.
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Corollary 3.4. If the curves β and γ are orthogonal, then the 2-ruled hypersurface
of type-2 defined in (3.38) is minimal if

0 =
[
f3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2(α
′′
i + u2β

′′
i + u3γ

′′
i )
]

+2b
[
f3β3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4β4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2β
′
i

]
+2c

[
f3γ3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4γ4G3(α

′
4 + u2β

′
2 + u3γ

′
4)

+

2∑
i=1

Gi+2γ
′
i

]
+2bc

[
f3β3γ3G4 + f4β4γ4G3

]
+ (−a− c2)

[
f3β

2
3G4 + f4γ

2
4G3

]
+(−a− b2)

[
f3γ

2
3G4 + f4γ

2
4G3

]
.(3.43)

To end this subsection, we will give the operator of Laplace-Beltrami in the
following theorem:

Theorem 3.7. The components of the Laplace-Beltrami operator of the 2-ruled
hypersurface of type-2 defined in (3.38) are

∆φi =
1

R
3
2

√
T

[
(α′′

i + u2β
′′
i + u3γ

′′
i ) + (bβi)u1 + (cγi)u1)T

−R1(α
′
i + u2β

′
i + u3γ

′
i + bβi + cγi)

]
+(bβ′

i + ((−a− c2)βi)u2
+ (bcγi)u2

)T −R2(b(α
′
i + u2β

′
i + u3γ

′
i)

+(−a− c2)βi + bcγi)

+(cγ′
i + (bcβi)u3

+ ((−a− b2)γi)u3
)T −R3(c(α

′
i + u2β

′
i + u3γ

′
i)

+bcβi + (−a− b2)γi)
]
,(3.44)

where i = 1, 2, 3, 4; β and γ are orthogonal; T = a+b2+c2, R1 = au1
+2bbu2

+2ccu1
,

R2 = au2
+ 2bbu2

+ 2ccu2
, R3 = au3

+ 2bbu3
+ 2ccu3

.

3.3. 2-Ruled hypersurfaces of type-3 in M

A 2-ruled hypersurface of type-3 in M means (the image of) a map φ : I1×I2×I3 →
M of the form

φ(u1, u2, u3) = α(u1) + u2β(u1) + u3γ(u1),(3.45)
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where α : I1 → M , β : I2 → LC, γ : I3 → LC are smooth maps, LC is the light
cone of M and I1, I2, I3 are open intervals. We call α a base curve, β and γ director
curves. The planes (u2, u3) 7→ α(u1) + u2β(u1) + u3γ(u1) are called rulings. So, if
we take  α(u1) =

(
α1(u1), α2(u1), α3(u1), α4(u1)

)
,

β(u1) =
(
β1(u1), β2(u1), β3(u1), β4(u1)

)
,

γ(u1) =
(
γ1(u1), γ2(u1), γ3(u1), γ4(u1)

)
,

(3.46)

in (3.45), then we can write the 2-ruled hypersurface of type-3 as

φ(u1, u2, u3) =


α1(u1) + u2β1(u1) + u3γ1(u1)
α2(u1) + u2β2(u1) + u3γ2(u1)
α3(u1) + u2β3(u1) + u2γ3(u1)
α4(u1) + u2β4(u1) + u3γ4(u1)

 .(3.47)

We see that ⟨βi, βi⟩ = ⟨γi, γi⟩ = −1 and we state αi = αi(u1), βi = βi(u1),

γi = γi(u1), φi = φi(u1, u2, u3), f ′ = ∂f(u1)
∂u1

, f ′′ = ∂2f(u1)
∂u1∂u1

, i ∈ {1, 2, 3, 4} and
f ∈ {α, β, γ}.

From (3.8), we obtain the matrix of the first fundamental form

[gij ] =

 a b c
b 0 e
c e 0

 .(3.48)

And we obtain the inverse matrix [gij ] of [gij ] as

[gij ] =
1

det[gij ]

 −e2 ce be
ce −c2 bc− ae
be bc− ae −b2

 ,(3.49)

where a, b, c and e are the same in (3.22) and

det[gij ] = 2bce− ae2 = D.(3.50)

Furthermore, from (3.9), the matrix form of the second fundamental from of the
2-ruled hypersurface (3.47) is the same given in (3.25) and (3.26). And we have the
following theorem since the det[hij ] ̸= 0.

Theorem 3.8. The 2-ruled hypersurface of type-3 defined in (3.47) is no flat.

Corollary 3.5. The 2-ruled hypersurface of type-3 is flat if f is non zero constant.

For the mean curvature, we have:
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Theorem 3.9. The 2-ruled hypersurface of type-3 defined in (3.47) is minimal in
M , if

0 = −e2
[
f3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4G3(α

′
4 + u2γ

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2(α
′′
i + u2β

′′
i + u3γ

′′
i )
]

+2ce
[
f3β3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4β4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2β
′
i

]
+2be

[
f3γ3G4(α

′
3 + u2β

′
3 + u3γ

′
3) + f4γ4G3(α

′
4 + u2β

′
4 + u3γ

′
4)

+

2∑
i=1

Gi+2γ
′
i

]
+2(bc− ae)

[
f3β3γ3G4 + f4β4γ4G3

]
− c2

[
f3β

2
3G4 + f4β

2
4G3

]
−b2

[
h3γ

2
3G4 + h4γ

2
4G3

]
.(3.51)

Proof. By (3.10) the matrix of the shape operator is

S =

 −e2 ce be
ce −c2 bc− ae
be bc− ae −b2

 h11 h12 h13

h12 h22 h23

h13 h23 h33

 ,

where h11, h12, h13, h22, h23, h33 are the same in (3.26). Then we get the coefficients
of S by

S11 = −e2h11 + ceh12 + beh13,

S22 = ceh12 − c2h22 + (bc− ae)h23,

S33 = be+ h13 + (bc− ae)h23 − b2h33.

And using (3.26) and (3.12), we see that the 2-ruled hypersurface of type-3 defined
in (3.47) is minimal if

S11 + S22 + S33 = 0.

Then, the proof is complete.

Corollary 3.6. If the curves β and γ are orthogonal, then the 3-ruled hypersurface
of type-3 defined in (3.47) is minimal if

0 = 2bc
[
f3β3γ3G4 + f4β4γ4G3

]
−c2

[
f3β

2
3G4 + h4γ

2
4G3

]
−b2

[
f3γ

2
3G4 + f4γ

2
4G3

]
.(3.52)
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To end this subsection, we will give the operator of Laplace-Beltrami in the following
theorem:

Theorem 3.10. The components of the Laplace-Beltrami operator of the 2-ruled
hypersurface of type-3 defined in (3.47) are:

∆φi =
1

L
3
2

√
L

[
(α′′

i + u2β
′′
i + u3γ

′′
i ) + (bβi)u1

+ (cγi)u1
)L

−J1(α
′
i + u2β

′
i + u3γ

′
i + bβi + cγi)

+(bβ′
i + ((−a− c2)βi)u2

+ (bcγi)u2
)L− J2(b(α

′
i + u2β

′
i + u3γ

′
i)

+(−a− c2)βi + bcγi)

+(cγ′
i + (bcβi)u3

+ ((−a− b2)γi)u3
)L− J3(c(α

′
i + yβ′

i + zγ′
i)

+bcβi + (−a− b2)γi)
]
,(3.53)

where i = 1, 2, 3, 4; ; L = 2bce − ae22, J1 = 2bu1
ce + 2bcu1

e + 2bceu1
− 2aau1

,
J2 = 2bu2

ce+ 2bcu2
e+ 2bceu2

− 2aau2
, J3 = 2bu3

ce+ 2bcu3
e+ 2bceu3

− 2aau3
.

Note that the hypersurfaces constructed in this paper are not flats. Unlike
Euclidean and Minkowskian spaces, where the ruled hypersurfaces are flats.

4. Conclusion

We end this work by giving some applications of ruled surfaces and 2-ruled
hypersurfaces as generalisations of the first one. Ruled surfaces have been applied
in different areas such as CAD, electric discharge machining [1, 24]. The authors
[23] present an elementary introduction to the theory of Betrand pairs of curves
and ruled surfaces. Bertrand pairs of ruled surfaces are introduced as offsets in the
context of line geometry. Also, the ruled surfaces has an important application area
on kinematics [1, 22]. Additionally, ruled surfaces have an important application
area in architecture [1]. For lightweight structures in the field of architecture and
civil engineering, concrete shells with negative Gaussian curvature are frequently
used. One class of such surfaces are the skew ruled surfaces [20].
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Abstract. In this paper, we study generalized η-Ricci solitons with respect to the
Schouten-van Kampen connection on trans-Sasakian manifolds. We give an example of
generalized η-Ricci solitons on a trans-Sasakian manifold with respect to the Schouten-
van Kampen connection to prove our results.
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1. Introduction

The trans-Sasakian manifold was introduced by Oubina [37] as a class of almost
contact metric manifolds. Later, Blair and Oubina [10] obtaned some properties of
this manifolds. A trans-Sasakian manifold is usually denoted by (M,φ, ξ, η, g, σ, θ),
where both σ and θ are smooth functions on M and (φ, ξ, η, g) is an almost contact
metric structure. In this case, it is said to be of type (σ, θ). A trans-Sasakian mani-
fold of type (0, 0), (0, θ) and (σ, 0) are cosymplectic, θ-Kenmotsu [1, 30, 36, 48] and
σ-Sasakian [31], respectively. In [18, 19, 20, 21, 22, 23, 28, 34, 35, 49], the authors
studied compact trans-Sasakian manifolds with some restrictions on the smooth
functions σ, θ and the vector field ξ appearing in their definition for getting condi-
tions under which a trans-Sasakian manifold is homothetic to a Sasakian manifold.
In addition, in [43, 44, 49], interesting results on the geometry of trans-Sasakian
manifolds are obtained.
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Hamilton [25] introduced the concept of Ricci flow on a Riemannian manifold
as follows:

∂

∂t
g = −2S

where S is the Ricci tensor of a manifold. A self-similar solution to the Ricci flow
is called a Ricci soliton which is a generalization of Einstein metric. A Ricci soliton
[25] is a triplet (g, V, λ) on a pseudo-Riemannian manifold M such that

LV g + 2S + 2λg = 0,(1.1)

where LV is the Lie derivative in direction of the potential vector field V , S is the
Ricci tensor, and λ is a real constant. Ricci solitons are important in physics and are
often referred as quasi-Einstein [12, 13]. The Ricci soliton is said to be shrinking,
steady and expanding according as λ is negative, zero and positive, respectively. If
the vector field V is the gradient of a potential function ψ, that is, V = ∇ψ, then
g is called a gradient Ricci soliton. In 2016, Nurowski and Randall [33] introduced
the concept of generalized Ricci soliton as follows

LV g + 2µV ♭ ⊗ V ♭ − 2αS − 2λg = 0,(1.2)

where V ♭ is the canonical 1-form associated to V . Also, as a generalization of Ricci
soliton, the notion of η-Ricci soliton was introduced by Cho and Kimura [16] which
it is a 4-tuple (g, V, λ, ρ), where V is a vector field on M , λ and ρ are constants,
and g is a pseudo-Riemannian metric satisfying the equation

LV g + 2S + 2λg + 2ρη ⊗ η = 0,(1.3)

where S is the Ricci tensor associated to g. Many authors studied the η-Ricci
solitons [5, 6, 7, 26, 29, 38, 42]. In particular, if ρ = 0, then the η-Ricci soliton
equation becomes the Ricci soliton equation. Motivated by the above works M. D.
Siddiqi [40] introduced the notion of generalized η-Ricci soliton as follows

LV g + 2µV ♭ ⊗ V ♭ + 2S + 2λg + 2ρη ⊗ η = 0.(1.4)

Motivated by [2, 3, 11, 32] and the above works, we study generalized η-Ricci
solitons on trans-Sasakian manifolds assoicated to the Schouten-van Kampen con-
nection. We give an example of generalized η-Ricci soliton on a trans-Sasakian
manifold with respect to the Schouten-van Kampen connection.

The paper is organized as follows. In Section 2, we recall some necessary and
fundamental concepts and formulas on trans-Sasakian manifolds which be used
throughout the paper. In Section 3, we give the main results and their proofs. In
Section 4, we give an example of trans-Sasakian admitting the generalized η-Ricci
solitons with respect to the Schouten-van Kampen connection.

2. Preliminaries

Let M be a (2n + 1)-dimensional manifold, φ be a (1, 1)-tensor field, ξ be a
vector field, η be a 1-form, and g be a compatible Riemannian metric on M such
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that

φ2(X) = −X + η(X)ξ, η(ξ) = 1,(2.1)

g(φX,φY ) = g(X,Y )− η(X)η(Y ),(2.2)

for all vector fields X,Y . Then manifold (M, g) is called an almost contact metric
manifold [8, 9] with an almost contact structure (φ, ξ, η, g). In this case, we have
φξ = 0, η ◦ φ = 0, g(X,φY ) = −g(φX, Y ), and η(X) = g(X, ξ). The fundamental
2-form Φ of M is given by

Φ(X,Y ) = g(X,φY ),

for all vector fields X,Y . An almost contact metric manifold (M,φ, ξ, η, g) is called
trans-Sasakian manifold [37] if (M × R, J,G) belong to the class W4 [24], where J
is the almost complex structure on M × R given by

J(X, f
d

dt
) = (φX − fξ, η(X)

d

dt
),

for all vector field X on M , smooth function f on M × R, and G is the product
metric on M × R. This may be expressed by the condition [10]

(∇Xφ)Y = σ (g(X,Y )ξ − η(Y )X) + θ (g(φX, Y )ξ − η(Y )φX) ,(2.3)

for all vector fields X,Y , for some smooth functions σ, θ on M . In this case, we say
that the trans-Sasakian structure is of type (σ, θ). By virtue of (2.3), we have

∇Xξ = −σφX + θ(X − η(X)ξ),(2.4)

(∇Xη)Y = −σg(φX, Y ) + θg(φX,φY ),(2.5)

for all vector fields X,Y . Using (2.3) and (2.4), we have

2σθ + ξ(σ) = 0,(2.6)

φ(∇σ) = 2n∇θ.(2.7)

Further, we have the following relations [17]

R(X,Y )ξ = (σ2 − θ2)(η(Y )X − η(X)Y ) + 2σθ(η(Y )φX − η(X)φY )(2.8)

+(Y (σ))φX − (X(σ))φY + (Y (θ))φ2X − (X(θ))φ2Y,

R(X, ξ)ξ = (σ2 − θ2 − ξ(θ)){X − η(X)ξ},(2.9)

R(ξ,X)Y = (σ2 − θ2){g(X,Y )ξ − η(Y )X}+ (Y (θ)){X − η(X)ξ}(2.10)

+2σθ{g(φY,X)ξ + η(Y )φX) + (Y (σ))φX

+g(φY,X)∇σ − g(φX,φY )∇θ,

for all vector fields X,Y , where R is the Riemannian curvature tensor. From (2.8)
and definition of the Ricci tensor S of a trans-Sasakian manifold M we also get

S(X, ξ) =
(
2n(σ2 − θ2)− ξ(θ)

)
η(X)− (2n− 1)X(θ)− (φX)σ,(2.11)
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for all vector field X.

Let M be an almost contact metric manifold and TM be the tangent bundle of
M . We have two naturally defined distribution on tangent bundle TM as follows

H = kerη, Ĥ = span{ξ},(2.12)

thus we get TM = H ⊕ Ĥ. Therefore, by this composition we can define the
Schouten-van Kampen connection ∇̄ [4, 41] on M with respect to Levi-Civita con-
nection ∇ as follows

∇̄XY = ∇XY − η(Y )∇Xξ + ((∇Xη)(Y ))ξ(2.13)

for all vector fields X,Y . From [41] we have

∇̄ξ = 0, ∇̄g = 0, ∇̄η = 0,(2.14)

and the torsion T̄ of ∇̄ is given by

T̄ (X,Y ) = η(X)∇Xξ − η(X)∇Y ξ + 2dη(X,Y )ξ,(2.15)

for all vector fields X,Y . Let R̄ and S̄ be the curvature tensors and the Ricci tensors
of the connection ∇̄, respectively. From [27] on a trans-Sasakian we have

∇̄XY = ∇XY + σ{η(Y )φX − g(φX, Y )ξ} − θ{η(Y )X − g(X,Y )ξ}(2.16)

and

S̄(X,Y ) = S(X,Y )− (2n− 2)σθg(φX, Y ) + {ξ(θ) + 2nθ2}g(X,Y )

−2σ2η(X)η(Y ) + {(φX)σ + (2n− 1)(Xθ)}η(Y ),(2.17)

for all vector fields X,Y , where S denotes the Ricci tensor of the connection ∇.
Hence,

S̄(X, ξ) = 0,(2.18)

S̄(ξ,X) = (2n− 1){(ξθ)η(X)−Xθ} − (ϕX)σ.(2.19)

From (2.16), we get

LV g(X,Y ) = g(∇̄XV, Y ) + g(X, ∇̄Y V )

= LV g(X,Y )− σg(φX, V )η(Y )− σg(φY, V )η(X)

−2θη(V )g(X,Y ) + θg(X,V )η(Y ) + θg(Y, V )η(X),

for all vector fields X,Y, V , where LV g denotes the Lie derivative of g along the
vector field V with respect to ∇̄. Using (2.17), the Ricci operator Q̄ of the connection
∇̄ is determined by

Q̄X = QX−(2n−2)σθφX+{ξ(θ)+2nθ2}X−2σ2η(X)ξ+{(φX)σ+(2n−1)(Xθ)}ξ,
(2.20)
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for any vector field X. Let r and r̄ be the scalar curvature of the Levi-Civita
connection ∇ and the Schouten-van Kampen connection ∇̄. The equation (2.17)
yields

r̄ = r + 2n{2(ξθ)− σ2 + (2n+ 1)θ2}.(2.21)

The generalized η-Ricci soliton associated to the Schouten-van Kampen connec-
tion is defined by

αS̄ +
β

2
LV g + µV ♭ ⊗ V ♭ + ρη ⊗ η + λg = 0,(2.22)

where S̄ denotes the Ricci tensor of the connection ∇̄,

(LV g)(Y,Z) := g(∇̄Y V,Z) + g(Y, ∇̄ZV ),

V ♭ is the canonical 1-form associated to V that is V ♭(X) = g(V,X) for all vector
field X, λ is a smooth function on M , and α, β, µ, ρ are real constants such that
(α, β, µ) ̸= (0, 0, 0).

The generalized η-Ricci soliton equation reduces to

(1) the η-Ricci soliton equation when α = 1 and µ = 0,

(2) the Ricci soliton equation when α = 1, µ = 0, and ρ = 0,

(3) the generalized Ricci soliton equation when ρ = 0.

3. Main results and their proofs

A trans-Sasakian manifold is said to η-Einstein if its Ricci tensor S is of the
form

S = ag + bη ⊗ η,

where a and b are smooth functions on manifold. Let M be a trans-Sasakian mani-
fold. Now, we consider M satisfies the generalized η-Ricci soliton (2.22) associated
to the Schouten-van Kampen connection and the potential vector field V is a point-
wise collinear vector field with the structure vector field ξ, that is, V = γξ for some
function γ on M . Using (2.4) we get

Lγξg(X,Y ) = Lγξg(X,Y )− 2γθ (g(X,Y )− η(X)η(Y ))

= X(γ)η(Y ) + Y (γ)η(X),(3.1)

for all vector fields X,Y . Also, we have

ξ♭ ⊗ ξ♭(X,Y ) = η(X)η(Y ),(3.2)

for all vector fields X,Y . Applying V = γξ, (2.17), (3.1), and (3.2) in the equation
(2.22) we infer

αS̄(X,Y ) +
β

2
X(γ)η(Y ) +

β

2
Y (γ)η(X) + (µγ2 + ρ)η(X)η(Y ) + λg(X,Y ) = 0,(3.3)
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for all vector fields X,Y . We plug Y = ξ in the above equation and using (2.18) to
yield

β

2
X(γ) +

β

2
ξ(γ)η(X) + (µγ2 + ρ+ λ)η(X) = 0.(3.4)

Taking X = ξ in (3.4) gives

βξ(γ) = −(µγ2 + ρ+ λ).(3.5)

Inserting (3.5) in (3.4), we conclude

βX(γ) = −(µγ2 + ρ+ λ)η(X),(3.6)

which yields
βdγ = −(µγ2 + ρ+ λ)η.(3.7)

Applying (3.7) in (3.3) we obtain

αS̄(X,Y ) = λ(−g(X,Y ) + η(X)η(Y )),(3.8)

which implies αr̄ = −2nλ. We plug Y = ξ in the equation (3.8) and using (2.19) to
obtain

(2n− 1){(ξθ)η(X)−Xθ} − (ϕX)σ = 0,(3.9)

for any vector field X. Using (2.7) we have ξθ = 0 then (2n − 1)Xθ = −(ϕX)σ.
This conclude that ∇θ = 0. Thus θ is a constant and φ(∇σ) = 0. Therefore, this
leads to the following:

Theorem 3.1. Let (M, g, φ, ξ, η) be a trans-Sasakian and it admits a generalized
η-Ricci soliton (g, V, α, β, µ, ρ, λ) with respect to the Schouten-van Kampen connec-
tion such that α ̸= 0 and V = γξ for some smooth function γ on M , then M is an
η-Einstein manifold with respect to the Schouten-van Kampen connection. Also, θ
is a constant and φ(∇σ) = 0

From (3.8) we also have the following:

Corollary 3.1. Let (M, g, φ, ξ, η) be a trans-Sasakian 3-dimensional manifold.
If M admits a generalized η-Ricci soliton (g, V, α, β, µ, ρ, λ) with respect to the
Schouten-van Kampen connection such that V = γξ for some smooth function γ
on M , then αr̄ = −2nλ.

Now, letM be an η-Einstein quasi-Sasakian 3-dimensional manifold with respect
to the Schouten-van Kampen connection and V = ξ. Then we get S̄ = ag + bη ⊗ η
for some functions a and b on M . We have Lξg = 0, then

αS̄ +
β

2
Lξg + µξ♭ ⊗ ξ♭ + ρη ⊗ η + λg

= aαg + bαη ⊗ η + µη ⊗ η + ρη ⊗ η + λg

= (aα+ λ)g + (bα+ µ+ ρ)η ⊗ η.

From the above equation M admits a generalized η-Ricci soliton (g, ξ, α, β, µ, ρ, λ)
with respect to the Schouten-van Kampen connection if λ = −aα and ρ = −bα−µ.

Hence, we can state the following theorem:
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Theorem 3.2. Suppose that M is a η-Einstein trans-Sasakian manifold with re-
spect to the Schouten-van Kampen connection, that is, S̄ = ag + bη ⊗ η for some
constants a and b on M . Then manifold M satisfies a generalized η-Ricci soliton
(g, ξ, α, β, µ,−bα− µ,−aα) with respect to the Schouten-van Kampen connection.

Definition 3.1. A vector field V is said to a conformal Killing vector field with
respect to the Schouten-van Kampen connection if

(LV g)(X,Y ) = 2hg(X,Y ),(3.10)

for all vector fields X,Y , where h is some function on M . The conformal Killing
vector field V is called

• proper when h is not constant,

• homothetic vector field when h is a constant,

• Killing vector field when h = 0.

Let vector field V is a conformal Killing vector field and satisfies in (3.10). By
(3.10), (2.17), and (2.22) we have

αS̄(X,Y ) + βhg(X,Y ) + µV ♭(X)V ♭(Y ) + ρη(X)η(Y ) + λg(X,Y ) = 0.(3.11)

for all vector fields X,Y . By inserting Y = ξ in the above equation we get

g(βhξ + µη(V )V + ρξ + λξ,X) = 0.(3.12)

Since X is arbitraray vector field we have the following theorem.

Theorem 3.3. If the metric g of a trans-Sasakian manifold satisfies the gener-
alized η-Ricci soliton (g, V, α, β, µ, ρ, λ) with respect to the Schouten-van Kampen
connection where V is conformally Killing vector field, that is LV g = 2hg then

(βh+ ρ+ λ)ξ + µη(V )V = 0.(3.13)

Definition 3.2. A nonvanishing vector field V on pseudo-Riemannian manifold
(M, g) is called torse-forming [46] if

∇XV = fX + ω(X)V,(3.14)

for any vector field X, where ∇ is the Levi-Civita connection of g, f is a smooth
function and ω is a 1-form. The vector field V is called

• concircular [15, 45] whenever in the equation (3.14) the 1-form ω vanishes
identically,

• concurrent [39, 47] if in equation (3.14) the 1-form ω vanishes identically and
f = 1,
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• parallel vector field if in equation (3.14) f = ω = 0,

• torqued vector field [14] if in equation (3.14) ω(V ) = 0.

Let (g, V, α, β, µ, ρ, λ) be a generalized η-Ricci soliton on a trans-Sasakian manifold
with respect to the Schouten-van Kampen connection where V is a torse-forming
vector filed with respect to the Schouten-van Kampen connection that is, ∇̄XV =
fX + ω(X)V . Then

αS̄(X,Y ) + (LV g)(X,Y ) + µV ♭(X)V ♭(Y ) + ρη(X)η(Y ) + λg(X,Y ) = 0,(3.15)

for all vector fields X,Y . On the other hand,

(LV g)(X,Y ) = 2fg(X,Y ) + ω(X)g(V, Y ) + ω(Y )g(V,X),(3.16)

for all vector fields X,Y . Applying (3.16) into (3.15) we arrive at

αS̄(X,Y ) + [βf + λ] g(X,Y ) + ρη(X)η(Y )(3.17)

+
β

2
[ω(X)g(V, Y ) + ω(Y )g(V,X)] + µg(V,X)g(V, Y ) = 0.

We take contraction of the above equation over X and Y to obtain

αr̄ + (2n+ 1) [βf + λ] + ρ+ βω(V ) + µ|V |2 = 0.(3.18)

Therefore we have the following theorem.

Theorem 3.4. If the metric g of a trans-Sasakian manifold satisfies the gener-
alized η-Ricci soliton (g, V, α, β, µ, ρ, λ) with respect to the Schouten-van Kampen
connection where V torse-forming vector filed and satisfied in ∇̄XV = fX+ω(X)V ,
then

λ = − 1

2n+ 1

[
α
(
r + 2n{2(ξθ)− σ2 + (2n+ 1)θ2}

)
+ 2n+ ρ+ βω(V ) + µ|V |2

]
−βf.

(3.19)

4. Example

In this section, we give an example of trans-Sasakian manifold with respect to
the Schouten-van Kampen connection.

Example 4.1. Let (x, y, z) be the standard coordinates in R3 and M = {(x, y, z) ∈
R3|z ̸= 0}. We consider the linearly independent vector fields

e1 = z
∂

∂x
, e2 = z

∂

∂y
, e3 = z

∂

∂z
.

We define the metric g by g(ei, ej) = 1 if i = j and i, j ∈ {1, 2, 3} and otherwise g(ei, ej) =
0.
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We define an almost contact structure (φ, ξ, η) on M by

ξ = e3, η(X) = g(X, e3), φ =

 0 1 0
−1 0 0
0 0 0

 ,

for all vector field X. Note the relations φ2(X) = −X+η(X)ξ, η(ξ) = 1, and g(φX,φY ) =
g(X,Y )− η(X)η(Y ) hold. Thus (M,φ, ξ, η, g) defines an almost contact structure on M .
We have

[, ] e1 e2 e3
e1 0 0 -e1
e2 0 0 -e2
e3 e1 e2 0

The Levi-Civita connection ∇ of M is determined by

∇eiej =

 e3 0 −e1
0 e3 −e2
0 0 0

 .

We see that the structure (φ, ξ, η) is a trans-Sasakian structure with σ = 0 and θ = −1.
Now, using (2.16) we get the Schouten-van- Kampen connection on M as ∇̄eiej = 0 for
1 ≤ i, j ≤ 3. Hence S̄ = 0 If we consider V = ξ then LV g = 0. Therefore (g, ξ, α, β, µ, ρ =
−µ, λ = 0) is a generalized η-Ricci soliton on manifold M .
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Abstract. In this manuscript we introduce a mixture integer-valued autoregressive
model with a structural break. The introduced model is a mixture of an INAR(1)
model with the binomial thinning operator and an INAR(1) model with the negative
binomial thinning operator. Some properties of the introduced model are derived. The
unknown parameters of the model are estimated by some methods and the performances
of the obtained estimators are checked by simulations. At the end of the paper, two
possible applications of the model are provided and discussed.
Keywords: Binomial thinning, Integer-valued autoregressive model, Mixture of INAR
models, Structural break, Negative binomial thinning.

1. Introduction

In this manuscript we introduce a mixture integer-valued autoregressive model
with a structural break motivated by the following real examples. We observe
the number of infected people from a virus. At first, the activity of the virus
is low and up to the moment τ , the number of infected people from the virus
behaves like an INAR(1) model with the binomial thinning operator [13, 1]. After
the moment τ , when a large number of reproductions are created, the activity of
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the virus increases significantly and a greater number of people can be infected.
Now, the number of infected people can be described as an INAR(1) model with
the negative binomial thinning operator [14]. Also, we can observe the number
of criminal offenses in some places. In the beginning, criminal groups are poorly
organized and therefore, the number of criminal offenses can be described by an
INAR(1) model with the binomial thinning operator. After some time criminal
groups are better organized and their activities become more frequently. Therefore,
after a moment τ , the number of crimes can be represented by an INAR(1) model
with the negative binomial thinning operator.

Regarding these real examples, in this manuscript we introduce an integer-valued
autoregressive model with one structural break τ based on two thinning operators,
the binomial thinning operator ” ◦ ” and the negative binomial thinning operator
”∗”. Exactly, we consider a time series model {Xt}, t ∈ Z ≡ {0,±1,±2, . . . }, given
by

(1.1) Xt =

{
α ◦Xt−1 + εt, t ⩽ τ,
β ∗Xt−1 + εt, t > τ,

where α and β belong to (0, 1), τ is an integer, all the counting series incorporated
in α◦ and β∗ are mutually independent sequences of independent and identically
distributed (i.i.d.) random variables with Bernoulli(α), and Geometric(β/(1 + β))
distributions, respectively. Here, Bernoulli(α) indicates to a Bernoulli distributed
random variable with success α and Geometric(β/(1 + β)) indicates to a geometric
distributed random variable with mean β. We also suppose that {εt} is a sequence
of independent random variables, all the counting series are independent of Xt and
εs for all t and s, and Xt and εs are independent for all t < s. The distribution
of the random variable Xt can be different over the times t ⩽ τ and t > τ , so
the model given by (1.1) can be a non-stationary model. It is possible that the
distribution of the random variable Xt is the same over all times t ⩽ τ and t > τ
and in this case we have a process stationary in distribution. This type of process
is also stationary in mean (a first-order stationary process) and it can be also a
second-order stationary process only when the thinning parameters α and β are
identical. In all other cases it is a non-stationary model, but stationary separately
on each regime, i.e. it is stationary before and after a structural break.

The introduced model is an integer-valued autoregressive model with one struc-
tural break. Some other forms of these models have been widely investigated in
the past. Also, special attentions have been given to development of the methods
for detections of the breaks or the changes in these models. A comprehensive list
of important references in detections of breaks and changes in time series can be
found in [6] and [2]. Kashikar et al. [11] introduced an INAR model of the first-
and higher-order with structural breaks. In their model, different binomial thin-
ning operators have been used in each regime to generate values of the considered
time series model. The authors have supposed that the innovations are independent
Poisson distributed random variables with identical parameters inside each regime
and with different parameters between different regimes. Hudecová [9] considered
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autoregressive binary time series with changes and has proposed method for de-
tection of changes. Yu et al. [15] introduced an integer-valued moving average
model with structural breaks and researched its properties. Hudecová et al. [10]
developed procedures based on the probability generating function for detections
of the changes in the integer-valued autoregressive model of the first order. Chen
and Lee [4] introduced a zero-inflated generalized Poisson autoregressive models
with structural breaks. Recently, Kim and Lee [12] introduced a residual-based
CUSUM test for the PINAR(1) model which can be used as an alternative to classi-
cal CUSUM tests, while Cui and Wu [5] considered how to detect parameter changes
in observation-driven models for count time series.

The manuscript is organized as follows. In Section 2, we introduce a first-
order integer-valued autoregressive model as a mixture of two INAR(1) models
based on two well-known thinning operators, the binomial and the negative binomial
thinning operator. Some properties of the model with geometric marginals including
conditional properties and correlation structure are derived. Section 3 covers some
estimation issues. Here, we consider two methods of estimations, the conditional
maximum likelihood method and the method of the conditional least squares. The
performances of the obtained estimates are checked by simulations for different true
values of the parameters, different sample sizes and different positions for structural
break. In Section 4, we discuss possible applications of the introduced model on two
real data sets about some criminal acts. The manuscript ends with some concluding
remarks and discussion about further developments related to the introduced model
and its generalization.

2. Construction and properties

In this section we derive some properties of the model introduced in the intro-
duction. First, we start with the definition of the model in general case.

Definition 1. Suppose that α and β are real numbers from (0, 1), τ is an inte-
ger, all the counting series incorporated in α◦ and β∗ are mutually independent
sequences of i.i.d. random variables with Bernoulli(α) and Geometric(β/(1 + β))
distributions. Also, suppose that {εt} is a sequence of independent random vari-
ables, all the counting series are performed independently of Xt and εs for all t and
s, and the random variables Xt and εs are independent for all t < s. A process
{Xt} is said to be a mixture integer-valued autoregressive model with a structural
break if it satisfies equation (1.1) for all t ∈ Z.

Now, we consider a case of the mixture integer-valued autoregressive model with
a structural break under the assumption that the random variable Xt has the geo-
metric distribution as follows. For t ⩽ τ we suppose that Xt has Geometric(µ1/(1+
µ1)) distribution and for t > τ we suppose that Xt has Geometric(µ2/(1+µ2)) dis-
tribution. Both parameters µ1 and µ2 are positive real numbers. Thus, our model
has 5 parameters: 2 thinning parameters α and β; 2 mean parameters µ1 and µ2,
and 1 structural break parameter τ . The number of the unknown parameters can be
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reduced. First, it is possible that the random variable Xt has the same distribution
over all times, so in this case we have that the parameters µ1 and µ2 are identical.
Also, the thinning parameters α and β can be identical too. Thus, the number
of unknown parameters can be reduced to 3 unknown parameters. As mentioned
above, in the case when we have identical thinning parameters and identical mean
parameters, our model is reduced to a second-order stationary process with same
marginal distributions.

Our model is completely determined if the distribution of the random variable
εt is known. Regarding this, the following theorem gives its distribution.

Theorem 1. Let {Xt}, t ∈ Z, be the mixture integer-valued autoregressive model
with a structural break given by (1) and let us suppose that Xt has Geom(µ1/(1+µ1))
distribution for t ≤ τ , and Geom(µ2/(1 + µ2)) distribution for t > τ . If α ∈ (0, 1),

β ∈
(
0,min{ µ2

1+µ2
, µ2

1+µ1
}
]
, µ1 > 0, µ2 > 0, and τ ∈ Z, then the random variable εt

is distributed as follows:

(2.1) εt
d
=

{
0, w.p. α,
Geom

(
µ1

1+µ1

)
, w.p. 1− α,

if t ≤ τ,

(2.2) εt
d
=

{
Geom

(
β

1+β

)
, w.p. βµ1

µ2−β ,

Geom
(

µ2

1+µ2

)
, w.p. 1− βµ1

µ2−β ,
if t = τ + 1,

(2.3) εt
d
=

{
Geom

(
β

1+β

)
, w.p. βµ2

µ2−β ,

Geom
(

µ2

1+µ2

)
, w.p. 1− βµ2

µ2−β ,
if t ⩾ τ + 2.

Proof. Let ΦXt
, ΦXt−1

and Φεt be the probability generating functions of the ran-
dom variables Xt, Xt−1 and εt, respectively. Let us first consider the case t ⩽ τ .
In this case, we have that both random variables Xt and Xt−1 have Geom

(
µ1

1+µ1

)
distributions. Thus, from (1.1) we have that

ΦXt
(s) = ΦXt−1

(1− α+ αs)Φεt(s).

We obtain that

Φεt(s) =
ΦXt

(s)

ΦXt−1
(1− α+ αs)

=
1 + αµ1 − αµ1s

1 + µ1 − µ1s
= α+ (1− α) · 1

1 + µ1 − µ1s
.

The function Φεt(s) is well defined for α ∈ (0, 1). Thus, we obtain that the random
variable εt is a mixture of 0 with probability α and the random variable which has
geometric distribution Geom

(
µ1

1+µ1

)
with probability 1− α.

If t = τ +1, then Xt has a geometric distribution Geom(µ2/(1 + µ2)) and Xt−1

has a geometric distribution Geom(µ1/(1 + µ1)). Thus,

ΦXt
(s) = ΦXt−1

(
1

1 + β − βs

)
Φεt(s)
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and we get

Φεt(s) =
ΦXt

(s)

ΦXt−1(
1

1+β−βs )
=

1 + β(1 + µ1)− β(1 + µ1)s

(1 + β − βs)(1 + µ2 − µ2s)

=
βµ1

µ2 − β
· 1

1 + β − βs
+

(
1− βµ1

µ2 − β

)
· 1

1 + µ2 − µ2s
.

The function Φεt(s) is well defined for 0 < β ≤ min{1, µ2

1+µ1
}. Thus, we obtain

that the random variable εt is a mixture of two random variables which have geo-
metric distribution Geom

(
β

1+β

)
with probability βµ1

µ2−β and geometric distribution

Geom
(

µ2

1+µ2

)
with probability 1− βµ1

µ2−β .

The third case, t ⩾ τ1 + 2, can be considered in similar manner which implies
that

Φεt(s) =
βµ2

µ2 − β
· 1

1 + β − βs
+

(
1− βµ2

µ2 − β

)
· 1

1 + µ2 − µ2s
,

where 0 < β ≤ µ2

1+µ2
. Having in mind the above interval for parameter β, it follows

that β ∈
(
0,min{ µ2

1+µ2
, µ2

1+µ1
}
]
, which competes the proof of theorem.

The introduced mixture integer-valued autoregressive model with a structural
break is obviously a first-order Markov process, so the transition probabilities can be
derived by considering the conditional probabilities π(xt|xt−1) ≡ P (Xt = xt|Xt−1 =
xt−1), where xt and xt−1 are non-negative integers. These conditional probabilities
are given by the following theorem and they will be used later for the derivation of
the conditional log-likelihood function and for the conditional maximum likelihood
estimation.

Theorem 2. Let {Xt}, t ∈ Z, be the model given by Definition 1 which satisfies
the assumptions of Theorem 1. Let us define the functions m(t) = min(xt, xt−1),

b(y, i, θ) =
(
y
i

)
θi(1 − θ)y−i, g(y, θ) = θy

(1+θ)y+1 and h(y, i, θ) =
(
y+i−1

i

)
θi

(1+θ)y+i . Let

IA be the indicator function of the event A. Then

π(xt|xt−1) =

=



m(t)∑
i=0

b(xt−1, i, α)
[
αI{xt=i} + (1− α)g(xt − i, µ1)

]
, t⩽τ

xt∑
i=0

h(xt−1, i, β)
[

βµ1

µ2−β g(xt − i, β) +
(
1− βµ1

µ2−β

)
g(xt − i, µ2)

]
, t=τ+1

xt∑
i=0

h(xt−1, i, β)
[

βµ2

µ2−β g(xt − i, β) +
(
1− βµ2

µ2−β

)
g(xt − i, µ2)

]
, t⩾τ+2.

Proof. We will prove theorem only for the case t ⩽ τ . All other cases can be proved
similarly. Let us first suppose that xt−1 > 0. Since t ⩽ τ , we have that

π(xt|xt−1) = P (α ◦Xt−1 + εt = xt|Xt−1 = xt−1).
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Now, the random variable α ◦ Xt−1 for given Xt−1 = xt−1 has the binomial dis-
tribution with parameters xt−1 and α. Let us denote this random variable as
Bin(xt−1, α). Then

π(xt|xt−1) = P (Bin(xt−1, α) + εt = xt) =

m(t)∑
i=0

b(xt−1, i, α)P (εt = xt − i).

According to distribution (2.1), we have that

P (εt = xt − i) = αI{xt=i} + (1− α)g(xt − i, µ1).

Replacing this in the above equation we obtain the expression for the conditional
probability when xt−1 is positive integer. When xt−1 = 0 we have that

π(xt|0) = P (εt = xt) = αI{xt=0} + (1− α)g(xt, µ1).

As a next property we consider the covariance and the correlation structure of
the introduced model. These properties will be used later for the estimation of the
unknown parameters. This structure is given by the following theorem.

Theorem 3. Let {Xt}, t ∈ Z, be the model given by Definition 1 which satisfies
the assumptions of Theorem 1. Then

(a) the covariance function of the random variables Xt and Xt+k, k ⩾ 0, is
positive and it is given as

γt(k)≡Cov(Xt, Xt+k) =


αkµ1(1 + µ1), if t+ k ⩽ τ,

ατ−tβt+k−τµ1(1 + µ1), if t ⩽ τ<t+ k,

βkµ2(1 + µ2), if τ < t,

(b) the correlation function of the random variables Xt and Xt+k, k ≥ 0, is
positive, always less than 1 and given by

ρt(k)≡Corr(Xt, Xt+k) =


αk, if t+ k ⩽ τ,

ατ−tβt+k−τ
√

µ1(1+µ1)
µ2(1+µ2)

, if t ⩽ τ<t+ k,

βk, if τ < t.

Proof. (a) Let us first consider the covariance function between the random variables
Xt and Xt+k. If t + k ≤ τ , then using the independency between Xt and the
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counting series incorporated in α ◦ Xt+k−1, and the independency between the
random variables Xt and εt+k, we have that

γt(k) = Cov(Xt, α ◦Xt+k−1 + εt+k)

= αCov(Xt, Xt+k−1)

= αkV ar(Xt).

Since t ⩽ τ , then V ar(Xt) = µ1(1+µ1) and γt(k) = αk ·µ1(1+µ1). Obviously, the
covariance function is positive in this case.

If t ⩽ τ<t+ k, then using the independency of the random variables considered
in the first case, we have that

γt(k) = Cov(Xt, β ∗Xt+k−1 + εt+k)

= βCov(Xt, Xt+k−1)

= βt+k−τCov(Xt, Xτ ).

Since Cov(Xt, Xτ ) = Cov(Xt, Xt+(τ−t)) and τ − t ⩾ 0, we can apply the result of

the first case which implies that γt(k) = βt+k−τατ−tV ar(Xt). Finally, since t ⩽ τ ,
we have that γt(k) = βt+k−τατ−tµ1(1 + µ1). Obviously, the covariance function is
positive in this case. The third case can be considered in similar way which implies
the proof of the first part of theorem.

(b) The correlation function of the random variables Xt and Xt+k can be rep-
resented via the corresponding covariance function as

ρt(k) =
γt(k)√

V ar(Xt) · V ar(Xt+k)
.

If t+ k ≤ τ , then we have that the random variables Xt and Xt+k have the same
distributions which together with γt(k) = αkV ar(Xt) imply that ρt(k) = αk.

If t ⩽ τ<t + k, then we have that the random variables Xt and Xt+k have
geometric distributions with means µ1 and µ2, respectively. Then, using this and
the result of the first part of theorem, we have that

ρt(k) =
ατ−tβt+k−τµ1(1 + µ1)√
µ1(1 + µ1) · µ2(1 + µ2)

= ατ−tβt+k−τ

√
µ1(1 + µ1)

µ2(1 + µ2)
.

The last case can be considered in similar way which implies the proof of the
second part of theorem related to expression of the correlation function.

Obviously, the correlation function is positive in all cases. Let us now prove that
the correlation function ρt(k) is always less than 1. Since the parameters α and β
belong to (0, 1), this conclusion is obviously in cases: t + k ≤ τ and t > τ . Let

us consider the case t ⩽ τ<t + k. Since β ∈
(
0,min{ µ2

1+µ2
, µ2

1+µ1
}
)
, we have that

β < µ2/(1 + µ1) < (1 + µ2)/µ1. From this we obtain that β <
√

µ2(1+µ2)
µ1(1+µ1)

, which

implies that ρt(k) is less than 1.
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Remark 2.1. From the results of the previous theorem we can conclude that the cor-
relation function of the random variables Xt and Xt+k, k ≥ 0 can be written in the
form ρt(k) = ack, where a is positive and c ∈ {β, α}, which implies that Corr(Xt, Xt+k)
converges to 0 when k −→ ∞.

In the following theorem we present some conditional properties of the intro-
duced model which can be derived without using the complicated conditional prob-
abilities.

Theorem 4. Let {Xt}, t ∈ Z, be the model given by Definition 1 which satisfies
the assumptions of Theorem 1. Then:

(a) The conditional expectation of the random variable Xt+k, k ⩾ 0, for given
Xt is a linear function of Xt given by

E(Xt+k|Xt) =


αk(Xt − µ1) + µ1, if t+ k ⩽ τ,

ατ−tβt+k−τ (Xt − µ1) + µ2, if t ⩽ τ<t+ k,

βk(Xt − µ2) + µ2, if τ < t.

(b) The conditional variance of the random variable Xt+k for given Xt is of the
form

(2.4) V (Xt+k|Xt) = at,kXt + bt,k,

where at,k and bt,k are given respectively as

at,k =



αk(1− αk), t+ k ⩽ τ,

ατ−2tβt+k−2τ

1−β (αtβτ + αtβτ+1 − ατβt+k − 2αtβt+k+1

+ατβt+k+1), t ⩽ τ < t+ k,
βk(1 + β)(1− βk)

1− β
, τ < t,

and

bt,k =



µ1(1− αk)(1 + µ1 + µ1α
k), t+ k ⩽ τ,

α−2tβ−2τ

1− β
[α2t(1− β)β2τµ2(1 + µ2)− α2τ (1− β)β2t+2kµ2

1

+αt+τβt+k(2βt+k+1 − βτ − βτ+1)], t⩽τ <t+ k,
(1− βk)µ2[1− β − 2βk+1 + (1− β)(1 + βk)µ2]

1− β
, τ < t.

Proof. (a) Let us first consider the conditional expectation of the random variable
Xt+k, k ⩾ 0, for given Xt. Let t+ k ≤ τ . Then using the property of the binomial
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thinning operator E(α◦Xt+k−1|Xt+k−1) = αXt+k−1 and the first-order Markovian
property, we have that E(Xt+k|Xt) = αE(Xt+k−1|Xt)+E(εt+k). Applying the last

equation k−1 more times, we have that E(Xt+k|Xt) = αkXt+
∑k−1

j=0 α
jE(εt+k−j).

Since t + k ⩽ τ , the random variables εt+k, εt+k−1, . . . , εt+1, are identically dis-
tributed random variables. Also, from (2.1) we have that E(εt+k−j) = (1 − α)µ1

for j ∈ {0, 1, . . . , k − 1}. Thus,

(2.5) E(Xt+k|Xt) = αkXt + µ1(1− αk).

Let t ⩽ τ < t + k. First, using the property of the negative binomial thinning
operator E(β∗Xt+k−1|Xt+k−1) = βXt+k−1 and applying t+k−τ times the obtained
equation, we have that

E(Xt+k|Xt) = βE(Xt+k−1|Xt) + E(εt+k)

= βt+k−τE(Xτ |Xt) +

t+k−τ−2∑
j=0

βjE(εt+k−j) + βt+k−τ−1E(ετ+1).

The random variables εt+k, εt+k−1, . . . , ετ+2, have the distribution (2.3) which
implies that the expectation is E(εt+k−j) = µ2(1−β) for j ∈ {0, 1, . . . , t+k−τ−2}.
According to (2.2), we have that E(ετ+1) = µ2 − βµ1. Replacing these results in
expression of E(Xt+k|Xt), we have that

E(Xt+k|Xt) = βt+k−τE(Xτ |Xt)− βt+k−τµ1 + µ2.

Since E(Xτ |Xt) = E(Xt+(τ−t)|Xt) and τ−t ⩾ 0, using the result (2.5) for k = τ−t,
we obtain that

E(Xt+k|Xt) = βt+k−τατ−t(Xt − µ1) + µ2.

The third case can be considered in similar way which implies the proof of the first
part of theorem.

(b) The easiest way to calculate the conditional variance V ar(Xt+k|Xt) is to
use the conditional probability generating function gt,k(s) = E(sXt+k |Xt) and the
property

(2.6) V ar(Xt+k|Xt) = g′′t,k(1) + g′t,k(1)− [g′t,k(1)]
2.

We have three cases: t+ k ≤ τ , τ < t and t ≤ τ < t+ k. We will consider each case
separately.

At first we suppose that t+ k ≤ τ . Conditional probability generating function
of the random variable Xt+k, k ⩾ 0, for given Xt is

gt,k(s) = E(sα◦Xt+k−1+εt+k | Xt)

= E[(1− α+ αs)Xt+k−1 |Xt]E(sεt+k)

= gt,k−1(1− α+ αs)φ(s),

(2.7)
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where φ(s) =
1 + αµ1 − αµ1s

1 + µ1 − µ1s
. In fact, we have a recurrent formula gt,k(s) with an

initial condition gt,0(s) = sXt . Thus, we obtain that

(2.8) gt,k(s) =
1 + µ1α

k − µ1α
ks

1 + µ1 − µ1s
(1− α+ αs)Xt .

According to (2.6), we have

(2.9) V ar(Xt+k|Xt) = αk(1− αk)Xt + µ1(1− αk)(1 + µ1 + µ1α
k).

Let us consider now the third case τ ≤ t. The second case will be considered
at the end of the proof. Conditional probability generating function of the random
variable Xt+k, k ⩾ 0, for given Xt is given by

gt,k(s) = E(sβ∗Xt+k−1+εt+k | Xt)

= E
[( 1

1 + β − βs

)Xt+k−1

| Xt

]
E(sεt+k)

= gt,k−1

( 1

1 + β − βs

)
ψ(s),

(2.10)

where ψ(s) = 1+β(1+µ2)−β(1+µ2)s
(1+β−βs)(1+µ2−µ2s)

. The function gt,k(s) can be written in the fol-

lowing form

(2.11) gt,k(s) = (Kk(s))
XtBk(s),

where

Kk(s) =
1− βk − β(1− βk−1)s

1− βk+1 − β(1− βk)s

and

Bk(s) =
1− βk+1 + (1− β)βkµ2 − β[1− βk + (1− β)βk−1µ2]s

[1− βk+1 − β(1− βk)s][1 + µ2 − µ2s]
.

Then, by applying (2.6), we have that

V ar(Xt+k | Xt) =
βk(1 + β)(1− βk)

1− β
Xt

+
(1− βk)µ2[1− β − 2βk+1 + (1− β)(1 + βk)µ2]

1− β
.

At the end, we suppose that t ≤ τ < t+ k. Since t+ k = τ +1+ (t+ k− τ − 1),
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we have the following

E(sXt+k | Xt) =

= E[(Kt+k−τ−1(s))
Xτ+1 | Xt]Bt+k−τ−1(s)

= E[(Kt+k−τ−1(s))
β∗Xτ+ετ+1 | Xt]Bt+k−τ−1(s)

= E
[( 1

1 + β − βKt+k−τ−1(s)

)Xτ

| Xt

]
× 1 + β(1 + µ1)− β(1 + µ1)Kt+k−τ−1(s)

(1 + β − βKt+k−τ−1(s))(1 + µ2 − µ2Kt+k−τ−1(s))
Bt+k−τ−1(s).

Let L(s) = (1 + β − βKt+k−τ−1(s))
−1. Then, the next applies

E(sXt+k | Xt) =

= E((L(s))Xτ |Xt)
1 + β(1 + µ1)− β(1 + µ1)Kt+k−τ−1(s)

(1+β−βKt+k−τ−1(s))(1+µ2−µ2Kt+k−τ−1(s))
Bt+k−τ−1(s)

= (1− ατ−t + ατ−tL(s))Xt
1 + µ1α

τ−t − µ1α
τ−tL(s)

1 + µ1 − µ1L(s)

× 1 + β(1 + µ1)− β(1 + µ1)Kt+k−τ−1(s)

(1 + β − βKt+k−τ−1(s))(1 + µ2 − µ2Kt+k−τ−1(s))
Bt+k−τ−1(s).

Finally, from (2.6), we have that

V ar(Xt+k | Xt) =

=
ατ−2tβt+k−2τ

1− β
(αtβτ + αtβτ+1 − ατβt+k − 2αtβt+k+1 + ατβt+k+1)Xt

+
α−2tβ−2τ

1− β
[α2t(1− β)β2τµ2(1 + µ2)− α2τ (1− β)β2t+2kµ2

1

+ αt+τβt+k(2βt+k+1 − βτ − βτ+1)]

and the theorem is proved by this.

3. Estimation of the unknown parameters

In this section we consider estimation of the unknown parameters of our model.
We suppose that we have a realization (X1, X2, . . . , XN ) of size N of the mixture
integer-valued autoregressive model with a structural break given by (1.1). We want
to estimate the position of the structural break τ and to estimate the parameters
α, β, µ1 and µ2. We consider two estimation methods: the conditional maximum
likelihood method and the conditional least squares method. In the following two
subsections we analyze both methods.

3.1. Conditional maximum likelihood estimation

The maximum likelihood method has been widely used for the estimation of the
structural breaks and change points depending on the considered problem. The
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maximum likelihood method derives the estimators of the structural breaks or
change points by maximizing the log likelihood function with respect to the struc-
tural breaks or given change points. For example, Hinkley and Hinkley [7] consid-
ered the maximum likelihood method for the estimation of one change point for the
sequence of independent random variables with Bernoulli distributions, Horváth [8]
used the maximum likelihood method to test changes in the parameters of indepen-
dent normal distributed random variables, Avery and Anderson [3] used it for the
estimation of two change points in DNA sequences etc.

Since our observations are dependent we consider the conditional maximum
likelihood method which estimates the unknown structural break τ and the pa-
rameters α, β, µ1 and µ2 by maximizing the conditional log-likelihood function
L = logP (Xi = xi, 2 ⩽ i ⩽ N |X1 = x1). Using the fact that our model is a first-
order Markov process and the results of Theorem 2, we obtain that the conditional
log-likelihood function is given by

L(τ, α, β, µ1, µ2) =

=

τ∑
t=2

log


m(t)∑
i=0

b(xt−1, i, α)
[
αI{xt=i} + (1− α)g(xt − i, µ1)

]
+ log

{
xτ+1∑
i=0

h(xτ , i, β)

[
βµ1

µ2 − β
g(xτ+1 − i, β) +

(
1− βµ1

µ2 − β

)
g(xτ+1 − i, µ2)

]}

+

N∑
t=τ+2

log

{
xt∑
i=0

h(xt−1, i, β)

[
βµ2

µ2 − β
g(xt−i, β)+

(
1− βµ2

µ2−β

)
g(xt−i, µ2)

]}
,

where m(t) = min(xt, xt−1).

We can consider two approaches based on the conditional maximum likelihood
estimation method. Which approach will be used depends on the sample size.
Thus, if the sample size is not too large, we can estimate the unknown parameters
as follows. For each fixed and known τ we estimate the parameters α, β, µ1 and
µ2 by maximizing the conditional log-likelihood function L. Let us denote these
estimates by α̂τ , β̂τ , µ̂1,τ and µ̂2,τ . Then, the estimate of the structural break τ̂ is

obtained as the value τ which maximizes the function L(τ, α̂τ , β̂τ , µ̂1,τ , µ̂2,τ ). This
approach works very well and gives good estimates for any sample size, but can
be slow when the sample size is greater than 2000. In this case, we can estimate
all five parameters by maximizing the conditional log-likelihood function L with
respect to all these parameters. The simulations show that the first approach gives
better estimates, especially it estimates better the structural break.
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3.2. Conditional least squares estimation

According to the results presented in the first part of Theorem 4, the conditional
least squares estimators are obtained by minimizing the function Q given as

Q =

τ−1∑
t=1

[Xt+1 − αXt − (1− α)µ1]
2 + (Xτ+1 − βXτ − µ2 + βµ1)

2

+

N−1∑
t=τ+1

[Xt+1 − βXt − (1− β)µ2]
2

with respect to the unknown parameters τ , α, β, µ1 and µ2. If the parameter τ is
known, then the estimators of the parameters α, β, µ1 and µ2 can be obtained as
the solutions of the system of equations

∂Q

∂α
=

τ−1∑
t=1

[Xt+1 − αXt − (1− α)µ1](−Xt + µ1) = 0,

∂Q

∂β
=(Xτ+1 − βXτ − µ2 + βµ1)(−Xτ + µ1)+

+

N−1∑
t=τ+1

[Xt+1 − βXt − (1− β)µ2](−Xt + µ2) = 0,

∂Q

∂µ1
=− (1− α)

τ−1∑
t=1

[Xt+1 − αXt − (1− α)µ1] + β(Xτ+1 − βXτ − µ2 + βµ1) = 0,

∂Q

∂µ2
=(Xτ+1 − βXτ − µ2 + βµ1) + (1− β)

N−1∑
t=τ+1

[Xt+1 − βXt − (1− β)µ2] = 0,

with respect to the parameters α, β, µ1 and µ2. Similarly as in the first approach
discussed in the conditional maximum likelihood estimation, we can derive the
conditional least squares estimates as follows. For each fixed and known true value
of the parameter τ we estimate the remaining parameters α, β, µ1 and µ2 by
minimizing the function Q. Let us denote again these estimates by α̂τ , β̂τ , µ̂1,τ and
µ̂2,τ . Then, the estimate of the structural break τ̂ is obtained as the value τ which

minimizes the function Q(τ, α̂τ , β̂τ , µ̂1,τ , µ̂2,τ ), i.e.

τ̂ = arg
τ

minQ(τ, α̂τ , β̂τ , µ̂1,τ , µ̂2,τ ),

where we consider the realized values of the function Q for all τ ∈ [1, N − 1].

3.3. Simulations

To check the performances of the estimators obtained by the conditional maximum
likelihood method and the conditional least squares method we simulated 1000
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samples for the following cases of true values of the parameters. We considered two
cases: (a) the true values are α = 0.2, β = 0.3, µ1 = 1 and µ2 = 2; and (b) the true
values are α = 0.4, β = 0.8, µ1 = 4 and µ2 = 10. Thus, in the first case we supposed
that the correlations between the observations are small and the mean parameters
are moderate and similar. In the second case we supposed that the correlation and
the mean in the case of the negative binomial thinning operator are significantly
larger.

For both cases we consider samples of sizes n = 100, n = 200 and n = 500. For
each different sample size we consider three different cases: τ = n/4, τ = n/2 and
τ = 3n/4.

The maximization and the minimization have been performed by using the optim
function from R statistical software and using the method Nelder-Mead. Some parts
of the code have been written in Rcpp to improve the speed of the estimation. For
each case we considered the mean, median, lower (Q1) and upper (Q3) quartiles, and
standard error (SE) of the obtained estimates. The flow of the estimation procedure
can be divided into two steps. In the first step, for all τ ∈ [1, T − 1] we estimate
parameters α, β, µ1 and µ2. Consequently, we obtained values of functions L and
Q discussed in the previous subsections. In the second step, from these calculated
values, we pick the value of τ which maximise the value of L for CML and minimize
the value of Q for the CLS method. All the results are presented in Tables 3.1–3.3.

For big enough and small enough sample size, we conclude that there is regu-
larity. As the value of the structural parameter τ rises, as the value SE of α̂ and
µ̂1 decreases. For the value SE of β̂ and µ̂2, we can conclude the opposite. While
the value of the structural parameter τ rises, the value SE of β̂ and µ̂2 also rises.
This correctness is justified by the number of information we receive. When the
value of the structural parameter τ increase, the number of information for α̂ and
µ̂1 grows and the number of information for β̂ and µ̂2 decreases. When we have
more information the error is smaller and conversely.

We can notice that the estimates are quite close to the true values when the sam-
ple size is 500, while there are some deviations for samples of size 100. Actually, the
CML method shows remarkable results even for samples of sizes 100 and 200, while
the CLS method are not quite accurate in these cases, especially for parameters µ1

and µ2. The CML method provides consistent estimates for both set of parameters,
while CLS gives slightly better results when the value of parameters are smaller,
i.e. for the parameter set a). Especially interesting part is the estimation of the
structural break (parameter τ). While the CML method is quite accurate for all
tested cases, the CLS method shows some deviations from true value even for the
samples of size 500.

After all we can conclude that the estimates converges to their true values with
the increase of the sample size, while the convergence is faster with CML than with
CLS method.
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CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 40.3010 31 22 58 0.8389 τ̂ 56.178 53 32 83 0.8509
τ̂ − τ 15.301 6 −3 33 0.8389 τ̂ − τ 31.178 28 7 58 0.8509

α̂ 0.2113 0.1795 0.0240 0.3111 0.0065 α̂ 0.2539 0.2099 0.0663 0.3602 0.0074

β̂ 0.2838 0.2836 0.1722 0.3761 0.0055 β̂ 0.2392 0.2025 0.0300 0.3434 0.0073
µ̂1 0.9436 0.8422 0.5160 1.3039 0.0205 µ̂1 1.4065 1.2500 0.8447 1.6695 0.0335
µ̂2 2.1913 2.0686 1.7100 2.5004 0.0379 µ̂2 2.9528 2.3678 1.8130 3.1826 0.0679

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 52.697 53 40.75 69.25 0.7504 τ̂ 64.957 65 51 82 0.6916
τ̂ − τ 2.697 3 -9.25 19.25 0.7504 τ̂ − τ 14.957 15 1 32 0.6916

α̂ 0.2059 0.1853 0.0728 0.2918 0.0058 α̂ 0.2113 0.1791 0.0674 0.3014 0.0060

β̂ 0.2823 0.2667 0.1599 0.3919 0.0057 β̂ 0.2386 0.1999 0.0305 0.3582 0.0073
µ̂1 0.9375 0.8892 0.6514 1.1087 0.0187 µ̂1 1.1521 1.0440 0.8236 1.2945 0.0225
µ̂2 2.2583 2.1321 1.6926 2.6426 0.0338 µ̂2 3.0559 2.4966 1.8853 3.4039 0.0664

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 63.263 75 44 83 0.8781 τ̂ 73.353 80 70 89.25 0.7596
τ̂ − τ -11.737 0 -31 8 0.8781 τ̂ − τ -1.647 5 -5 14.25 0.7596

α̂ 0.2223 0.1937 0.1058 0.2901 0.0061 α̂ 0.1994 0.1661 0.0764 0.2721 0.0057

β̂ 0.2820 0.2449 0.1072 0.4095 0.0071 β̂ 0.2331 0.1606 0.0001 0.3600 0.0083
µ̂1 0.9271 0.8868 0.7090 1.0701 0.0163 µ̂1 1.1652 0.9633 0.8051 1.1488 0.0482
µ̂2 2.3613 2.1068 1.4056 2.9152 0.0464 µ̂2 3.1387 2.5917 1.8062 3.7004 0.0713

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 68.376 54 45 75 1.4224 τ̂ 104.191 86 56 159 1.723
τ̂ − τ 18.376 4 -5 25 1.4224 τ̂ − τ 54.191 36 6 109 1.723

α̂ 0.1895 0.1748 0.0755 0.2741 0.0050 α̂ 0.2222 0.2080 0.1015 0.3206 0.0053

β̂ 0.2980 0.2990 0.2356 0.3548 0.0039 β̂ 0.2703 0.2590 0.1577 0.3518 0.0061
µ̂1 0.9489 0.8727 0.6749 1.1541 0.0162 µ̂1 1.2340 1.1950 0.8670 1.5363 0.0170
µ̂2 2.1757 2.0817 1.8718 2.3235 0.0259 µ̂2 2.8910 2.2823 1.9894 2.9201 0.0651

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 101.519 102 91 117 1.1599 τ̂ 127.34 117 101.75 160 1.2865
τ̂ − τ 1.519 2 -9 17 1.1599 τ̂ − τ 27.34 17 1.75 60 1.2865

α̂ 0.1943 0.1854 0.1256 0.2527 0.0038 α̂ 0.2035 0.1960 0.1005 0.2842 0.0044

β̂ 0.2964 0.2927 0.2223 0.3644 0.0040 β̂ 0.2701 0.2594 0.1431 0.3541 0.0061
µ̂1 0.9363 0.9254 0.7842 1.0716 0.0097 µ̂1 1.1220 1.0431 0.8798 1.2406 0.0177
µ̂2 2.1895 2.1050 1.8272 2.4042 0.0276 µ̂2 2.9048 2.3379 1.9872 2.9028 0.0637

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 139.624 151 137.75 162 1.3726 τ̂ 156.556 159 150 179 1.1203
τ̂ − τ -10.376 1 -12.25 12 1.3726 τ̂ − τ 6.556 9 0 29 1.1203

α̂ 0.1982 0.1943 0.1395 0.2436 0.0035 α̂ 0.1928 0.1893 0.1221 0.2542 0.0034

β̂ 0.3099 0.2914 0.1975 0.4010 0.0056 β̂ 0.2770 0.2483 0.0962 0.4009 0.0074
µ̂1 0.9559 0.9457 0.8239 1.0627 0.0128 µ̂1 1.0598 0.9968 0.8846 1.1105 0.0170
µ̂2 2.3912 2.2345 1.7516 2.7357 0.0370 µ̂2 3.1465 2.5441 2.0297 3.4113 0.0668

n = 100, τ = 25, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 100, τ = 50, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 100, τ = 75, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 200, τ = 50, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 200, τ = 100, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 200, τ = 150, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

Table 3.1: Conditional maximum likelihood and conditional least squares estimates
for different cases of true values of the parameters
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CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 135.523 128 119 142 1.7701 τ̂ 191.46 139 127 190.25 3.6558
τ̂ − τ 10.523 3 -6 17 1.7701 τ̂ − τ 66.46 14 2 65.25 3.6558

α̂ 0.1933 0.1882 0.1343 0.2454 0.0031 α̂ 0.1994 0.1896 0.1129 0.2687 0.0039

β̂ 0.2969 0.2977 0.2655 0.3290 0.0017 β̂ 0.2859 0.2859 0.2327 0.3328 0.0039
µ̂1 0.9482 0.9449 0.8151 1.0640 0.0075 µ̂1 1.0919 1.0107 0.8798 1.2274 0.0104
µ̂2 2.0448 2.0370 1.9024 2.1460 0.0118 µ̂2 2.4803 2.0982 1.9556 2.2773 0.0531

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 255.23 253 246 265.25 1.4007 τ̂ 289.542 262 251 298.25 2.1692
τ̂ − τ 5.23 3 -4 15.25 1.4007 τ̂ − τ 39.542 12 1 48.25 2.1692

α̂ 0.1952 0.1935 0.1606 0.2279 0.0019 α̂ 0.1991 0.1945 0.1481 0.2446 0.0024

β̂ 0.2954 0.2923 0.2539 0.3355 0.0020 β̂ 0.2893 0.2838 0.2297 0.3405 0.0038
µ̂1 0.9742 0.9713 0.8955 1.0601 0.0042 µ̂1 1.0360 1.0127 0.9278 1.1172 0.0051
µ̂2 2.0509 2.0371 1.8962 2.1879 0.0079 µ̂2 2.3906 2.1054 1.9496 2.3229 0.0429

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 372.582 377 369 391 1.8381 τ̂ 394.592 386 375 419 1.8383
τ̂ − τ -2.418 2 -6 16 1.8381 τ̂ − τ 19.592 11 0 44 1.8383

α̂ 0.1983 0.1997 0.1720 0.2291 0.0015 α̂ 0.2017 0.1963 0.1568 0.2406 0.0025

β̂ 0.2971 0.2922 0.2341 0.3555 0.0032 β̂ 0.2803 0.2754 0.1946 0.3551 0.0048
µ̂1 0.9715 0.9734 0.9106 1.0404 0.0041 µ̂1 1.0258 1.0023 0.9322 1.0779 0.0082
µ̂2 2.1009 2.0907 1.8623 2.3062 0.0158 µ̂2 2.5460 2.2123 1.9534 2.5673 0.0481

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 27.315 25 22 31 0.374 τ̂ 52.778 47 25 86 0.9949
τ̂ − τ 2.315 0 -3 6 0.374 τ̂ − τ 27.778 22 0 61 0.9949

α̂ 0.3823 0.3939 0.3196 0.4604 0.0042 α̂ 0.6072 0.7011 0.3497 0.8357 0.0090

β̂ 0.7953 0.8013 0.7595 0.8356 0.0018 β̂ 0.5914 0.6536 0.4690 0.8017 0.0077
µ̂1 3.8424 3.6386 2.6067 4.9137 0.0555 µ̂1 4.8332 2.9441 1.5312 8.1632 0.1367
µ̂2 10.1301 9.6837 7.7273 11.9703 0.1113 µ̂2 6.5530 5.7130 4.1488 8.2864 0.1325

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 49.606 50 46 56 0.4526 τ̂ 49.159 47 23 76 0.9257
τ̂ − τ -0.394 0 -4 6 0.4526 τ̂ − τ -0.841 -3 -27 26 0.9257

α̂ 0.3901 0.3899 0.3441 0.4414 0.0028 α̂ 0.4820 0.4096 0.2909 0.7275 0.0086

β̂ 0.7776 0.7962 0.7471 0.8369 0.0036 β̂ 0.6073 0.6687 0.5105 0.7896 0.0074
µ̂1 3.8695 3.8411 3.1233 4.6293 0.0396 µ̂1 4.1442 3.0642 1.9004 5.4229 0.1905
µ̂2 10.1451 9.3875 7.1875 12.2876 0.1524 µ̂2 6.8419 6.0001 4.1815 8.2232 0.1612

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 69.431 75 67 78 0.5738 τ̂ 49.801 49 24 75 0.9141
τ̂ − τ -5.569 0 -8 3 0.5738 τ̂ − τ -25.199 -26 -51 0 0.9141

α̂ 0.3986 0.4027 0.3614 0.4390 0.0027 α̂ 0.3847 0.3467 0.2244 0.5031 0.0076

β̂ 0.7389 0.7898 0.7034 0.8460 0.0058 β̂ 0.5889 0.6245 0.4577 0.7546 0.0068
µ̂1 3.7731 3.7484 3.2043 4.3642 0.0361 µ̂1 3.6433 3.3320 2.2435 4.5701 0.0699
µ̂2 10.0257 9.0245 5.4754 13.107 0.1956 µ̂2 6.2752 5.7130 4.1102 7.5401 0.1171

n = 500, τ = 125, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 500, τ = 250, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 500, τ = 375, α = 0.2, β = 0.3, µ1 = 1, µ2 = 2

n = 100, τ = 25, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 100, τ = 50, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 100, τ = 75, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

Table 3.2: Conditional maximum likelihood and conditional least squares estimates
for different cases of true values of the parameters
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CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 52.079 50 47 56 0.4835 τ̂ 99.802 77.5 39 179 2.1926
τ̂ − τ 2.079 0 -3 6 0.4835 τ̂ − τ 49.802 27.5 -11 129 2.1926

α̂ 0.3949 0.3962 0.3464 0.4409 0.0027 α̂ 0.6169 0.7021 0.3983 0.8215 0.0077

β̂ 0.7955 0.7977 0.7721 0.8223 0.0012 β̂ 0.6260 0.7097 0.5035 0.7978 0.0076
µ̂1 3.9902 3.8837 3.1168 4.7795 0.0385 µ̂1 4.8815 2.7730 1.8929 8.3710 0.1216
µ̂2 9.9912 9.7218 8.2559 11.3364 0.0797 µ̂2 7.5863 7.0549 4.9478 9.0451 0.1589

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 100.343 100 96 105 0.4853 τ̂ 88.594 72 35 140 1.9663
τ̂ − τ 0.343 0 -4 5 0.4853 τ̂ − τ -11.406 -28 -65 40 1.9663

α̂ 0.3977 0.3990 0.3668 0.4298 0.0016 α̂ 0.5060 0.4450 0.3367 0.7127 0.0074

β̂ 0.7944 0.7996 0.7650 0.8298 0.0016 β̂ 0.6658 0.7230 0.6100 0.7899 0.0062
µ̂1 3.9851 3.9772 3.5154 4.4516 0.0235 µ̂1 3.6213 2.5677 1.9437 4.6694 0.0807
µ̂2 10.0778 9.65 7.9898 11.8108 0.1068 µ̂2 6.9571 6.756 4.6707 8.2727 0.1127

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 147.603 150 144.75 155 0.6018 τ̂ 105.155 108.5 51 157 1.8747
τ̂ − τ -2.397 0 -5.25 5 0.601 τ̂ − τ -44.845 -41.5 -99 7 1.8747

α̂ 0.3990 0.3994 0.3739 0.4246 0.0013 α̂ 0.4139 0.3896 0.2983 0.4885 0.0060

β̂ 0.7810 0.7943 0.7449 0.8349 0.0029 β̂ 0.6495 0.6914 0.5943 0.7713 0.0059
µ̂1 3.9524 3.9663 3.5614 4.3297 0.0193 µ̂1 3.5984 3.5848 2.3423 4.3866 0.0517
µ̂2 10.2504 9.6642 7.1598 12.4546 0.1494 µ̂2 6.4835 6.0226 4.4474 7.4225 0.1027

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 126.589 125 123 130 0.4317 τ̂ 214.71 123 74 440.25 5.6351
τ̂ − τ 1.589 0 -2 5 0.4317 τ̂ − τ 89.71 -2 -51 315.25 5.6351

α̂ 0.3976 0.3995 0.3726 0.4241 0.0013 α̂ 0.6082 0.5840 0.444 0.7999 0.0063

β̂ 0.7979 0.7995 0.7820 0.8150 0.0008 β̂ 0.6796 0.7602 0.6771 0.8054 0.0067
µ̂1 4.0661 3.9800 3.5957 4.5168 0.0223 µ̂1 4.4798 2.3832 2.0444 7.9776 0.1049
µ̂2 9.9584 9.8093 8.8011 11.0295 0.0499 µ̂2 8.1966 8.2114 5.9552 9.8036 0.1216

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 251.822 250 248 256 0.4341 τ̂ 183.334 124.5 67.75 282.25 4.7419
τ̂ − τ 1.822 0 2 6 0.4341 τ̂ − τ -66.666 -125.5 -182.25 32.25 4.7419

α̂ 0.4008 0.4018 0.3831 0.4187 0.0008 α̂ 0.5115 0.4664 0.3784 0.6269 0.0057

β̂ 0.7977 0.7993 0.7777 0.8186 0.0009 β̂ 0.7231 0.7659 0.7187 0.7973 0.0051
µ̂1 3.9649 3.9336 3.6907 4.2383 0.0128 µ̂1 3.3701 2.2528 1.9854 4.0988 0.0659
µ̂2 10.0991 9.9783 8.7784 11.3061 0.0597 µ̂2 7.3444 7.2657 5.7130 8.3134 0.1048

CML Mean Median Q1 Q3 SE CLS Mean Median Q1 Q3 SE

τ̂ 374.349 375 370 381 0.5138 τ̂ 268.048 297 137 382 4.3605
τ̂ − τ -0.651 0 -5 6 0.5138 τ̂ − τ -106.952 -78 -238 7 4.3605

α̂ 0.4001 0.4011 0.3851 0.4153 7e-04 α̂ 0.4315 0.4174 0.3657 0.4779 0.0038

β̂ 0.7938 0.7973 0.766 0.8229 0.0014 β̂ 0.7346 0.7499 0.697 0.7938 0.0036
µ̂1 4.0037 4.0093 3.7538 4.2318 0.0111 µ̂1 3.4848 3.6406 2.6151 4.2147 0.0365
µ̂2 10.1226 9.709 8.1434 11.5507 0.1103 µ̂2 6.6011 6.0863 4.5934 7.1362 0.1267

n = 200, τ = 50, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 200, τ = 100, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 200, τ = 150, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 500, τ = 125, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 500, τ = 250, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

n = 500, τ = 375, α = 0.4, β = 0.8, µ1 = 4, µ2 = 10

Table 3.3: Conditional maximum likelihood and conditional least squares estimates
for different cases of true values of the parameters
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4. Illustrative examples

In this section we discuss possible applications of our introduced model. Accord-
ing to the motivations mentioned in the introductory section, we consider two real
data sets about some criminal counts observed in Pittsburgh. We consider two real
data sets from the forecasting principles site (http://www.forecastingprinciples.com).
Each data set contains 144 observations which represents monthly observed corre-
sponding criminal counts in the period between January 1990 and December 2001.

4.1. Computer Aided Dispatch (CAD) calls about drug dealing

The first considered real data set represents Computer Aided Dispatch (CAD) calls
about drug dealing registered in Pittsburgh 1011th tract. The sample mean and the
sample variance are 3.1944 and 13.3605, respectively, which indicate that we deal
with overdispersed data. The sample autocorrelation is 0.6509, so the observations
are strongly correlated. The sample path, ACF and PACF plots are presented in
Figure 4.1.

From the PACF plot, we can conclude that the first order integer-valued time
series model will be adequate for this real data set. Also, from the sample path plot
we can conclude that there are low activities about the CAD drug calls before the
first 60 months. After that, the CAD drug calls significantly increase. This indicates
that there is a change in model after 60 months, so our model with structural
break can be considered as competitive model in comparison with GINAR(1) and
NGINAR(1) models. For each model we derive the maximum likelihood estimates,
values of the Akaike (AIC) and Bayesian (BIC) criterions and the root mean square
(RMS). Beside this, we estimate the structural break for our model. All results are
presented in Table 4.1.

Model ML estimates AIC BIC RMS

GINAR(1) α̂ = 0.3901, µ̂ = 2.7882 633.0897 639.0293 2.9385

NGINAR(1) β̂ = 0.6588, µ̂ = 3.0756 608.0767 614.0163 2.7664

Mixture τ̂ = 62, α̂ = 0.0736, β̂ = 0.6309, µ̂1 = 0.868, µ̂2 = 4.2307 593.0997 604.9790 2.6405

Table 4.1: ML estimates, AIC, BIC, RMS for the CAD drug calls in 1011th tract

From the obtained results, we can conclude that our model provides the smallest
values for the AIC and BIC criterions, which leads to conclusion that our model has
captured very well the change of models. The estimated structural break is τ̂ = 62
which corresponds to earlier conclusion obtained from the sample path. Also, we
can see that the smallest RMS is obtained for our model which means that our
model gives best fit among the considered models. Fits for all three models are
given in Figure 4.2. The bolded lines represent the fit of each model. From this
figure we can conclude that our model very well capture behavior of CAD drug
calls.
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Fig. 4.1: The sample path, ACF and PACF for the CAD calls about drug dealing
in 1011th tract
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Fig. 4.2: The fits of all three models for the CAD drug calls data



A Mixture INAR Model With a Structural Break 119

4.2. Phone calls about registered shootings that can be reported also
by civilians

The second considered actual dataset consists of phone calls about registered shoot-
ings that can be reported also by civilians registered in the 1017th Pittsburgh tract.
The sample mean and the sample variance are 5.9722 and 32.3349, respectively.
Again, we have overdispersed data. The sample autocorrelation is 0.4563 which in-
dicates significant correlation between the observations. The Figure 4.3 represents
the sample path, ACF and PACF plots.
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Fig. 4.3: The sample path, ACF and PACF for 1017 data

From the sample path we can observe that there is change in the behavior of
the phone calls after around 20 months. This is justified by estimation in which we
obtain that estimated structural break is 24 months. From the results presented in
Table 4.2, we can conclude that our model very well fit the counts of phone calls.
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Model ML estimates AIC BIC RMS

GINAR(1) α̂ = 0.3360, µ̂ = 5.2345 787.0130 792.9526 5.1089

NGINAR(1) β̂ = 0.4213, µ̂ = 5.4126 782.5761 788.5157 5.0521

Mixture τ̂ = 24, α̂ = 0.1903, β̂ = 0.3724, µ̂1 = 0.7662, µ̂2 = 5.9462 768.2952 780.1744 4.8912

Table 4.2: ML estimates, AIC, BIC, RMS for the calls in 1017th tract
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Fig. 4.4: The fits of all three models for the phone calls data
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5. Concluding remarks

In this manuscript we have introduced an integer-valued autoregressive model of
the first-order with a structural break as a mixture of two integer-valued autoregres-
sive models with binomial and negative binomial thinning operators. The model
has been constructed under motivations of the different behaviors of the considered
objects before and after a break. Exactly, we have considered objects (virus, crimi-
nals etc.) which have low activities before a break leading to counts of small values
and after a break have increasing activities leading to counts of large values. Be-
cause of that, we have used two different thinning operators, the binomial thinning
for low activity and the negative binomial thinning for increasing activity. A model
with different geometric marginals has been constructed and many of its proper-
ties are considered. Some of them are distribution of the innovations, conditional
and unconditional properties, covariance and correlation structures. Two methods
of estimations, conditional maximum likelihood and conditional least squares, are
considered and the performances of their estimates have been checked by simula-
tions. At the end, applicability of the model has been considered on two real data
sets about criminal acts. It would be interesting to introduce some methods which
can be used to detect the position of structural break. Standard CUSUM tests
cannot be applied for our model because the change in thinning operators is not
considered yet. Also, it would be interesting to consider more breaks and generalizes
the model introduced in this paper.

REFERENCES

1. M.A. Al-Osh and A.A. Alzaid: First-order integer-valued autoregressive (INAR(1))
process, J. Time Ser. Anal. 8(3) (1987), 261–275.
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nian manifold. Agashe and Chafle [2] define a semi-symmetric non-metric connec-
tion in Riemannian manifold. This was further studied by Agashe and Chafle [3], S.
K. Chaubey and A. C. Pandey [11] and many other geometers like [8, 14, 18]. Sen-
gupta, De and Binh [21], De and Sengupta [13] define new type of semi-symmetric
non-metric connection on Riemannian manifold. Inline with this S. K. Chaubey and
A. Yildiz [9] define another new type of semi-symmetric non-metric connection and
studied different geometrical properties. On Riemannian manifold (Ω2n+1, g1), a

linear connection ∇̃ is semi-symmetric if T̃ (J1, J2) = η̄(J2)J1 − η̄(J1)J2, ∀ J1, J2 ∈
ΓΩ2n+1, where η̄ is 1-form. Particularly, if J1 = φJ1 and J2 = φJ2, then the
semi-symmetric connection reduces to the quarter-symmetric connection [15]. A

semi-symmetric connection ∇̃ is metric if ∇̃g1
= 0 & if ∇̃g1

̸= 0, then it is non-
metric. Since then, the properties of the semi-symmetric non-metric connection on
different structures have been studied by many geometers [22, 12].

On the other hand, the almost hyperbolic (f, ξ, η, g)-structure was defined and
studied by Upadhay and Dube [23]. Dube and Bhatt [7] studied CR-submanifold of
trans-hyperbolic Sasakian manifold. Pankaj, S. K. Chaubey and Giilhanayar [20]
studied Yamabe and gradient Yamabe soliton on 3-dimensional hyperbolic Ken-
motsu manifolds. Mobin Ahmad and Kashif Ali [1] also studied CR-submanifold of
a nearly hyperbolic Kenmotsu manifold admitting a quarter-symmetric non-metric
connection. In the present article, it is initiated as follows: In section 2; con-
tains some basic results of hyperbolic Kenmotsu manifolds. In section 3; we find
some required results of the semi-symmetric non-metric connection. In section 4;
we establish the relation between curvature tensor and semi-symmetric non-metric
connection. The properties of semi-symmetric studied in section 5. Some results
of locally φ-symmetric studied in section 6 and Ricci semi-symmetric hyperbolic
Kenmatsu manifold equipped with semi-symmetric non-metric connection are in-
vestigated in section 7. We provided an example in section 8 and we also verified
our results.

2. Hyperbolic Kenmotsu Manifold

Let (Ω2n+1, g1) be a contact manifold equipped with structure (φ, ξ♭, η̄, g1),
where φ is a (1, 1)-tensor field, ξ♭ is a vector field, η̄ is 1-form and g1 is a Rie-
mannian metric [20] such that-

φ2J1 = J1 + η̄(J1)ξ
♭, η̄(ξ♭) = −1, φξ♭ = 0, η̄(φJ1) = 0,(2.1)

g1 (φJ1, φJ2) = −g1 (J1, J2)− η̄ (J1) η̄ (J2) ,(2.2)

g1 (φJ1, J2) = −g1 (J1, φJ2) , g1(J1, ξ
♭) = η̄(J1),(2.3)

for all J1, J2 ∈ ΓΩ2n+1. A contact manifold Ω2n+1 is hyperbolic Kenmotsu manifold
iff

(∇J1
φ) J2 = g1 (φJ1, J2) ξ

♭ − η̄ (J2)φJ1,(2.4)
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where ∇ is Levi-Civita connection on Ω2n+1. From (2.1), (2.2), (2.3) and (2.4), we
find

dη̄ = 0, ∇J1ξ
♭ = −J1 − η̄ (J1) ξ

♭,(2.5)

(∇J1 η̄) J2 = g1 (φJ1, φJ2) = −g1 (J1, J2)− η̄ (J1) η̄ (J2) .(2.6)

Also the hyperbolic Kenmotsu manifold hold the following relations:

η̄ (R (J1, J2) J3) = g1 (J2, J3) η̄ (J1)− g1 (J1, J3) η̄ (J2) ,(2.7)

(2.8) R (J1, J2) ξ
♭ = η̄ (J2) J1 − η̄ (J1) J2,

(2.9) R(ξ♭, J1)J2 = g1 (J1, J2) ξ
♭ − η̄ (J2) J1,

(2.10) R(ξ♭, J1)ξ
♭ = −J1 − η̄ (J1) ξ

♭,

(2.11) S♭(J1, ξ
♭) = 2nη̄ (J1) ,

(2.12) S♭(ξ♭, ξ♭) = −2n,

(2.13) Q♭(ξ♭) = −2nξ♭,

S♭ and Q♭ are related by

S♭ (J1, J2) = g1(Q♭J1, J2).(2.14)

Definition 2.1. An almost contact manifold Ω2n+1 is an η-Einstein manifold (η-
EM) if Ricci-tensor S♭ is of the form

(2.15) S♭ (J1, J2) = a1g1 (J1, J2) + a2η̄ (J1) η̄(J2),

where a1 and a2 are smooth functions on Ω2n+1. If a2 = 0, then manifold Ω2n+1 is
an Einstein manifold (EM).

3. A new type of semi-symmetric non-metric connection

Let Ω2n+1 be hyperbolic Kenmotsu manifold. A linear connection ∇̃ on Ω2n+1

is given as

(3.1) ∇̃J1J2 = ∇J1J2 +
1

2
[η̄ (J2) J1 − η̄ (J1) J2]

is known as a semi-symmetric non-metric connection ∇̃ if it satisfies

(3.2) T̃ (J1, J2) = η̄ (J2) J1 − η̄ (J1) J2



126 A. Singh et al.

and
(3.3)

(∇̃J1g1) (J2, J3) =
1

2
[2η̄ (J1) g1 (J2, J3)− η̄ (J2) g1 (J1, J3)− η̄ (J3) g1 (J1, J2)] .

Now,

(3.4) (∇̃J1
φ)(J2) =

1

2
[2 (∇J1

φ) J2 − η̄ (J2) (φJ1)] ,

(3.5) (∇̃J1 η̄) (J2) = (∇J1 η̄) (J2) ,

(3.6) (∇̃J1g1) (φJ2, J3) =
1

2
[2η̄ (J1) g1 (φJ2, J3)− η̄ (J3) g1 (J1, φJ2)] .

Changing J2 by ξ♭ in (3.1), we have

(3.7) ∇̃J1
ξ♭ = ∇J1

ξ♭ − 1

2
φ2J1.

Replacing J1 by ξ♭ in (3.3), we get

(3.8) (∇̃ξ♭g1) (J2, J3) = g1 (φJ2, φJ3) = −g1 (J2, J3)− η̄ (J2) η̄ (J3) .

4. Curvature tensor of a hyperbolic Kenmotsu manifold endowed
with semi-symmetric non-metric connection

The curvature tensor R̃ with ∇̃ defined as follows:

(4.1) R̃ (J1, J2) J3 = ∇̃J1∇̃J2J3 − ∇̃J2∇̃J1J3 − ∇̃[J1,J2]J3,

Using (3.1) in (4.1), we obtain

R̃ (J1, J2) J3 = R (J1, J2) J3 +
1

2
[(∇J1 η̄) (J3)J2 − (∇J1 η̄) (J2)J3

− (∇J2 η̄) (J3)J1 + (∇J2 η̄) (J1)J3]

+
1

4
[η̄(J2)η̄(J3)J1 − η̄(J1)η̄(J3)J2] ,(4.2)

where,

(4.3) R (J1, J2) J3 = ∇J1
∇J2

J3 −∇J2
∇J1

J3 −∇[J1,J2]J3.

Now, using (2.6) in (4.2), we find

R̃ (J1, J2) J3 = R (J1, J2) J3 +
1

2
[g1 (J2, J3) J1 − g1 (J1, J3) J2]

+
3

4
[η̄ (J2) η̄ (J3) J1 − η̄ (J1) η̄ (J3) J2] .(4.4)
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Contracting equation (4.4) along J1, we get

(4.5) S̃♭ (J2, J3) = S♭ (J2, J3) + ng1 (J2, J3) +
3n

2
η̄ (J2) η̄ (J3) .

By virtue of (2.14) and (4.5) gives

(4.6) Q̃♭ (J2) = Q♭ (J2) + n (J2) +
3n

2
η̄(J2)ξ

♭.

Again, contracting (4.5), we get

(4.7) τ̃ = τ + n(2n− 1

2
).

Where R̃;R, S̃♭;S♭, Q̃♭ ; Q♭ and τ̃ ; τ are curvature tensor, Ricci tensor, Ricci oper-
ators and scalar curvature respectively equipped with ∇̃ and Levi-Civita connection
∇.

Replacing J1 = ξ♭ in (4.4) and using (2.1), (2.3), we get

R̃(ξ♭, J2)J3 = R(ξ♭, J2)J3 +
1

2
[g1 (J2, J3) ξ

♭ − η̄ (J3) J2]

+
3

4
[η̄ (J2) η̄ (J3) ξ

♭ + η̄ (J3) J2].(4.8)

Using (2.9) in above equation (4.8), we get

(4.9) R̃(ξ♭, J2)J3 =
3

2
g1 (J2, J3) ξ

♭ +
3

4
[η̄ (J2) η̄ (J3) ξ

♭ − η̄ (J3) J2].

Fix J3 = ξ♭ in (4.4) and using (2.1), (2.3), (2.8), we get

R̃ (J1, J2) ξ
♭ =

3

4
R (J1, J2) ξ

♭

=
3

4
(η̄(J2)J1 − η̄(J1)J2) .(4.10)

Remark 4.1. Equation (4.10) shows that the manifold endowed with ∇̃ is regular.

In view of (2.3), (2.8), (4.4) and g1 (R (J1, J2, J3) , J4) = −g1 (R (J1, J2, J4) , J3),
we have

η̄(R̃ (J1, J2)J3) =
3

2
[η̄ (J1) g1 (J2, J3)− η̄ (J2) g1 (J1, J3)].(4.11)

Contracting (4.10) with J1, we find

(4.12) S̃♭(J2, ξ
♭) =

3n

2
η̄ (J2) .



128 A. Singh et al.

Taking R̃ (J1, J2) J3 = 0 in equation (4.4), we get

R (J1, J2) J3 =
1

2
[g1 (J1, J3) J2 − g1 (J2, J3) J1]

+
3

4
[η̄(J1)η̄(J3)J2 − η̄(J2)η̄(J3)J1] .(4.13)

In view of ′R (J1, J2, J3, J4) = g1 (R (J1, J2) J3, J4) and (4.13), we yields

′R (J1, J2, J3, J4) =
1

2
[g1 (J1, J3) g1 (J2, J4)− g1 (J2, J3) g1 (J1, J4)]

+
3

4
[η̄ (J1) η̄ (J3) g1 (J2, J4)− η̄ (J2) η̄ (J3) g1 (J1, J4)] .(4.14)

Contracting above equation along J1 and J4, we get

(4.15) S♭ (J2, J3) = −ng1 (J2, J3)−
3n

2
η̄ (J2) η̄ (J3) .

Theorem 4.1. A hyperbolic Kenmotsu manifold Ω2n+1 is an η-EM, if Rieman-

nian curvature tensor endowed with ∇̃ is vanished.

5. Semi-symmetric hyperbolic Kenmotsu manifold equipped with
connection ∇̃

A contact manifold Ω2n+1 with connection ∇̃ is semi-symmetric if

(R̃ (J1, J2) .R̃) (J3, J4) J5 = 0.

Then, we have

R̃(J1, J2)R̃ (J3, J4) J5 − R̃(R̃ (J1, J2) J3, J4)J5

−R̃(J3, R̃ (J1, J2) J4)J5 − R̃ (J3, J4) R̃ (J1, J2) J5 = 0.(5.1)

On changing J1 = ξ♭ in (5.1), we get

R̃(ξ♭, J2)R̃ (J3, J4) J5 − R̃(R̃(ξ♭, J2)J3, J4)J5

−R̃(J3, R̃(ξ♭, J2)J4)J5 − R̃ (J3, J4) R̃(ξ♭, J2)J5 = 0.(5.2)

In view of (4.9), we obtain

2g1(J2, R̃ (J3, J4)J5) = −η̄ (J2) η̄(R̃ (J3, J4) J5)− η̄ (J2) η̄(R̃ (J3, J4) J5)

−2g1 (J2, J3) η̄(R̃(ξ♭, J4)J5)− η̄ (J2) η̄ (J3) η̄(R̃(ξ♭, J4)J5)

+η̄ (J3) η̄(R̃ (J2, J4) J5)− 2g1 (J2, J4) η̄(R̃(J3, ξ
♭)J5)

−η̄ (J2) η̄ (J4) η̄(R̃(J3, ξ
♭)J5) + η̄ (J4) η̄(R̃ (J3, J2) J5)

−2g1 (J2, J5) η̄(R̃ (J3, J4) ξ
♭)− η̄ (J2) η̄ (J5) η̄(R̃ (J3, J4) ξ

♭)
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+η̄ (J5) η̄(R̃ (J3, J4) J2).(5.3)

Using (2.1), (2.3), (4.9), (4.10) and (4.11) in (5.3), we get

′R̃ (J3, J4, J5, J2) =
3

2
[g1 (J2, J3) g1 (J4, J5)− g1 (J2, J4) g1 (J3, J5)]

+
3

4
[η̄ (J4) η̄ (J5) g1 (J2, J3)− η̄ (J3) η̄ (J5) g1 (J2, J4)].(5.4)

Hence, we have

R̃ (J3, J4) J5 =
3

2
[g1 (J4, J5) J3 − g1 (J3, J5) J4]

+
3

4
[η̄ (J4) η̄ (J5) J3 − η̄ (J3) η̄ (J5) J4].(5.5)

Contracting (5.5) with J3, we get

S̃♭ (J4, J5) = 3ng1 (J4, J5) +
3n

2
η̄ (J4) η̄ (J5)(5.6)

and

Q̃♭(J4) = 3nJ4 +
3n

2
η̄ (J4) ξ

♭.(5.7)

Again contracting (5.6), we have

(5.8) τ̃ =
3n

2
[4n+ 1].

By virtue (2.15) and equation (5.6), we state:

Theorem 5.1. A semi-symmetric hyperbolic Kenmotsu manifold Ω2n+1 equipped

with ∇̃, then Ω2n+1 is an η-EM.

Now, using (4.5), (4.6), (4.7) in (5.6), (5.7) and (5.8), we obtain

S♭ (J4, J5) = 2ng1 (J4, J5) ,(5.9)

Q♭J4 = 2n(J4)(5.10)

and

(5.11) τ = 2n(2n+ 1).

Corollary 5.1. A semi-symmetric hyperbolic Kenmotsu manifold Ω2n+1 endowed

with ∇̃ is an EM with semi-symmetric non-metric connection ∇̃.
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The conformal curvature tensor L̃† endowed with ∇̃ is defined as

L̃† (J1, J2) J3 = R̃ (J1, J2) J3 −
1

2n− 1
[S̃♭ (J2, J3) J1 − S̃♭ (J1, J3) J2

+g1 (J2, J3) Q̃♭J1 − g1 (J1, J3) Q̃♭J2]

+
τ̃

2n(2n− 1)
[g1 (J2, J3) J1 − g1 (J1, J3) J2].(5.12)

Using (5.5), (5.6), (5.7) and (5.8) in (5.12), we find

L̃† (J1, J2) J3 =
3

4(2n− 1)
[g1 (J1, J3) J2 − g1 (J2, J3) J1

+η̄ (J1) η̄ (J3) J2 − η̄ (J2) η̄ (J3) J1]

− 3

2(2n− 1)
[η̄ (J1) g1 (J2, J3) ξ

♭ − η̄ (J2) g1 (J1, J3) ξ
♭].(5.13)

Taking J3 = ξ♭ in (5.13), we obtain

L̃† (J1, J2) ξ
♭ = 0.(5.14)

Then, we have following result

Theorem 5.2. A semi-symmetric hyperbolic Kenmotsu manifold Ω2n+1 admitting

connection ∇̃ is ξ♭-conformally flat with ∇̃.

6. Locally φ-symmetric hyperbolic Kenmotsu manifold admitting a
connection ∇̃

Definition 6.1. A manifold Ω2n+1 endowed with ∇̃ is locally φ-symmetric [4] if

φ2((∇̃J4
R̃)(J1, J2)J3) = 0.

All vector fields J1, J2, J3, J4 orthogonal to ξ♭.

We know that

(∇̃J4R)(J1, J2)J3 = ∇̃J4R (J1, J2) J3 −R(∇̃J4J1, J2)J3

−R(J1, ∇̃J4
J2)J3 −R(J1, J2)(∇̃J4

J3).(6.1)

Using (3.1) and (2.7) in (6.1), we get

(∇̃J4
R) (J1, J2) J3 = (∇J4

R) (J1, J2) J3 +
1

2
[2η̄ (J4)R (J1, J2) J3

−η̄ (J1)R (J4, J2) J3 − η̄ (J2)R (J1, J4) J3

−η̄ (J3)R (J1, J2) J4 + η̄ (J1) g1 (J2, J3) J4
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−η̄ (J2) g1 (J1, J3) J4].(6.2)

Covariant differentiation of (4.4) with respect to ∇̃ along J4 and using (2.6), (3.5),
(6.2), we obtain

(∇̃J4
R̃) (J1, J2) J3 = (∇J4

R) (J1, J2) J3 +
1

2
[2η̄ (J4)R (J1, J2) J3

−η̄ (J1)R (J4, J2) J3 − η̄ (J2)R (J1, J4) J3

−η̄ (J3)R (J1, J2) J4 + g1 (J2, J3) η̄ (J1) J4

−g1 (J1, J3) η̄ (J2) J4 + g1 (J2, J3) η̄ (J4) J1

−η̄ (J4) g1 (J1, J3) J2 + 2η̄ (J1) g1 (J4, J3) J2

−2η̄ (J2) g1 (J4, J3) J1 + 2η̄ (J3) g1 (J4, J1) J2

−2η̄ (J3) g1 (J4, J2) J1 − 3η̄ (J2) η̄ (J3) η̄ (J4) J1

+3η̄ (J1) η̄ (J3) η̄ (J4) J2].(6.3)

Applying φ2 on both side of equation (6.3) and using (2.1), (2.2), (2.3), we obtain

φ2((∇̃J4
R̃) (J1, J2) J3) = φ2 ((∇J4

R) (J1, J2) J3) +
1

2
[2η̄ (J4)R (J1, J2) J3

+2η̄ (J4) η̄ (R (J1, J2) J3) ξ
♭ − η̄ (J1)R (J4, J2) J3

−η̄ (J1) η̄ (R (J4, J2) J3) ξ
♭ − η̄ (J2)R (J1, J4) J3

−η̄ (J2) η̄ (R (J1, J4) J3) ξ
♭ − η̄ (J3)R (J1, J2) J4

−η̄ (J3) η̄ (R (J1, J2) J4) ξ
♭ + η̄ (J1) g1 (J2, J3) J4

+2η̄ (J1) η̄ (J4) g1 (J2, J3) ξ
♭ − η̄ (J2) g1 (J1, J3) J4

−2η̄ (J2) η̄ (J4) g1 (J1, J3) ξ
♭ + η̄ (J4) g1 (J2, J3) J1

−η̄ (J4) g1 (J1, J3) J2 − 2η̄ (J2) g1 (J4, J3) J1

−2η̄ (J3) η̄ (J1) g1 (J4, J2) ξ
♭ − 2η̄ (J3) g1 (J4, J2) J1

+2η̄ (J1) g1 (J4, J3) J2 + 2η̄ (J3) g1 (J4, J1) J2

+2η̄ (J3) η̄ (J2) g1 (J4, J1) ξ
♭ + 3η̄ (J1) η̄ (J3) η̄ (J4) J2

−3η̄ (J2) η̄ (J3) η̄ (J4) J1].(6.4)

Taking J1, J2, J3 and J4 orthogonal to ξ♭, then (6.4) yields

(6.5) φ2((∇̃J4
R̃) (J1, J2) J3) = φ2 ((∇J4

R) (J1, J2) J3) .

Hence, the following theorem

Theorem 6.1. The necessary and sufficient condition for manifold Ω2n+1 to be
locally φ-symmetric equipped with ∇ is that it is also locally φ-symmetric endowed
with ∇̃.
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7. Ricci semi-symmetric hyperbolic Kenmotsu manifold admitting a
connection ∇̃

A contact metric manifold Ω2n+1 endowed with ∇̃ is Ricci semi-symmetric if

(R̃ (J1, J2) .S̃♭)(J3, J4) = 0, then we have

S̃♭(R̃ (J1, J2) J3, J4) + S̃♭(J3, R̃ (J1, J2) J4) = 0.(7.1)

Replacing J1 by ξ♭ and using (4.9), we have

3

2
g1 (J2, J3) S̃♭(ξ♭, J4) +

3

4
η̄ (J2) η̄ (J3) S̃♭(ξ♭, J4)−

3

4
η̄ (J3) S̃♭ (J2, J4)

+
3

2
g1 (J2, J4) S̃♭(J3, ξ

♭) +
3

4
η̄ (J2) η̄ (J4) S̃♭(J3, ξ

♭)

−3

4
η̄ (J4) S̃♭ (J3, J2) = 0.(7.2)

Equations (4.12) and (7.2) reduce to

9n

4
η̄ (J4) g1 (J2, J3) +

9n

8
η̄ (J2) η̄ (J3) η̄ (J4)−

3

4
η̄ (J3) S̃♭ (J2, J4)

+
9n

4
η̄ (J3) g1 (J2, J4) +

9n

8
η̄ (J2) η̄ (J3) η̄ (J4)

−3

4
η̄ (J4) S̃♭ (J3, J2) = 0.(7.3)

Taking J4 = ξ♭ and using (4.12), we have

S̃♭ (J2, J3) = 3ng1 (J2, J3) +
3n

2
η̄ (J2) η̄ (J3) .(7.4)

Using (4.5) in (7.4), we have

S♭ (J2, J3) = 2ng1 (J2, J3) .(7.5)

Hence, we have the following theorem

Theorem 7.1. A Ricci semi-symmetric hyperbolic Kenmotsu manifold Ω2n+1 equipped

with ∇̃ is an η-EM.

Now, we have

(R̃ (J1, J2) .S̃♭) (J3, J4) = −S̃♭(R̃ (J1, J2) J3, J4)

−S̃♭(J3, R̃ (J1, J2) J4).(7.6)

Using (4.4), (4.5) in (7.6), we have

(R̃ (J1, J2) .S̃♭) (J3, J4) = (R (J1, J2) .S♭) (J3, J4)−
1

2
g1 (J2, J3)S♭ (J1, J4)
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+
1

2
g1 (J1, J3)S♭ (J2, J4)−

3

4
η̄(J2)η̄(J3)S♭ (J1, J4)

+
3

4
η̄(J1)η̄(J3)S♭ (J2, J4)−

1

2
g1 (J2, J4)S♭ (J3, J1)

+
1

2
g1 (J1, J4)S♭ (J3, J2)−

3

4
η̄(J2)η̄(J4)S♭ (J3, J1)

+
3

4
η̄(J1)η̄(J4)S♭ (J3, J2) +

3n

2
η̄(J2)η̄(J3)g1 (J1, J4)

+
3n

2
η̄(J1)η̄(J3)g1 (J2, J4)−

3n

2
η̄(J1)η̄(J4)g1 (J2, J3)

−3n

2
η̄(J2)η̄(J4)g1 (J1, J3) ,(7.7)

We suppose that R̃.S̃♭ = R.S♭, then (7.7) can be expressed as

−1

2
g1 (J2, J3)S♭ (J1, J4) +

1

2
g1 (J1, J3)S♭ (J2, J4)−

3

4
η̄(J2)η̄(J3)S♭ (J1, J4)

+
3

4
η̄(J1)η̄(J3)S♭ (J2, J4)−

1

2
g1 (J2, J4)S♭ (J3, J1) +

1

2
g1 (J1, J4)S♭ (J3, J2)

−3

4
η̄(J2)η̄(J4)S♭ (J3, J1) +

3

4
η̄(J1)η̄(J4)S♭ (J3, J2) +

3n

2
η̄(J2)η̄(J3)g1 (J1, J4)

+
3n

2
η̄(J1)η̄(J3)g1 (J2, J4)−

3n

2
η̄(J1)η̄(J4)g1 (J2, J3)

−3n

2
η̄(J2)η̄(J4)g1 (J1, J3) = 0.(7.8)

Replacing J4 by ξ♭ in the (7.8) and using (2.1), (2.2), (2.3) and (2.11), we obtain

n

2
η̄(J1)g1(J2, J3) +

5n

2
η̄(J2)g1(J1, J3) +

1

4
η̄(J2)S♭(J3, J1)

−1

4
η̄(J1)S♭(J3, J2) +

3n

2
η̄(J1)η̄(J2)η̄(J3) = 0.(7.9)

Putting J1 = ξ♭ in (7.9), we find

S♭(J2, J3) = 2ng1(J2, J3)− 6nη̄(J2)η̄(J3) ⇒ r = 4n(n+ 2).(7.10)

Hence, we conclude the following theorem

Theorem 7.2. A hyperbolic Kenmotsu manifold Ω2n+1 equipped with ∇̃ satisfies

R̃.S̃♭ −R.S♭ = 0, then manifold Ω2n+1 is an η-EM.

Definition 7.1. A Ricci soliton (g1, V♭, λ) on a Riemannian manifold is defined as

(7.11) (£V♭
g1)(J1, J2) + 2S♭(J1, J2) + 2λg1(J1, J2) = 0,

where £V♭
is a Lie-derivative along V♭ and λ is a constant. A triplet (g1, V♭, λ) is

shrinking, steady and expanding according to λ < 0, λ = 0, λ > 0 respectively [5].
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We have two situations regarding the vector field V♭ : V♭ ∈ Spanξ♭ and V♭ ⊥ ξ♭. We
investigate only the case V♭ = ξ♭. The Ricci soliton of data (g1, ξ

♭, λ) on manifold

Ω2n+1 equipped with ∇̃ can be defined by

(7.12) (£̃ξ♭g1)(J1, J2) + 2S̃♭(J1, J2) + 2λg1(J1, J2) = 0,

A straightforward calculation gives

(7.13) (£̃ξ♭g1)(J1, J2) = (∇̃ξ♭g1)(J1, J2)− g1(∇̃J1ξ
♭, J2)− g1(J1, ∇̃J2ξ

♭).

Now using (2.1), (2.5), (3.7) and (3.8) in (7.13), we have

(7.14) (£̃ξ♭g1)(J1, J2) = 2[g1(J1, J2) + η̄(J1)η̄(J2)].

From (4.5), (5.9), (7.5) and (7.12), we yields

(7.15) (1 + 3n+ λ)g1(J1, J2) + (1 +
3n

2
)η̄(J1)η̄(J2) = 0.

Taking J1 = J2 = ξ♭ in (7.15), we get

λ = −3n

2
< 0.

Thus, we state the following theorem

Theorem 7.3. A triplet (g1, ξ
♭, λ) on manifold Ω2n+1 endowed with ∇̃ is always

shrinking.

8. Example of hyperbolic Kenmotsu Manifold

Example 8.1. Let Ω3 = (x, y, z) ∈ R3 : z ̸= 0 be a 3-dimensional manifold with the
standard coordinates (x, y, z) of R3 [20]. Let ς1 = ez ∂

∂x
, ς2 = ez ∂

∂y
, ς3 = ∂

∂z
= ξ♭ be linear

independent vector fields.

Suppose g1 be the Ω3 Riemannian metric specified by

g1 (ς1, ς2) = g1 (ς2, ς3) = g1 (ς3, ς1) = 0,

g1 (ς1, ς1) = 1, g1 (ς2, ς2) = g1 (ς3, ς3) = −1,(8.1)

where

g1 =

1 0 0
0 −1 0
0 0 −1


and φ is (1, 1)-tensor field defined by

φ(ς1) = ς2, φ(ς2) = ς1, φ(ς3) = 0.(8.2)
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By using linearity of φ and g1, we have

η̄(ς3) = −1, φ2J1 = J1 + η̄(J1)ς3,

g1(φJ1, φJ2) = −g1(J1, J2)− η̄(J1)η̄(J2)(8.3)

Here η̄(J1) = g1(J1, ς3) defines a 1-form on Ω3. Hence for ξ♭ = ς3, the structure
(φ, ξ♭, η̄, g1) defined on Ω3. By applying definition [J1, J2] = J1(J2f)−J2(J1f), the
Lie bracket can be computed

[ς1, ς1] = 0, [ς1, ς2] = 0, [ς1, ς3] = −ς1,

[ς2, ς1] = 0, [ς2, ς2] = 0, [ς2, ς3] = −ς2,

[ς3, ς1] = ς1, [ς3, ς2] = ς2, [ς3, ς3] = 0.

(8.4)

Koszul’s formula is given as

2g1 (∇J1J2, J3) = J1g1 (J2, J3) + J2g1 (J3, J1)− J3g1 (J1, J2)

+g1 ([J1, J2] , J3)− g1 ([J2, J3] , J1) + g1 ([J3, J1] , J2) .(8.5)

Now utilizing the above equation, we can compute

∇ς1ς1 = −ς3, ∇ς1ς2 = 0, ∇ς1ς3 = −ς1,

∇ς2ς1 = 0, ∇ς2ς2 = ς3, ∇ς2ς3 = −ς2,

∇ς3ς1 = 0, ∇ς3ς2 = 0, ∇ς3ς3 = 0.

(8.6)

Also J1 = J11ς1 + J21ς2 + J31ς3 and ξ♭ = ς3, then we have

∇J1
ξ♭ = ∇J1

1ς1+J2
1ς2+J3

1ς3
ς3

= J11∇ς1ς3 + J21∇ς2ς3 + J31∇ς3ς3

= −J11ς1 − J21ς2(8.7)

and

−J1 − η̄(J1)ξ
♭ = −

(
J11ς1 + J21ς2 + J31ς3

)
− g1

(
J11ς1 + J21ς2 + J31ς3, ς3

)
ς3

= −J11ς1 − J21ς2 − J31ς3 + J31ς3

= −J11ς1 − J21ς2,(8.8)

where J11, J
2
1, J

3
1 are scalars. From (8.7) and (8.8), the structure (φ, ξ♭, η̄, g1) is

hyperbolic Kenmotsu structure. Therefore Ω3(φ, ξ
♭, η̄, g1) is hyperbolic Kenmotsu
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manifold. In reference of (2.1), (2.3), (3.1) and (8.6), we get

∇̃ς1ς1 = −ς3, ∇̃ς1ς2 = 0, ∇̃ς1ς3 = −3

2
ς1,

∇̃ς2ς1 = 0, ∇̃ς2ς2 = ς3, ∇̃ς2ς3 = −3

2
ς2,

∇̃ς3ς1 =
1

2
ς1, ∇̃ς3ς2 =

1

2
ς2, ∇̃ς3ς3 = 0.

(8.9)

From (3.2) and (3.3), we yields

T̃ (ς1, ς3) = η̄(ς3)ς1 − η̄(ς1)ς3 = −ς1 ̸= 0

and

(∇̃ς1g1) (ς1, ς3) =
1

2
[2η̄(ς1)g1 (ς1, ς3)− η̄(ς1)g1 (ς1, ς3)− η̄(ς3)g1 (ς1, ς1)]

=
1

2
̸= 0.

Consequently, a new type of semi-symmetric non-metric connection defined in (3.1).
Also,

∇̃J1
ξ♭ = ∇̃J1

1ς1+J2
1ς2+J3

1ς3
ς3

= J11∇̃ς1ς3 + J21∇̃ς2ς3 + J31∇̃ς3ς3

= −3

2
J11ς1 −

3

2
J21ς2,(8.10)

Equation (3.7) can be verified by using (8.7) and (8.10).

The components of R with connection ∇ are given as

R (ς1, ς2) ς1 = −ς2, R (ς1, ς3) ς1 = −ς3, R (ς2, ς3) ς1 = 0,

R (ς1, ς2) ς2 = −ς1, R (ς1, ς3) ς2 = 0, R (ς2, ς3) ς2 = ς3,

R (ς1, ς2) ς3 = 0, R (ς1, ς3) ς3 = −ς1, R (ς2, ς3) ς3 = −ς2,

(8.11)

also R (ςi, ςi) ςi = 0; i = 1, 2, 3 from simple calculations. We can verify (2.7), (2.8),
(2.9), (2.10) and (2.11).
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Similarly, the component of R̃ endowed with connection ∇̃ are as under:

R̃ (ς1, ς2) ς1 = −3

2
ς2, R̃ (ς1, ς3) ς1 = −3

2
ς3, R̃ (ς2, ς3) ς1 = 0,

R̃ (ς1, ς2) ς2 = −3

2
ς1, R̃ (ς1, ς3) ς2 = 0, R̃ (ς2, ς3) ς2 =

3

2
ς3,

R̃ (ς1, ς2) ς3 = 0, R̃ (ς1, ς3) ς3 = −3

4
ς1, R̃ (ς2, ς3) ς3 = −3

4
ς2,

(8.12)

along with R̃ (ςi, ςi) ςi = 0; i = 1, 2, 3. Thus, we can verify (4.4), (4.8), (4.9), (4.10)
and (4.11).

The Ricci tensor S♭(J1, J2) of connection ∇ can be derived by using (8.11) in

S♭(J1, J2) =
3∑

i=1

g1 (R (ei, J1) J2, ei). As follows:

S♭ (ς1, ς1) = 2, S♭ (ς2, ς2) = −2, S♭ (ς3, ς3) = −2.(8.13)

The Ricci tensor S̃♭(J1, J2) endowed with ∇̃ can be derived by using (8.12) in

S̃♭(J1, J2) =
3∑

i=1

g1(R̃ (ei, J1) J2, ei). It is as follows:

S̃♭ (ς1, ς1) = 3, S̃♭ (ς2, ς2) = −3, S̃♭ (ς3, ς3) = −3

2
.(8.14)

In view of (8.13) and (8.14), the scalar curvature can be calculated as under:

τ =

3∑
i=1

S♭ (ei, ei) = S♭ (ς1, ς1)− S♭ (ς2, ς2)− S♭ (ς3, ς3) = 6,

τ̃ =

3∑
i=1

S̃♭ (ei, ei) = S̃♭ (ς1, ς1)− S̃♭ (ς2, ς2)− S̃♭ (ς3, ς3) =
15

2
.

Therefore, we can say that the example I provided completely correspond to our
investigations.
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Abstract. In this study, the resolvent of the conformable fractional Sturm–Liouville
operator is considered. An integral representation for the resolvent of this operator is
obtained.
Keywords: resolvent operator, partial differential equations, comforable fractional
integral.

1. Introduction

Fractional analysis studies started with the correspondence between Leibniz and
L’Hospital in 1695 and have continued until today. Euler made the first attempt
in 1738 and tried to explain the fractional derivative of an xa-shaped function with
the help of the Gamma function. In 1820, Lacroix, in parallel with Euler’s idea,
introduced the half (1/2nd order) derivatives of xa-shaped functions with a formula.
The positive arbitrary derivative of a function was first defined by Fourier in 1822.
In 1823, the problem known as the ”Brachistochrone Problem” was formulated and
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shown to be solved by Abel. Work on fractional calculus with Liouville in 1832; ex-
ponential showed the arbitrary order derivative of functions and any order integral
of a function. Liouville’s work was developed by Riemann in 1847 and the most
basic definition, the Riemann–Liouville definition, was put forward ([6]). In recent
years, Khalil et al. have defined the definition of conformable fractional derivative
and conformable fractional integral using the classical derivative definition. Later
in ([1]), Abdeljawad proved some properties of conformable fractional derivatives.
Conformable fractional derivative aims to broaden the definition of classical deriva-
tive carrying the natural features of the classical derivative. The main difference of
the conformable derivative from other fractional derivatives is that it has some of
the properties of the classical derivative. For example, the rule of derivative of the
product of two functions, the rule of derivative of the division of two functions, etc.
In addition, with the help of the conformable differential equations obtained by the
definition of derivative aims at a new look for differential equation theory ([8]).

On the other hand, resolvent operators play an important role in the spectral
analysis of partial differential equations and in the theory of operators. In the clas-
sical Sturm–Liouville equation, the integral representation of the resolvent was first
given by H. Weyl in 1910. Similar representations were obtained in [11, 10]. Exam-
ining the same problem under the conformable fractional calculus frame will yield
interesting results. Firstly, we construct the resolvent operator of this equation.
After, we will give a representation theorem for the resolvent operator.

Now, we will be given some definitions and properties related to conformable
fractional calculus (see [9, 1, 2, 3, 4, 5, 7, 12]). Throughout this paper, we will fix
α ∈ (0, 1).

Definition 1.1. A function f : [0,∞) −→ R =(−∞,∞) the conformable frac-
tional derivative of order α of f at ζ > 0 was defined by

Tαf(ζ) = lim
ξ→∞

f(ζ + ξζ1−α)− f(ζ)

ξ
, where ζ ∈ [0,∞).(1.1)

Definition 1.2. The conformable fractional integral starting from a of a function
f of order 0 < α ≤ 1 is defined by

(Iaαf)(ζ) =

ζ∫
a

f(ς)dα(ς, a) =

ζ∫
a

(ς − a)α−1f(ς)dς.

Similarly, in the right case we have

(bIαf)(ζ) =

b∫
ζ

f(ς)dα(b, ς) =

b∫
ζ

(b− ς)α−1f(ς)dς.

Let us introduce the following space: L2
α(0, b) :=

{
f :
(∫ b

0
|f(ζ)|2 dαζ

)1/2
<∞

}
,
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where 0 < b ≤ +∞. L2
α(0, b) is a Hilbert space (see [9]) endowed with the inner

product(f, g) :=
∫ b

0
fgdαζ.

2. Main Result

Let us consider the conformable fractional Sturm–Liouville equations

−T 2
αy(ζ) + V (ζ)y(ζ) = λy(ζ),(2.1)

with the boundary conditions

y(0, λ) cosβ + Tαy(0, λ) sinβ = 0,(2.2)

y(b, λ) cos γ + Tαy b, λ) sin γ = 0, γ, β ∈ R,(2.3)

where λ is a complex eigenvalue parameter, V is a real-valued function on [0,∞)
and V ∈ L1

α,loc(0,∞).

We will denote by θ(ζ, λ) and ψ(ζ, λ) the solutions of the equation (2.1) subject
to the initial conditions

θ(0, λ) = sinβ, Tαθ(0, λ) = − cosβ,
ψ(0, λ) = cos γ, Tαθ(0, λ) = sin γ.

(2.4)

Let us define

Zb(ζ, λ) = ψ(ζ, λ) + ℓ(λ, b)θ(ς, λ) ∈ L2
α(0, b).

Lemma 2.1. For each nonreal λ,

Zb(ζ, λ) → Z(ζ, λ),

∫ b

0

|Zb(ζ, λ)|2 dαt →
∫ ∞

0

|Z(ζ, λ)|2 dαζ, b→ ∞.

Proof. It is obvious that

Zb(ζ, λ) = Z(ζ, λ) + [ℓ(λ, b)−m(λ)]θ(ζ, λ)

where Z(ζ, λ) ∈ L2
α(0,∞) and m(λ) is the Titchmarsh–Weyl function ([5]). We

know that ℓ(λ, b) varies on a circle with a finite radius rb in the plane ([5]). In
the limit-circle case, ℓ(λ, b) −→ m(λ)([5]); therefore Zb(ζ, λ) → Z(ζ, λ) and since

θ(ζ, λ) ∈ L2
α(0,∞), we get

∫ b

0
|Zb(ζ, λ)|2 dαζ →

∫∞
0

|Z(ζ, λ)|2 dαζ.In the limit-point
case ([5]), we have

|ℓ(λ, b)−m(λ)| ≤ rb = (2Imλ

∫ b

0

|θ(ζ, λ)|2dαζ)−1 (Imλ ̸= 0).
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As rb → 0, Zb(ζ, λ) → Z(ζ, λ). Moreover,∫ b

0

|{ℓ(λ, b)−m(λ)}θ(ζ, λ)|2dαζ = |ℓ(λ, b)−m(λ)|2
∫ b

0

|θ(ζ, λ)|2dαζ

≤ (4(Imλ)2
∫ b

0

|θ(ζ, λ)|2dαζ)−1.

Therefore, ∫ b

0

|Zb(ζ, λ)|2 dαt→
∫ ∞

0

|Z(ζ, λ)|2 dαζ.

Let f(.) ∈ L2
α(0,∞). We put

Gb(ζ, ς, λ) =

{
Zb(ζ, λ)θ(ζ, λ), ς ≤ ζ
θ(ζ, λ)Zb(ς, λ), ς > ζ,

(Rbf)(ζ, λ) =

∫ b

0

Gb(ζ, ς, λ)f(ς)dας, λ ∈ C.(2.5)

Clearly, Eq. (2.5) satisfies the boundary value problem (2.1)-(2.3) and the problem
(2.1) -(2.3) has a compact resolvent (see [4]).

Let λm,b and θm,b(ζ) := θm,b(ζ, λm,b) (m ∈ N := {1, 2, 3, ...}) be the eigenvalues
and eigenfunctions of the problem (2.1), (2.3), (2.5) and α2

m,b =
∫ b

0
θ2m,b(ζ)dας.Then,

we have [4] ∫ b

0

|f(ζ)|2 dαζ =

∞∑
m=1

1

α2
m,b

∣∣∣∣∣
∫ b

0

f(ζ)φm,b(ζ)dαζ

∣∣∣∣∣
2

.(2.6)

Let

ϱb(λ) =

{
−
∑

λ<λm,b<0
1

α2
m,b

, for λ ≤ 0∑
0≤λm,b<λ

1
α2

m,b
for λ > 0.

Thus the equality (2.6) can be written as∫ b

0

|f(ζ)|2 dαt =
∫ ∞

−∞
|F (λ)|2 dϱb(λ),(2.7)

where F (λ) =
∫ b

0
f(ζ)φm,b(ζ)dαζ.

Lemma 2.2. For any positive S, there is a positive number B = B (S) not de-
pending on b so that

V S
−S {ϱb(λ)} =

∑
−S≤λm,b<S

1

α2
m,b

= ϱb(S)− ϱb(−S) < B.(2.8)
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Proof. Let sinβ ̸= 0. Since θ(ζ, λ) is continuous in domain −S ≤ λ ≤ S, 0 ≤ t ≤ b
,where a is an arbitrary fixed positive number and the condition θ(0, λ) = sinβ,
there exists a positive number h such that for |λ| < S,

1

h

(∫ h

0

θ(ζ, λ)dαζ

)2

>
1

2
sin2 β.(2.9)

Let

fh(ζ) =

{
1
h , 0 ≤ t ≤ h
0, ζ > h.

Then using (2.9), we get∫ h

0

f2h(ζ)dαζ =
1

αh2−α

=

∫ ∞

−∞

(
1

h

∫ h

0

θ(ζ, λ)dαζ

)2

dϱb(λ)

≥
∫ S

−S

(
1

h

∫ h

0

θ(ζ, λ)dαζ

)2

dϱα(λ)

>
1

2
sin2 β {ϱb(S)− ϱb(−S)} .

If sinβ = 0, then we define fh(ζ) by the formula fh(ζ) =

{
1
h2 , 0 ≤ ζ ≤ h
0, ζ > h.

This

proves the lemma.

Now, we will give an expansion into a Fourier series of resolvent.After α−integration
by parts, we have∫ b

0

[
−T 2

αy(ζ, λ) + V (ζ)yζ(ζ, λ)
]
θm,b(ζ)dαζ

=

∫ b

0

[
−T 2

αφm,b(ζ) + V (ζ)θm,b(ζ)
]
y(ζ, λ)dαζ

= −λm,b

∫ b

0

y(ζ, λ)θm,b(ζ)dαζ = −λm,bϕm(λ) (m ∈ N).

Set

y(ζ, λ) =

∞∑
m=1

ϕm(λ)ψm,b(ζ), am =

∫ b

0

f(ζ)ψm,b(ζ)dαζ (m ∈ N).
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Since y(ζ, λ) satisfies the equation

−T 2
αy(ζ, λ) + (V (ζ)− λ)y(ζ, λ) = f(ζ),

we obtain

am =

∫ b

0

[
−T 2

αy(ζ, λ) + (V (ζ)− λ)y(ζ, λ)
]
θm,b(ζ)dαζ

= −λm,bϕm(λ) + λϕm(λ).

Therefore, we have

ϕm(λ) =
am

λ− λm,b
(m ∈ N)

and

y(ζ, λ) =

∫ b

0

Gb(ζ, ς, λ)f(ς)dας

=
∞∑

m=1

amθm,b(ζ)

λ− λm,b
.

Thus, we get the following expansion

(Rbf)(ζ, z) =

∞∑
m=1

{∫ b

0
f(ς)θm,b(ζ)dας

}
θm,b(ζ)

α2
m,b(z − λm,b)

(2.10)

=

∫ ∞

−∞

{∫ b

0
f(ς)θm,b(ς, λ)dας

}
θ(ζ, λ)

z − λ
dϱb(λ).(2.11)

Lemma 2.3. For each non real z and fixed ζ,∫ ∞

−∞

∣∣∣∣θ(ζ, λ)z − λ

∣∣∣∣2 dϱb(λ) < S.(2.12)

Letting f(ς) =
θm,b(ς)
αm,b

in the (2.12), by virtue of the facts that the eigenfunctions

θm,b(ζ) are orthogonal, we obtain

1

αm,b

∫ b

0

Gb(ζ, ς, z)θm,b(ς)dας =
θm,b(ζ)

αm,b(z − λm,b)
.(2.13)

From (2.13) and (2.6), we conclude that∫ b

0

|Gb(ζ, ς, z)|2 dας =

∞∑
m=1

|θm,b(ζ)|2

α2
m,b |z − λm,b|2

=

∫ ∞

−∞

∣∣∣∣θ(ζ, λ)z − λ

∣∣∣∣2 dϱb(λ).
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From Lemma 2.1, the last integral convergent.

By virtue of Lemma 2.2, the set{ϱb(λ)} is bounded. Using a well-known theorem
on passing to the limit inside a Stieltjes integral, we can find a sequence {bk} such
that the function ϱbk(λ) converges to a monotone function ϱ(λ) (as bk → ∞).

Lemma 2.4. Let z be a non-real number and ζ be a fixed number. Then we have∫ ∞

−∞

∣∣∣∣θ(ζ, λ)z − λ

∣∣∣∣2 dϱ(λ) ≤ S.(2.14)

The integral in (2.14) is given as generalized Riemann–Stieltjes integrals.

Proof. For arbitrary η > 0, it follows from (2.12) that
∫ η

−η

∣∣∣φ(ς,λ)
z−λ

∣∣∣2 dϱb(λ) < S.Letting

η → ∞, we get the desired result.

Lemma 2.5. For arbitrary η > 0, the inequalities∫ −η

−∞

dϱ(λ)

|z − λ|2
<∞,

∫ ∞

η

dϱ(λ)

|z − λ|2
<∞.(2.15)

Proof. Let sinβ ̸= 0. If we put ζ = 0 in (2.14), we get
∫∞
−∞

dϱ(λ)

|z−λ|2 <∞.Let sinβ = 0.

Then

1

αm,b

∫ b

0

Tα,ζGb(ζ, ς, z)θm,b(ς)dας =
Tα,ζθm,b(ζ)

αm,b(z − λm,b)
.

From (2.7), we get

∫ b

0
|Tα,ζGb(ζ, ς, z)|2 dαζ =

∫∞
−∞

∣∣∣Tα,ζθ(ζ,λ)
z−λ

∣∣∣2 dϱb(λ).

Lemma 2.6. Let f(.) ∈ L2
α(0,∞), and let

(Rf)(ζ, z) =

∫ ∞

0

G(ζ, ς, z)f(ς)dας,

where

G(ζ, ς, z) =

{
Z(ζ, z)θ(ς, z), ς ≤ ζ
θ(ζ, z)Z(ς, z), ς > ζ.

Then
∫∞
0

|(Rf)(ζ, z)|2 dαt ≤ 1
v2

∫∞
0

|f(t)|2 dαζ, where z = u+ iv.
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Proof. By (2.11) and (2.6), for each b > 0, we see that

∫ b

0

|(Rbf)(ζ, z)|2 dαζ =

∞∑
m=1

∣∣∣∫ b

0
f(ζ)θm,b(ζ)dας

∣∣∣2
α2
m,b|z − λm,b|2

=
1

v2

∫ b

0

|f(ς)|2 dας

Let η > 0 be fixed. If η < b then,∫ η

0

|(Rbf)(ζ, z)|2 dαt ≤
∫ b

0

|(Rbf)(ζ, z)|2 dαζ

≤ 1

v2

∫ b

0

|f(ς)|2 dας

Letting b −→ ∞, we have∫ η

0

|(Rf)(ζ, z)|2 dαt ≤
1

v2

∫ ∞

0

|f(ς)|2 dας

Theorem 2.1. (Integral Representation of the Resolvent). For every nonreal z
and for each f(.) ∈ L2

α(0,∞), we obtain

(Rf)(ζ, z) =

∫ ∞

−∞

θ(ζ, λ)

z − λ
F (λ)dϱ(λ),(2.16)

where

F (λ) = lim
σ→∞

∫ σ

0

f(ζ)θ(ζ, λ)dαζ.

Proof. Suppose that f(ζ) = fσ(ζ) satisfies (2.2) and vanishes outside the interval
[0, σ], where σ < b. We put,Fσ(λ) =

∫ σ

0
fσ(ζ)θ(ζ, λ)dαζ.Let a arbitrary positive

number. The right-hand side of (2.11) can then be rewritten in the form

(Rbfσ)(ζ, z) =

∫ ∞

−∞

θ(ζ, λ)

z − λ
Fσ(λ)dϱb(λ)

=

∫ −a

−∞

θ(ζ, λ)

z − λ
Fσ(λ)dϱb(λ)

+

∫ a

−a

θ(ζ, λ)

z − λ
Fσ(λ)dϱb(λ)

+

∫ ∞

a

θ(ζ, λ)

z − λ
Fσ(λ)dϱb(λ)

= I1 + I2 + I3.(2.17)
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Firstly, we will estimate I1. By (2.11), we get

|I1| =

∣∣∣∣∫ −a

−∞

θ(ζ, λ)

z − λ
Fσ(λ)dϱb(λ)

∣∣∣∣
=

∣∣∣∣∣∣
∑

λk,b<−a

θk,b(ζ)
∫ σ

0
fσ(ζ)θk,b(ζ)dαζ

α2
k,b(z − λk,b)

∣∣∣∣∣∣
≤ (

∑
λk,b<−a

θ2k,b(ζ)

α2
k,b |z − λk,b|2

)1/2

×

 ∑
λk,b<−a

1

α2
k,b

∣∣∣∣∫ σ

0

fσ(ζ)θk,b(ζ)dαζ

∣∣∣∣2
1/2

.(2.18)

Integrating twice by parts, we obtain∫ σ

0

fσ(ζ)θk,b(ζ)dαζ

= − 1

λk,b

∫ σ

0

fσ(ζ)
{
−T 2

αθk,b(ζ)− v(ζ)θk,b(ζ)
}
dαζ

= − 1

λk,b

∫ σ

0

{
−T 2

αfσ(ζ)− v(ζ)fσ(ζ)
}
θk,b(ζ)dαζ.(2.19)

By Lemma 2.3, we have

|I1| ≤
K1/2

a

 ∑
λk,b<−a

1

α2
k,b

∫ σ

0

∣∣−T 2
αfσ(ζ) + V (ζ)fσ(ζ)θk,b(ζ)dαζ

∣∣21/2

.

Using Bessel inequality, we get

|I1| ≤
K1/2

a

[∫ σ

0

∣∣−T 2
αfσ(ζ) + V (ζ)fσ(ζ)

∣∣2 dαζ]1/2 =
C

a
.

It is proved similarly that |I3| ≤ C
a . Then I1 and I3 tend to zero as a → ∞,

uniformly in b. Therefore we can use the generalization of the Helly selection theorem
and obtain from the equality (2.17)

(Rfσ)(ζ, z) =

∫ ∞

−∞

θ(ζ, λ)

z − λ
Fσ(λ)dϱ(λ).(2.20)

As is known, if f(.) ∈ L2
α(0,∞), then we find a sequence {fσ(ς)}∞σ=1 that satisfies

the previous conditions and tend to f(ζ) as σ → ∞. From (2.6), the sequence of
Fourier transform converges to the transform of f(ζ). Using Lemma 2.4 and Lemma
2.6, we can pass to the limit σ → ∞ in (2.20). Thus, we get the desired result.
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Remark 2.1. Using Theorem 2.1, we get∫ ∞

0

(Rf)(ς, z)g(ς)dας =

∫ ∞

−∞

F (λ)G(λ)

z − λ
dϱ(λ),(2.21)

where

F (λ) = lim
σ→∞

∫ σ

0

f(ζ)θ(ζ, λ)dαζ,

G(λ) = lim
σ→∞

∫ σ

0

g(ζ)θ(ζ, λ)dαζ.

3. Conclusion

In this study, we consider a conformable fractional Sturm–Liouville operator.
For this operator, a spectral function is constructed. Using this spectral function, a
representation formula for the resolvent of conformable fractional Sturm–Liouville
operator is obtained. The determination of whether the results obtained for the clas-
sical Sturm–Liouville problem are also valid for the conformable fractional Sturm–
Liouville problem, is an explanation that will contribute to the literature.
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have proved that if f is a linear map, then continuity of f implies invariant continuity
of f . Additionally, we have shown that continuity of f and invariant continuity of f
is equal under a condition. Also, we have proved that every invariant convergent se-
quence is invariant Cauchy. Finally, we have proved that invariant continuous image of
an invariant compact space is invariant compact.
Keywords: Invariant convergence, strongly invariant convergence, invariant continu-
ity, invariant compactness, invariant Cauchy sequence.

1. Introduction

Let l∞ denote the Banach space of all real bounded sequences with the usual
norm ∥x∥ = supk|xk|. Banach [1], recognized certain nonnegative linear functionals
defined on l∞ which remain invariant under shift operators. This extended func-
tionals is known as the Banach limits. In 1948, Lorentz [5] defined a new type
of convergence known as the almost convergence. Later, Kurtz [4] introduced the
concept of almost convergent sequence in a normed linear space X as follows:
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A sequence (xk) in a normed linear space X is said to be almost convergent to
x ∈ X if

lim
n→∞

∥∥∥∥∥
∑n−1

i=1 xi+m

n
− x

∥∥∥∥∥ = 0,uniformly in m.

Raimi [12], defined the concept of invariant convergence (σ- convergence) which
is generalization of almost convergence.

Let σ be a mapping of the positive integers into themselves. A continuous linear
functional ϕ on l∞ is said to be an invariant mean or a σ-mean, if and only if,

1. ϕ(x) ≥ 0 when the sequence x = (xn) has xn ≥ 0 for all n (non-negative)

2. ϕ(e) = 1, where e = (1, 1, 1, ...) (normal)

3. ϕ(xσ(n)) = ϕ(xn) for all x ∈ l∞.

The mappings σ are assumed to be one-to-one such that σm(n) ̸= n for all
positive integers n and m, where σm(n) = σ(σm−1(n)) denotes the mth iterate
of the mapping σ at n. Thus, ϕ extends the limit functional on c, the space of
convergent sequences, in the sense that ϕ(x) = limx, for all x ∈ c. In case σ is
translation mapping σ(n) = n + 1, the σ mean is often called a Banach limit and
Vσ, the set of bounded sequences all of whose invariant means are equal, is the set
of almost convergent sequences.

A sequence (xk) is said to be invariant convergent to L if

lim
n→∞

1

n

n∑
j=1

xσj(m) = L

uniformly in m [6]. In this case we write (xk) −→ L(Vσ) and L is called the
σ-limit of (xk).

Strongly invariant convergent sequence was defined by Mursaleen [7] as follows:

A sequence (xk) is said to be strongly invariant convergent to L if

lim
n→∞

1

n

n∑
j=1

|xσj(m) − L| = 0

uniformly in m. In this case we write (xk) −→ L[Vσ].

It is known that c ⊂ [Vσ] ⊂ Vσ ⊂ l∞ ( see [7]).

Several authors including Dündar et al.[3], Mursaleen [6], MA Mursaleen [8],
Mursaleen and Edely [9], Pancaroǧlu and Nuray [11], Raimi [12], Savaş and Nuray
[13], Schaefer [14], Ulusu and Nuray [15] and others have studied invariant conver-
gent sequences.

Continuity and compactness are related to convergence. In [10], Nanda, by
using the definition of almost convergence sequence, defined the concepts of almost
continuity function and almost compactness in any normed linear space.
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In this study, we will introduce the concepts of invariant continuous function
and invariant compactness in any normed linear space. Then we will give some
relations between continuity and invariant continuity. We will also prove that the
invariant continuous image of an invariant compact space is invariant compact.

2. Main Results

Now, we will define the concepts of invariant convergence and invariant conti-
nuity in any normed linear space.

Definition 2.1. Let X be a normed linear space. A sequence (xn) ∈ X is said to
be invariant convergent to x ∈ X if

lim
n→∞

∥∥∥∥∥
∑n

j=1 xσj(m)

n
− x

∥∥∥∥∥ = 0

uniformly in m.

Vσ(X) will denote the set of all invariant convergent sequences in X, that is:

Vσ(X) =

{
(xk) : lim

n→∞

∥∥∥∥∥
∑n

j=1 xσj(m)

n
− x

∥∥∥∥∥ = 0,uniformly in m

}
.

Definition 2.2. Let X and Y be normed linear spaces and f : X −→ Y be a
mapping. f is said to be invariant continuous at a point x ∈ X if

xk −→ x(Vσ(X)) implies f(xk) −→ f(x)(Vσ(X))

Remark 2.1. It is easy to prove that if f and g are invariant continuous then so is
f+g. Also if k is real number and f is invariant continuous functions, then kf is invariant
continuous. Thus, the set of all invariant continuous functions is a vector space.

We can introduce four types of continuity:

lim
n→∞

xn = x implies lim
n→∞

f(xn) = f(x)(2.1)

lim
n→∞

xn = x implies σ − lim
n→∞

f(xn) = f(x)(2.2)

σ − lim
n→∞

xn = x implies lim
n→∞

f(xn) = f(x)(2.3)

σ − lim
n→∞

xn = x implies σ − lim
n→∞

f(xn) = f(x)(2.4)

(2.1) is continuity and (2.4) is invariant continuity. We have

(2.3) ⇒ (2.1) ⇒ (2.2)

(2.3) ⇒ (2.4) ⇒ (2.2)

In general, there is no relation between continuity and invariant continuity. In
[2], the following Lemma 2.1 and Theorem 2.1 were proved for almost continuity.
We will prove similar lemmas for invariant continuity.



156 B. Söylemez and F. Nuray

Lemma 2.1. Let X and Y be normed linear spaces. If f : X −→ Y is invariant
continuous at x0 ∈ X, then it is continuous at x0.

Proof. Firstly, we prove that the function f is bounded at x0, i.e., there exists
an a > 0 such that f is bounded on the interval (x0 − a, x0 + a). To prove this it
suffices to show that if (xn) −→ x0, then the sequence f(xn)

∞
n=1is bounded.

Let (xn) −→ x0. Then (xn) −→ x0(Vσ(X)) and by the assumption of Lemma,
we have f(xn) −→ f(x0)(Vσ(X)). Hence (f(xn))

∞
n=1 as an invariant convergent

sequence is bounded. Now, we can prove the continuity of the function f at the
point x0. Suppose that f is discontinuous at x0. Since it is bounded on an interval
(x0 − a, x0 + a), there exists a sequence (yn) of elements of (x0 − a, x0 + a) such
that (yn) −→ x0 and f(yn) −→ b ̸= f(x0). From this we get f(yn) −→ bVσ(X)).
On the other hand from (yn) −→ x0 we have (yn) −→ x0(Vσ(X)) and so by the
assumption of Lemma we get

f(yn) −→ f(x0) ̸= b(Vσ(X)).

This contradicts f(yn) −→ b(Vσ(X)) . Hence, f is continuous and the proof is
completed.

Theorem 2.1. Let X and Y be normed linear spaces. If f : X −→ Y is invariant
continuous at a point x0 ∈ X, then f is a linear function.

Proof. We will prove the theorem in two stages that special and general. First of
all we will prove the following special case. Let g : X −→ Y is invariant continuous
at the point 0 and g(0) = 0 . Let a, b, c be real numbers such that a + b + c = 0.
Construct the sequence

(xn)
∞
n=1 = a, b, c, a, b, c, ....

We show that this sequence is invariant convergent to 0. Let σ(m) = m+ 1, then

lim
n→∞

1

n

n∑
j=1

xσj(m) = 0

uniformly in m. Hence, (xn) is invariant convergent to 0. According to the assump-
tion of theorem g(xn) −→ g(0) = 0(Vσ(X)), i.e.

g(xn) = g(a), g(b), g(c), g(a), g(b), g(c), ...

is invariant convergent to 0. Additonally, a direct calculation shows that

σ − lim g(xn) =
g(a) + g(b) + g(c)

3

Hence g(a) + g(b) + g(c) = 0 . Since c = −a− b, we get g(−a− b) = −g(a)− g(b).
Putting b = 0 we have g(−a) = −g(a).

Let x, y be arbitrary. Put c = x + y a = −x b = −y then we get g(x +
y) = −g(−x) − g(−y) = g(x) + g(y). Hence the function g satisfies the Cauchy
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functional equation. It is continuous at 0 that Lemma 2.1. On the basis of well-
known knowledge on Cauchy equation we get g(x) = ax for x ∈ X , a being a
constant.

Now we will prove the general case. Let f : X −→ Y is invariant continuous at
x0 ∈ X. We introduce new coordinates x′ = x − x0, y

′ = y − f(x0) . Put g(x′) =
f(x)−f(x0) . Since g has the form g(x′) = ax′, f(x)−f(x0) = a(x−x0) = ax−ax0,
f(x) = ax+ (f(x0)− ax0) = ax+ b and f is linear.

Remark 2.2. It follows from Theorem 2.1 that Lemma 2.1 cannot be conversed.

Theorem 2.2. If f is a linear map, then continuity of f implies invariant conti-
nuity of f .

Proof. For linear maps continuity implies invariant continuity. Let (xk) −→ x0

and f is continuous. So,

(xk) −→ x0 implies f(xk) −→ f(x0).

Since f is continuous and linear, f is bounded thus for M > 0 we can write

∥f(xn)− f(x0)∥ = ∥f(xn − x0)∥ ≤ M ∥xn − x0∥ .

Hence, we have∥∥∥∥∥∥ 1n
n∑

j=1

f(xσj(m))− f(x0)

∥∥∥∥∥∥ =

∥∥∥∥∥∥f( 1n
n∑

j=1

xσj(m) − x0)

∥∥∥∥∥∥ ≤ M

∥∥∥∥∥∥ 1n
n∑

j=1

xσj(m) − x0

∥∥∥∥∥∥
for each m. Thus f is invariant continuous and so continuity implies invariant
continuity for linear maps.

But, the situation is changing for nonlinear map. For this, let us take the
example of Teorem 1 in [10]. Let us consider the nonlinear map f : L2[0, 1] −→ [0, 1]
defined by

[fx](s) =

∫ 1

0

x2(t) dt

Let (xk) be a sequence which converges to x in L2[0, 1]. We have

∥f(xk)− f(x)∥2 =

∫ 1

0

(∫ 1

0

(x2
k(t)− x2(t))dt

)2

ds

≤
∫ 1

0

(∫ 1

0

(xk(t) + x(t))2dt

)(∫ 1

0

(xk(t)− x(t))2dt

)
ds

≤ N ∥xk − x∥2

where N = supk ∥xk + x∥2. The continiuty of f follows from the above inequal-
ity.
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Observe that if xk = sinkπt and σ(m) = m+ 1 then,

lim
n→∞

1

n

n∑
j=1

xσj(m) = lim
n→∞

sin(m+ 1)πt+ ...+ sin(m+ n)πt

n
= 0

uniformly in m. So (xk) −→ 0(Vσ) . But

∥f(xk)− f(0)∥ =

∫ 1

0

(sinkπt)2dt =

∫ 1

0

(
1

2
− cos2kπt

2
)dt =

1

2

for all k and so f(xk) ↛ 0. Thus f is not invariant continuous and this completes
the proof.

Theorem 2.3. Let X and Y be normed linear spaces and f : X −→ Y . Continuity
of f and invariant continuity of f are equivalent under the condition that∥∥∥∥f(xσ(m)) + f(xσ2(m)) + ...+ f(xσj(m))

n
− f(xk)

∥∥∥∥ → 0 (n −→ ∞)

uniformly in m.

Proof. Let f be a continuous function as well as the condition holds. Let
(xk) → x. Then

∥f(xk)− f(x)∥ → 0

and ∥∥∥∥∥
∑n

j=1 f(xσj(m))

n
− f(xk)

∥∥∥∥∥ → 0 (n −→ ∞)

unifromly in m. We can write,∥∥∥∥∥
∑n

j=1 f(xσj(m))

n
− f(x)

∥∥∥∥∥ ≤

∥∥∥∥∥
∑n

j=1 f(xσj(m))

n
− f(xk)∥+ ∥f(xk)− f(x)

∥∥∥∥∥
and ∥∥∥∥∥

∑n
j=1 f(xσj(m))

n
− f(x)

∥∥∥∥∥ → 0 (n −→ ∞)

unifromly in m. Hence f is invariant continuous.

Let (xk) → x and f be invariant continuous at x ∈ X. Let the condition
hold.Then ∥∥∥∥∥

∑n
j=1 f(xσj(m))

n
− f(x)

∥∥∥∥∥ → 0 (n −→ ∞)

unifromly in m. We have,

∥f(xk)− f(x)∥ ≤

∥∥∥∥∥
∑n

j=1 f(xσj(m))

n
− f(xk)

∥∥∥∥∥+

∥∥∥∥∥
∑n

j=1 f(xσj(m))

n
− f(x)

∥∥∥∥∥
and hence f is continuous.
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Definition 2.3. Let X and Y be normed linear spaces. A function f : X −→ Y
is said to be invariant bounded if there is a constant M ≥ 0 such that for all n and
m, ∥∥∥∥∥∥ 1n

n∑
j=1

f(xσj(m))

∥∥∥∥∥∥ ≤ M

Theorem 2.4. Boundednes and invariant boundedness of functions are equivalent.

Proof. Observe that

∥f(xk)∥ = sup
1,m

∥∥∥∥∥∥ 1n
n∑

j=1

f(xσj(m))

∥∥∥∥∥∥ ≤ sup
n,m

∥∥∥∥∥∥ 1n
n∑

j=1

f(xσj(m))

∥∥∥∥∥∥ .
Also,

sup
n,m

∥∥∥∥∥∥ 1n
n∑

j=1

f(xσj(m))

∥∥∥∥∥∥ ≤ sup
n

supk ∥f(xk)∥
n

n∑
j=1

1 = sup
k

∥f(xk)∥

The result follows from the above two inequalities.

Definition 2.4. A sequence (xk) in X is said to be invariant Cauchy sequence if∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) −
1

p+ 1

p∑
j=0

xσj(m)

∥∥∥∥∥∥ −→ 0, n, p −→ ∞

uniformly in m.

Theorem 2.5. Let (xk) be invariant Cauchy sequence. If∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) − xn

∥∥∥∥∥∥ −→ 0

uniformly in m, then it is Cauhy and vice-versa.

Proof. Let (xk) be invariant Cauchy sequence and condition hold. We have

∥xk − xn∥ ≤

∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) − xn

∥∥∥∥∥∥
+

∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) −
1

k + 1

k∑
j=0

xσj(m)

∥∥∥∥∥∥+

∥∥∥∥∥∥ 1

k + 1

k∑
j=0

xσj(m) − xk

∥∥∥∥∥∥
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so (xk) is Cauchy sequence.
Conversely, let (xk) be Cauchy sequence and condition hold. Then∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) −
1

p+ 1

p∑
j=0

xσj(m)

∥∥∥∥∥∥ ≤

∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) − xn

∥∥∥∥∥∥+ ∥xn − xp∥+

∥∥∥∥∥∥ 1

p+ 1

p∑
j=0

xσj(m) − xp

∥∥∥∥∥∥
so (xk) is invariant Cauchy sequence. The proof is completed.

Theorem 2.6. Every invariant convergent sequence is invariant Cauchy sequence.

Proof. Let the sequence (xk) be invariant convergent to x. Then we can write∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) −
1

p+ 1

p∑
j=0

xσj(m)

∥∥∥∥∥∥ ≤

∥∥∥∥∥∥ 1

n+ 1

n∑
j=0

xσj(m) − x

∥∥∥∥∥∥+

∥∥∥∥∥∥ 1

p+ 1

p∑
j=0

xσj(m) − x

∥∥∥∥∥∥ .
So (xk) is invariant Cauchy sequence.

Definition 2.5. A Banach space X is said to be invariant compact if every se-
quence in X has an invariant convergent subsequence.

Theorem 2.7. Invariant continuous image of an invariant compact space is in-
variant compact.

Proof. Let X and Y be normed linear spaces, K an invariant compact subspace
of X and let f : X −→ Y be invariant continuous. We have to show that f(K) =
{f(x) : x ∈ K} is also invariant compact.

Let {f(xk)}, be a sequence in f(K). Then (xk) is a sequence in K. Since K
is invariant compact, there is a subsequence (xkn

) which is invariant convergent
to x ∈ X. Observe that {f(xkn

)} is a subsequence of f(xk). Since f is invariant
continuous,

xkn −→ x(Vσ(X)) implies f(xkn) −→ f(x)(Vσ(X)).

Thus, f(K) is invariant compact and the proof is completed.
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Ser. Math. Inform. Vol. 39, No 1 (2024), 163–175

https://doi.org/10.22190/FUMI230713011D

Original Scientific Paper

REPRODUCED PRINCIPAL IDEAL DOMAIN ON GENERAL
HYPERRING Zpnqm

Roohallah Daneshpayeh1 and Sirus Jahanpanah2

1 Faculty of Science, Department of Mathematics of

Payame Noor University, P. O. Box 19395-4697, Tehran, Iran
2 Faculty of Electronic Engineering, Department of Mathematics of

Payame Noor University, P. O. Box 19395-4697, Tehran, Iran

Abstract. Every classical algebra is a set equipped with binary operations that operate
under certain axiom principles. The generalization of classical algebras to hyperalge-
bras has been created with the aim of generalizing operations to hyperoperations that
apply to specific subject principles. This paper introduces the concept of reproduced
general hyperrings as a generalization of rings and investigates and analyzes some of
their essential properties. This study defines the notation of reproduced hyperideals in
reproduced general hyperrings, consider the ideals of finite rings and obtain the finite
and cyclic hyperideals. In the endl, we introduce and show that a principal Ideal do-
main finite reproduced general hyperring is Ideal-absorbing.
Keywords: hyperring, principal ideal domain, axioms.

1. Introduction

A ring is an algebraic structure that is equipped with two binary operations and in
this regard it can connect two elements to only one element at the same time. From
the practical point of view, connecting two elements to one element is a limitation
because in practice we may need to connect a group of elements. Because algebraic
structures are regular systems and their elements are related under specific subject
principles, these structures can have many applications in the real world. There-
fore, developing and removing the limitations of algebraic structures such as rings is
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very important. A hyperring is just a ring, that is equipped with a hyperaddition,
and hyperrings are considered in spaces of signs, also known as abstract real spectra
and objects which arise naturally in the study of constructible sets in real geometry.
Indeed, hyperrings as a generalization of rings are equipped with two hyperopera-
tions and operation or two hyperoperations. Since hyperoperations are maps with
a nonempty set range, can be helpful in the application of a group of elements.
The theory of hyperrings as a generalization of rings can be considered as a type of
elimination of the limitation of the connection of elements under the principles of a
special subject. The concept of Krasner hyperring was introduced by Krasner [14],
who used it as a tool for the approximation of valued fields or the second type of a
hyperring as multiplicative hyperring (the multiplication is a hyperoperation, while
the addition is an operation was introduced by R. Rota in 1982 [17]. Today, some
researchers have investigated some works in hyperrings such as a study on special
kinds of derivations in ordered hyperrings [16], the reducibility concept in general
hyperrings [6], regular parameter elements and regular local hyperrings [4], hyper-
ideals of (finite) general hyperrings [2], direct limit of Krasner (m,n)-hyperrings [1],
a generalization of graded prime hyperideals over graded multiplicative hyperrings
[11], extended centroid of hyperrings [18], weakly (k, n)-absorbing (primary) hyper-
ideals of a Krasner (m,n)-hyperring [8] and contribution to study special kinds of
hyperideals in ordered semihyperrings [15]. Fundamental relations are basic tools
in algebraic hyperstructures theory and some researchers worked on fundamental
relations of hyperrings such as Boolean rings based on hyperrings [3], commuta-
tive rings obtained from hyperrings (Hv-rings) with α∗–relations [9], Boolean rings
obtained from hyperrings with η∗1,m relations [10], fundamental relation and auto-
morphism group of very thin Hv–groups [12], height of prime hyperideals in Kras-
ner hyperrings[5] and The fundamental Relations in Hyperrings [19]. Hamidi et al.
constructed multigroups and hyperrings on every non–empty set, introduced and
analyzed a special relation on hyperrings and extended it to the smallest strongly
regular equivalence binary relation in such a way that the quotient of each given
hyperring on this relation is a commutative Boolean ring with identity. They try
to generalize the concept of rings to general hyperrings, to describe some of their
properties and the differences between hyperrings and general hyperrings.

Motivation and advantage: Algebraic structures as one of the important
branches of mathematics have many applications in the real world. These structures
as an algebraic system equipped with several algebraic operations can be used as
a mathematical model. In algebraic structures, under each operation, only two
elements can be equalized to one element, and this limits the algebraic structures.
Of course, this limitation can be overcome and covered by generalizing algebraic
structures to algebraic superstructures. The advantage of algebraic superstructures
is that, in addition to covering algebraic structures, they can relate both elements
to a set of elements. This advantage allows us to connect a network of elements
in the modeling of real-world problems. In this research, by developing rings into
hyperrings within the context of a ring, we create a new achievement in hybrid
substructures.

This paper introduces and works on the construction of reproduced general hy-
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perrings and shows that this class of hyperstructures has some identity elements
while having a unique zero element. It is natural to question as to what are the
relationships between elements whence are considered in the same set concerning
algebraic operations. Since any operation at most connects three elements, we need
to extend more elements in defined axioms. It motivates us to introduce the con-
cept of two algebraic hyperoperations in an underlying set. So the main motivation
is to introduce some identity elements concerning algebraic hyperproducts and to
consider the differences between other hyperstructures and structures. We obtained
some theorems and corollaries that in special conditions are similar to corresponded
theorems in (non-associative)rings, so we conclude that reproduced general hyper-
rings are a generalization of (non-associative)rings. Also, the concept of reproduced
ideals is presented in this work and we analyze the hyperideals on principal ideal
domain reproduced general hyperideals.

1.1. Preliminaries

In this section, we review some definitions and results from hyperstructures from
[7, 13], which we need in what follows. LetR be a nonempty set, P∗(R) = {S |Ø ̸=⊆
R} and ϱ = {(x,X) | x ∈ R,X ∈ P∗(R)} be a map. Then ϱ is called a hyperoper-
ation (hypercomposition), an algebraic hypercompositional structure (R, ϱ) is called

a hypergroupoid and for all nonempty subsets S, T of R, ϱ(S, T ) =
⋃

s∈S,t∈T

ϱ(s, t).

An algebraic hypercompositional structure (R, ϱ), where ϱ is a binary hyperoper-
ation, is called a hypergroupoid and a recall that a hypergroupoid (R, ϱ) is called a
semihypergroup, if for all x, y, z ∈ R, ϱ(ϱ(x, y), z) = ϱ(x, ϱ(y, z)) and a semihyper-
group (R, ϱ) is called a hypergroup, if for all x ∈ R, ϱ(x,R)R = ϱ(R, x)(reproduction
axiom). A general hyperring is an algebraic hypercompositional structure (R, ϱ, ς),
where (i) (R, ϱ) is a hypergroup, (ii) (R, ς) is a semihypergroup and (iii) for any
x, y, z ∈ R: ς(x, ς(y, z)) ⊆ ϱ(ς(x, y), ς(x, z)) and ς(ϱ(x, y), z) ⊆ ϱ(ς(x, z), ς(y, z).
A general hyperring (R, ϱ, ι, ς) is called commutative (with unit element), if for
all x, y ∈ R, ς(x, y) = ς(y, x) (if there exists an element ϵ ∈ R such that for all
x ∈ R, ς(ϵ, x) = ς(x, ϵ) = {x}). A nonempty subset I of R is called a (right)left
hyperideal, if (1), (I, ϱ) is a hypergroup and (2), (ς(R, I) ⊆ I)(ς(I,R) ⊆ I. A hyper-
ideal I is a both left and right hyperideal.

2. Hyperideals of general hyperrings

In this section, we apply the structure of rings and extend them to general hyper-
rings. Also the concept of reproduced ideals is introduced and investigated.

Definition 2.1. Let (R,+, ·) be a ring. Then R is said to be a (ϱ, ς)-reproduced
general hyperring, if there are hyperoperations “ϱ” and “ς”, that (R, ϱ, ς) is a general
hyperring and ϱ, ς are are dependent to + and ·, respectively.

Theorem 2.1. Assume k ∈ N. Then (Z2k,+, ·) is a (ϱ, ς)-reproduced general
hyperring.
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Proof. Fix 0 ̸= a ∈ Z2k, where 2a = 0. Clearly, (Z2k, ϱ) is a hypergroup, where for
any x, y ∈ Z2k, ϱ(x, y) = {x+ y, x+ y + a}. Now for any x, y ∈ Z2k, define ς(x, y) =
{xy, xy + a}. Simple computations show that (Z2k, ϱ, ς) is a general hyperring.

Example 2.1. By Theorem 2.1, (R = {a, b, c, d, e, f}, ϱ, ς) is a (ϱ, ς)-reproduced general
hyperring by the following hyperoperations:

ϱ a b c d e f

a {a, d} {b, e} {c, f} {d, a} {e, b} {f, c}
b {b, e} {c, f} {d, a} {e, b} {f, c} {a, d}
c {c, f} {d, a} {e, b} {f, c} {a, d} {b, e}
d {d, a} {e, b} {f, c} {a, d} {b, e} {c, f}
e {e, b} {f, c} {a, d} {b, e} {c, f} {d, a}
f {f, c} {a, d} {b, e} {c, f} {d, a} {b, e}

,

ς a b c d e f

a {a, d} {a, d} {a, d} {a, d} {a, d} {a, d}
b {a, d} {b, e} {c, f} {d, a} {e, b} {f, c}
c {a, d} {c, f} {e, b} {a, d} {c, f} {e, b}
d {d, a} {a, d} {d, a} {a, d} {d, a} {a, d}
e {a, d} {e, b} {c, f} {a, d} {e, b} {c, f}
f {a, d} {f, c} {e, b} {d, a} {c, f} {b, e}

.

Theorem 2.2. Let p be a prime and k ∈ N. Then Zpk ∪ {√p} is a (ϱ√p, ς√p)-
reproduced general hyperring.

Proof. Let x, y ∈ Zpk ∪ {√p}. Define

ϱ√p(x, y) = ϱ√p(y, x) =


{0,√p} x = −y or x = y =

√
p,

x+ y x, y ∈ Zpk , x ̸= −y,

y x = 0 or ( x =
√
p and y ̸∈ {0,√p})

and

ς√p(x, y) = ς√p(y, x) =


x.y x, y ∈ Zpk ,
√
p x ∈ Zpk ∖ {mp}, y =

√
p(m ∈ N),

0 x = mp, y =
√
p(m ∈ N),

{0,√p} x = y =
√
p.

Computations show that (Zpk ∪ {√p}, ϱ√p, ς√p) is a general hyperring.

Example 2.2. By Theorem 2.1, (Z4∪{
√
2}, ϱ, ς) is a (ϱ, ς)-reproduced general hyperring

by the following hyperoperations:

ϱ 0 1 2 3
√
2

0 0 1 2 3
√
2

1 1 2 3 {0,
√
2} 1

2 2 3 {0,
√
2} 1 2

3 3 {0,
√
2} 1 2 3√

2
√
2 1 2 3 {0,

√
2}

,



Reproduced Principal Ideal Domain on General Hyperring Zpnqm 167

ς 0 1 2 3
√
2

0 0 0 0 0 0

1 0 1 2 3
√
2

2 0 2 0 2 0

3 0 3 2 1
√
2√

2 0
√
2 0

√
2 {0,

√
2}

.

2.1. On hyperideals

Now, we present hyperideals of a general hyperring. In particular, we determine
hyperideals of finite commutative general hyperrings.

Definition 2.2. Let (R, ϱ, ς) be a general hyperring and Ø ̸= I ⊆ R. We say

(i) I is a general subhyperring of R, if (I, ϱ, ς) is a general hyperring;

(ii) I is a hyperideal of R, if ς(R, I) ∪ ς(I,R) ⊆ I.

Theorem 2.3. Suppose (R,+, ·) is a general hyperring and Ø ̸= I ⊆ R. Then I
is a hyperideal of R if and only if the following hold:

(i) for any x ∈ I, ϱ(x, I) = ϱ(I, x) = I;

(ii) for any r ∈ R and x ∈ I, we have ς(r, x) ∪ ς(x, r) ⊆ I.

Proof. Immediate by definition.

Theorem 2.4. Let (R, ϱ, ς) be a general hyperring and I be a hyperideal of R.
Then

(i) ∀ r ∈ R, x ∈ I, n ∈ N, we have ϱ (ς(r, x), ς(r, x), . . . ς(r, x))︸ ︷︷ ︸
n times

⊆ I;

(iv) if x ∈ I, then ς(x) ∈ I.

Proof. Immediate.

Assume (R,+, ·) is a general hyperring. We symbolize the set hyperideals of R
by I(R). Clearly, R ∈ I(R) ̸= Ø and will call R as a non-proper hyperideal of any
general hyperring.

Example 2.3. Let R = {e, ι, a, b}. Then (R, ϱ, ς) is a general hyperring as follows.

ϱ e ι a b

e e ι a b
ι ι R {ι, a} {ι, b}
a a {ι, a} R {a, b}
b b {ι, b} {a, b} R

and

ς e ι a b

e e e e e
ι e ι a b
a e a a a
b e b a {a, b}

.

Then I(R) = {I = {e}, J = R}.
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Theorem 2.5. Assume (R,+, ·) is a commutative general hyperring and I, I ′ ∈
I(R). Then

(i) ϱ(I, I ′) ∈ I(R).

(ii) if I ∩ I ′ ̸= Ø, then I ∩ I ′ ∈ I(R).

Proof. (i) Clearly, ϱ(I, I ′) ̸= Ø. Let a ∈ I and a′ ∈ I ′. Then for any z ∈
ϱ(ϱ(a, a′), ϱ(I + I ′)), there is b ∈ I, b′ ∈ I ′, that z ∈ ϱ(ϱ(a + a′), ϱ(b, b′)) =
ϱ(ϱ(a, b), ϱ(a′, b′)) ⊆ ϱ(I, I ′). If z ∈ ϱ(I, I ′) be an arbitrary element in ϱ(I, I ′),
then there are a, b, c ∈ I, and a′, b′, c′ ∈ I ′, that z ∈ ϱ(c, c′) ⊆ ϱ(ϱ(a, b), ϱ(a′, b′)) =
ϱ((a, a′), ϱ(b, b′)) ⊆ ϱ(ϱ(a, a′), ϱ(I, I ′)). Hence ϱ(ϱ(a, a′), ϱ(I, I ′)) = ϱ(I, I ′). Now,
for any r ∈ R, a ∈ I and a′ ∈ I ′, one obtains ς(r, ϱ(a, a′)) ∪ ς(ϱ(a, a′), r) =
ϱ(ς(r, a), ς(r, a′)))∪ϱ(ς(a, r), ς(a′, r)) = ϱ(ς(r, a), ς(r, a′)) ⊆ ϱ(I, I ′). Hence ϱ(I, I ′) ∈
I(R).

(ii) Since I ∩ I ′ ⊆ I, we get that I ∩ I ′ ∈ I(R).

Theorem 2.6. Assume (R,+, ·), (S,+, ·) are general hyperrings, f : R → S be a
homomorphism, and I ∈ I(R) and J ∈ I(S).

(i) If f is an epimorphism, then f(I) ∈ I(S).

(ii) f−1(J) ∈ I(R).

Proof. (i) Since Ø ̸= I, we have f(I) ̸= Ø. Let f(a) ∈ f(I). Then for ev-
ery f(b) ∈ f(I), there is a′ ∈ I, that b ∈ ϱ(a, a′), and so f(b) ∈ f(ϱ(a, a′)) =
ϱ(f(a), f(a′)) ⊆ ϱ(f(a), I). Hence f(I) ⊆ ϱ(f(a), f(I)). If c ∈ ϱ(f(a), f(I)) is an
arbitrary element, then there is a′ ∈ I, that c ∈ ϱ(f(a), f(a′)) = f(ϱ(a, a′)) ⊆ f(I).
Hence, ϱ(f(a), f(I)) = f(I). Now, for any s ∈ S and f(a) ∈ f(I), there is r ∈ R,
that

ς(s, f(a)) ∪ ς(f(a), s) = ς(f(r), f(a)) ∪ ς(f(a), f(r)) = (f(ς(r, a))) ∪ (f(ς(a, r)))

= f(ς(r, a) ∪ ς(a, r)) ⊆ f(I).

(ii) It is straightforward.

2.2. Reproduced ideals in reproduced general hyperring (Zn, ϱ, ς)

In this subsection, all reproduced ideals of finite reproduced general hyperring
R = (Zn, ϱ, ς) are computed and it is proved that every reproduced ideal of the
reproduced general hyperring (Zn, ϱ, ς) is characterized by the divisors of n.

Definition 2.3. Let (R,+, ·) be a ring and I ⊆ R be an ideal of R. We will
call I as a reproduced ideal of (ϱ, ς)-reproduced general hyperring (R, ϱ, ς), if I
is extended to a hyperideal of (R, ϱ, ς). We will denote the RI by the set of all
reproduced ideals of (ϱ, ς)-reproduced general hyperring (R, ϱ, ς).
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Theorem 2.7. Let n, d ∈ N and x, y ∈ R. Then

(i) ⟨x⟩ ∈ I(Zn, ϱ, ς),

(ii) ⟨0⟩ = {0},

(iii) ⟨x⟩ = ⟨y⟩ ⇔ gcd(x, n) = gcd(y, n) = d.

Proof.

(i) Let x ∈ R. By definition, we have ⟨x⟩ =
⋃
k∈N

{kx, 0} and show that it is a

hyperideal of R. Let y ∈ ⟨x⟩ and z ∈ ϱ(y, ⟨x⟩). Thus there is k, k′ ∈ N and w ∈ ⟨x⟩
that z ∈ ϱ(y, w) and so z ∈ ϱ(kx, k′x), z ∈ kk′x and z ∈ ⟨0⟩. There is k′′ ∈ N
that z ∈ {k′′x, 0} ⊆ ⟨x⟩. In a similar way, for any r ∈ Zn and y ∈ ⟨x⟩, we have
ϱ(r, ⟨x⟩) ⊆ ⟨x⟩. Hence ⟨x⟩ ∈ I(Zn, ϱ, ς).

(ii) One can see that ⟨0⟩ =
⋃
k∈N

{k0, 0} = {0}.

(iii) Let z ∈ ⟨x⟩. Then there is k ∈ N, that z = kx or z = 0. Since gcd(x, n) = d
and by item (i), there is k′ ∈ Z, that x = k′d. If z = kx, then z = kx = kk′d ∈ ⟨x⟩
and if z = 0, then z = k0 = 0 ∈ ⟨x⟩. Hence ⟨x⟩ ⊆ ⟨d⟩. Let z ∈ ⟨d⟩. Then there is
k ∈ N, that z = kd or z = 0. Since gcd(x, n) = d and by item (i), there is r, s ∈ Z
that rx + ns = d, and so rkx + nks = kd. Applying Theorem 2.1, we get that
z = krx or z = 0. Hence ⟨d⟩ ⊆ ⟨x⟩. Also for gcd(y, n) = d the proof is similarly,
then ⟨d⟩ = ⟨y⟩, there for ⟨x⟩ = ⟨y⟩.

Example 2.4. Consider the general hyperring (Z100, ϱ, ς). By Theorem 2.7, we have the
reproduced ideals of R = (Z100, ϱ, ς) as follows:

RI(Z100, ϱ, ς) = {I1 = {0}, I2 = {0, 2, 4, ..., 98}, I3 = {0, 4, 8, ..., 96},
I4 = {0, 5, 10, 15, . . . , 95}, I5 = {0, 25, 50}, I6 = {0, 10, 20, . . . , 90},
I7 = {0, 50}, I8 = {0, 20, . . . , 80}, I9 = Z45}.

Theorem 2.8. Let n ∈ N. Then

(i) |RI(Zn, ϱ, ς)| = |Div(n)|.

(ii) for any x, y ∈ R, ⟨x⟩ ∩ ⟨y⟩ = ⟨lcm(x, y)⟩.

Proof. (i) By Theorem 2.7, I ∈ RI if and only if there is sx ∈ R, that I = ⟨x⟩. Also
for any x ∈ R, gcd(x, n) = d if and only if ⟨x⟩ = ⟨d⟩. Thus |RI(Zn, ϱ, ς)| = |Div(n)|.

(ii) Let x ∈ R. By definition, we have ⟨x⟩ =
⋃
k∈N

{kx, 0}. Clearly, there is

k1, k2 ∈ N that lcm(x, y) = k1x and lcm(x, y) = k2y. Hence lcm(x, y) ∈ ⟨x⟩ ∩ ⟨y⟩
and so ⟨lcm(x, y)⟩ ⊆ ⟨x⟩ ∩ ⟨y⟩. Conversely. let a ∈ ⟨x⟩ ∩ ⟨y⟩. Then a = 0 or there
is k1, k2 ∈ N that a = k1x = k2y. Thus x | a and y | a and so lcm(x, y) | a. Hence
there is k ∈ N that a = k × lcm(x, y) and so ⟨a⟩ ⊆ ⟨x⟩ ∩ ⟨y⟩.
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Corollary 2.1. Let n ∈ N. Then RI(Zn, ϱ, ς) = {⟨d⟩ | d ∈ Div(n)}.

Example 2.5. Let p, q, r be primes, m, l, k ∈ N and n = pmqlrk. Then

I(Zn, ϱ, ς) = {⟨pt1qt2rt3⟩ | 0 ≤ t1 ≤ m, 0 ≤ t2 ≤ l, 0 ≤ t3 ≤ k}⟩.

Corollary 2.2. Assume p1, p2, . . . , pk are primes, k, α1, α2, . . . , αk ∈ N and n =
k∏

i=1

pαi
i . Then |RI(Zn, ϱ, ς)| =

k∑
i=1

(αi + 1).

2.3. Reproduced ideals in (Zpk ∪ {√p}, ϱ√p, ς√p, )

In this subsection, all reproduced ideals of finite reproduced general hyperring (Zpk∪
{√p}, ϱ√p, ς√p, ) are computed and it is proved that every reproduced ideal of the
reproduced general hyperring (Zpk∪{√p}, ϱ√p, ς√p, ) is characterized by the divisors
of n.

Theorem 2.9. Let p be a prime. Then in reproduced general hyperring (Zp ∪
{√p}, ϱ√p, ς√p), we have RI(R) = {R, {0}, {0,√p}};

Proof. Let I ∈ RI(R) \ {{0}, R}. Since Ø ̸= I is a hyperideal of R, there exists
a ∈ I and so {a, 2a, 3a, . . . , (p − 1)a, 0} ⊆ I. In addition, ∀ r ̸= √

p we have
υ√p(r, {a, 2a, 3a, . . . , (p− 1)a, 0}) ⊆ {a, 2a, 3a, . . . , (p− 1)a, 0}. Also for r =

√
p, we

have υ√p(r, {a, 2a, 3a, . . . , (p− 1)a, 0}) ⊆ {√p, 0}. Thus I = {√p, 0}.

Theorem 2.10. Let p be a prime and k ∈ N. Then in reproduced general hyperring
(Zpk ∪ {√p}, ϱ√p, ς√p), we have

(i) if I is a nontrivial hyperideal of R, then
√
p ∈ I;

(ii) ∀ 1 ≤ m ≤ pk−1, I
(m)
p = {mp, 2mp, . . . , tmp,

√
p | t ∈ N is the smallest s.t tm ≡

0 (mod pk−1)} is a hyperideal of R.

Proof. (i) Let 0 ̸= x ∈ I. Since I is a hyperideal of R and
√
p ∈ R, we get

that υ√p(
√
p, x) ⊆ I. On other hand ∀ x ∈ I, ς√p(

√
p, x) = 0,

√
p or {0,√p}. If

υ√p(
√
p, x) = 0, then by definition there exists m ∈ N that x = mp. Hence there is

n ∈ N that {0,√p} = ϱ√p (x, x, . . . x)︸ ︷︷ ︸
n times

⊆ I and so in any case
√
p ∈ I.

(ii) Let 1 ≤ m ≤ pk−1 and x, y ∈ I
(m)
p ∖ {√p}. Then there exists 1 ≤ k1, k2 ≤

t ∈ N that x+ y = (k1 + k2)(mp) ⊆ I
(m)
p , because of 0 ≤ (k1 + k2)(mp) ≤ pk−1. In

addition ∀ x ∈ I
(m)
p , ϱ√p(

√
p, x) = {x} ⊆ I

(m)
p and ϱ√p(

√
p,
√
p) = {0,√p} ⊆ I

(m)
p ,

imply that ∀ x, y ∈ I
(m)
p , ϱ√p(x, y) ⊆ I

(m)
p . Also ∀ r ∈ R∖{√p} and x ∈ I

(m)
p ∖{√p}

there exists 1 ≤ k ≤ t ∈ N that υ√p(r, x) = rk(mp) ⊆ I
(m)
p , because of 0 ≤

(rkm)p ≤ pk−1. On the other hand, υ√p(
√
p, x) ⊆ {0,√p}, implies that ∀ r ∈ R

and x ∈ I
(m)
p , we have υ√p(r, x) ⊆ I

(m)
p .
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Theorem 2.11. Let p be a prime and k ∈ N. Then in reproduced general hyperring
(Zpk ∪ {√p}, ϱ√p, ς√p), we have

(i) ∀ 1 ≤ m ≤ pk−1, we have |I(m)
p | = 1 +

pk−1

gcd(m, pk−1)
;

(ii) ∀ 1 ≤ m,m′ ≤ pk−1, I
(m)
p = I

(m′)
p if and only if gcd(pk−1,m) = gcd(pk−1,m′).

Proof. (i) Let 1 ≤ m ≤ pk−1. Using Theorem 2.10 (i),
√
p ∈ Imp , so |Imp | = 1+ |{t ∈

N | t is the smallest s.t tm ≡ 0 (mod pk−1)}| = q. Suppose t ∈ Z is the smallest
that tm ≡ 0 (mod pk−1). Thus pk−1 | tm. If gcd(pk−1,m) = 1, then pk−1 | t and
because t is the smallest, we obtain that t = pk−1. But for gcd(pk−1,m) = d ̸= 1,

have
pk−1

d
| t. Since pk−1m ≡ 0 (mod pk−1) and t ∈ N is the smallest that tm ≡ 0

(mod pk−1), we get that
pk−1

gcd(m, pk−1)
= t.

(ii) Let 1 ≤ m,m′ ≤ pk−1. Then by item (ii), I
(m)
p = I

(m′)
p if and only if

1 +
pk−1

gcd(m, pk−1)
= 1 +

pk−1

gcd(m′, pk−1)
⇐⇒ gcd(pk−1,m) = gcd(pk−1,m′).

Theorem 2.12. Let p be a prime, k ∈ N and 1 ≤ j ≤ pk−1. Then in reproduced
general hyperring (Zpk ∪ {√p}, ϱ√p, ς√p), we have

(i) I
(pi)
p = I

(rpi)
p , where rpi ̸= pj;

(ii) ∀ 1 ≤ m ≤ pk−1, I
(pk−1)
p ⊆ I

(m)
p ;

(iii) I
(pk−1)
p ⊆ I

(pk−2)
p ⊆ I

(pk−3)
p ⊆ I

(pk−4)
p ⊆ . . . ⊆ I

(p)
p .

Proof. The proof is similar to Theorem 2.11.

Theorem 2.13. Let p be a prime and k ∈ N. Then in reproduced general hyperring
(Zpk ∪ {√p}, ϱ√p, ς√p), we have

(i) RI(R) = {R, {0}, I(m)
p | 1 ≤ m ≤ pk−1};

(ii) |RI(R)| = k.

Proof. (i) Clearly R, {0} ∈ RI(R). Let I be a nontrivial hyperideal of R, using
Theorem 2.10 (i), 0,

√
p ∈ I. Suppose that 0 ̸= a ∈ I. If gcd(a, pk) = 1, then there

exist s, s′ ∈ Z that 1 = as+ s′pk. It follows that 1 ∈ I and we get that R = I. But
for gcd(a, pk) = d ̸= 1, since p is a prime, there exist 1 ≤ i ≤ k in such a way that
d = pi, consequently pi ∈ I.

(ii) It is immediate by (i).
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Definition 2.4. Let R be a reproduced general hyperring and M ̸= R be an
arbitrary hyperideal of R.

(i) M is called a maximal hyperideal of R, if the only reproduced hyperideals
containing M are M and R;

(ii) M is called a reproduced prime hyperideal of R, ∀ a, b ∈ R, ς(a, b) ⊆ M
implies that a ∈ M or b ∈ M .

Theorem 2.14. Let p be a prime and k ∈ N. Then in reproduced general hyperring

(Zpk ∪ {√p}, ϱ√p, ς√p), I
(1)
p is the reproduced maximal hyperideal of R.

Proof. Applying Theorem 2.11, for any I
(m)
p , I

(m′)
p ,∈ HI(R), we have |I(m)

p | ≥

|I(m
′)

p | if and only if
pk−1

gcd(m, pk−1)
≥ pk−1

gcd(m′, pk−1)
. In addition, for | pk−1

gcd(m, pk−1)
| =

s, s is maximum if and only if gcd(m, pk−1) = 1. Thus, m = 1, implies that

|I(m)
p | ≥ |I(m

′)
p |.

Example 2.6. Consider the general hyperring R = Z125 ∪ {
√
3}. Computations show

that

I
(1)
5 = I

(2)
5 = I

(3)
5 = I

(4)
5 = I

(6)
5 = I

(7)
5 = I

(8)
5 = I

(9)
5 = I

(11)
5

= I
(12)
5 = I

(13)
5 = I

(14)
5 = I

(16)
5 = I

(17)
5 = I

(18)
5 = I

(19)
5 = I

(21)
5

= I
(22)
5 = I

(23)
5 = I

(24)
5 = {5, 10, 15, 20, . . . , 115, 120, 0,

√
5},

I
(5)
5 = I

(10)
5 = I

(15)
5 = I

(20)
5 = {0, 25, 50, 75, 100,

√
5}, I(25)5 = {0,

√
5}

and so RI(R) = {I(1)5 , I
(5)
5 , I

(25)
5 , {0},Z125 ∪ {

√
3}}.

Let (R, ϱ, ς) be a general hyperring. Then will denote MRI(R) = {M ∈
RI(R) | M is a maximal hyperideal} and PRI(R) = {M ∈ RI(R) | M is a prime
hyperideal}.

Theorem 2.15. Let p be a prime and k ∈ N. Then in reproduced general hyperring
(Zpk ∪ {√p}, ϱ√p, ς√p), we have

(i) MRI(R) = {I(m)
p | gcd(m, p) = 1}.

(ii) |MRI(R)| = pk−2(p− 1).

Proof. (i) Let I
(m)
p ∈ MRI(R) and m ̸= 1. Since gcd(m, p) = 1, we get that

I
(m)
p = I

(1)
p and so by Theorem 2.14.

(ii) By (i), |MRI(R)| = φ(pk−1), where φ is Euler’s phi function.

Theorem 2.16. Let p be a prime and k ∈ N. Then in reproduced general hyperring

(Zpk ∪ {√p}, ϱ√p, ς√p), I
(1)
p is the reproduced prime hyperideal of R.
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Proof. Let p be a prime, x, y ∈ Zpk ∪ {√p} and ς(x, y) ⊆ I
(1)
p . Then ς(x, y) =

{0,√p}, ς(x, y) = {√p}, ς(x, y) = {0} or there exists 1 ≤ s ≤ t such that ς(x, y) =
{smp}, where tm ≡ 0 (mod pk−1). If ς(x, y) = {√p}, then x ∈ Zpk ∖ {mp}, y =
√
p(m ∈ N), and so y ∈ I

(1)
p . If ς(x, y) = {0}, then x = mp, y =

√
p(m ∈ N), and

so x, y ∈ I
(1)
p . If ς(x, y) = {0,√p}, then x = y =

√
p, and so x, y ∈ I

(1)
p . If there

exists 1 ≤ s ≤ t such that ς(x, y) = {sp ̸= √
p}, where tm ≡ 0 (mod pk−1), then for

s = 1, we have p ∈ I
(1)
p . Thus I

(1)
p is a reproduced prime hyperideal of R.

Theorem 2.17. Let p be a prime and k ∈ N. Then in reproduced general hyperring
(Zpk ∪ {√p}, ϱ√p, ς√p), we have

(i) PRI(R) = {I(m)
p | gcd(m, p) = 1}.

(ii) |PRI(R)| = pk−2(p− 1).

Proof. (i) Let I
(m)
p ∈ PRI(R) and m ̸= 1. Since gcd(m, p) = 1, we get that

I
(m)
p = I

(1)
p and so by Theorem 2.16, I

(m)
p is a reproduced prime hyperideal of R.

(ii) By (i), |PRI(R)| = φ(pk−1).

Definition 2.5. Let (R, ϱ, ς) be a general hyperring. Then (R, ϱ, ς) is called an
Ideal-absorbing, if the its set of all prime ideals and the its set of all maximal hyper
ideals is equal.

Corollary 2.3. Let p be a prime and k ∈ N. Then the reproduced general hyper-
ring (Zpk ∪ {√p}, ϱ√p, ς√p) is an Ideal-absorbing.

3. Conclusion and discussion

The current paper has defined the general hyperrings as a generalization of hy-
perrings and presented some properties in these hyperstructures. For each ring
considered, it is possible to work only with the elements of the context set. This
means that if we want to add another element to a ring, it is necessary to break
all the principles of the axiom and it is possible that the new complex will not
become a ring. But by adding an element to an arbitrary ring, a hyperring can be
formed, and this is one of the limitations of rings that is solved by hyperrings. This
advantage can be applied to all substructures including ideals and substructures
Also,

(i) principal ideal domain reproduced general hyperrings are constructed,

(ii) the set of all prime ideals and the set of all maximal hyper ideals of principal
ideal domain reproduced general hyperrings are computed, principal ideal
domain reproduced general hyperrings are constructed.
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(iii) the concept of Ideal-absorbing reproduced general hyperrings is defined and
is proved that the principal ideal domain reproduced general hyperrings are
Ideal-absorbing.

We hope that these results are helpful for further studies in general hyperring the-
ory. In our future studies, we hope to obtain more results regarding fuzzy general
hyperring, soft general hyperring, tropical general multifield and their applications.
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Abstract. Let {E(p,q)} denote a family of elliptic curves over Q as defined by the
Weierstrass equation E(p,q) : y

2 = x3 − p2x+ q2 where p and q are both prime numbers
greater than 5. As evidence that this has two independent points, we already showed
that at least the rank of {E(p,q)} is two. In this study, we show that the two independent
points are part of a Z-basis for the quotient of E(p,q)(Q) by its torsion subgroup.
Keywords: Independent points, Rank of an elliptic curve, Canonical Height.

1. Introduction

Let {E(1,m)} be a family of elliptic curves over Q as determined by the Weier-
strass equation E(1,m) : y

2 = x3−x+m2 where m is an integer number greater than
1. Brown and Myers in [2] discovered that this family included two independent
points. Fujita and Nara in [3] proved that the two independent points could be
extended to form the basis for this family.

Let {E(n,1)} be a family of elliptic curves over Q as defined by the Weierstrass
equation E(n,1) : y

2 = x3 − n2x + 1 where n is an integer number greater than 1.
In [1], Antoniewicz provided evidence that this family contained two independent
points. Fujita and Nara in [3] showed that the two independent points could be
extended to form the basis for this family.

The family of elliptic curves over Q, as described by the Weierstrass equation
E(p,q) : y

2 = x3 − p2x+ q2, where p and q are both prime numbers greater than 5,
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is represented by the {E(p,q)}. We recently proved that the points P1 = (0, q) and
P2 = (−p, q) are independent points. In this essay, we describe how the two points
P1 and P2 might be extended and expanded to serve as the basis for this family
under particular circumstances. Theorem 1.1 demonstrates the most potent single
assertion.

Theorem 1.1. [Main Theorem]. Let {E(p,q)} denote a family of elliptic curves
over Q as defined by the Weierstrass equation E(p,q) : y2 = x3 − p2x + q2 where

p and q are both prime numbers greater than 5. If p > 2 4
√
2q, then P1 = (0, q)

and P2 = (−p, q) are part of a Z-basis for the quotient of E(p,q)(Q) by its torsion
subgroup.

2. Upper and Lower bound

We continue exploring the idea of canonical height in this section because it is
crucial for elliptic curve arithmetic. Point P’s canonical height, expressed as

ĥ : E(Q) −→ [0,∞)

P 7−→

 lim
n→∞

h(2nP )

4n
P ̸= O

0 P = O

dose is not suitable for computation. The alternative definition of canonical height
offered here with [6] is Tate’s height. Therefore, we have

ĥ(P ) = λ̂∞(P ) +
∑
r|∆

λ̂r(P ).

In fact, the canonical height is the sum of the archimedean local height and the
local height, assuming that r is a prime number such that r | ∆. We also note that
the discriminant of E(p,q) is ∆ = 16(4p6−27q4) = 16∆′. We have previously shown
that 3 and 5 ∤ ∆′. In this article, ∆′ is assumed to be square-free. At the moment,
we claim that the equation y2 = x3 − p2x+ q2 is the global minimum.

Proposition 2.1. The Weierstrass equation y2 = x3 − p2x+ q2 is the global min-
imum.

Proof. In view of Lemma 3.1 of [3].

Now, we compute c4 = 48p2, c6 = −864q2, b2 = 0, b4 = −2p2, b6 = 4q2 and
b8 = −p4. The upper and lower bounds of the canonical heights for P1 and P2 are
established by the following theorems:

Theorem 2.1. Let {E(p,q)} represent a family of elliptic curves over Q as defined
by the Weierstrass equation E(p,q) : y

2 = x3−p2x+q2, where p and q are both prime
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numbers greater than 5. we consider P1 = (0, q) ∈ E(p,q)(Q) and P2 = (−p, q) ∈
E(p,q)(Q). If p > 2 4

√
2q, then

ĥ(P1) ⩽
1

2
log(p) +

1

24
log(211p4), ĥ(P2) ⩽

1

2
log(p) +

1

6
log(211p4).

Proof. According to (4.1) of [6], we have

H = Max{4, 2p2, 8q2, p4}.

The theorem’s assumption leads to the conclusion that H = p4. To compute the
upper bound for canonical height for point P1 based on Theorem (2.2) of [6], we
must apply Equation 2.1.

(2.1) λ̂∞(P ) =
1

8
log(|(x2 + p2)2 − 8q2x|) + 1

8

∞∑
n=1

4−n log(|z(2nP )|).

Hence, we have

λ̂∞(P1) ⩽
1

2
log(p) +

1

24
log(211p4) = UB1,

and so for point P2. According to Theorem (2.2) of [6], we must apply Equation
2.2.

(2.2) λ̂∞(P ) =
1

2
log(|x|) + 1

8

∞∑
n=0

4−n log(|z(2nP )|).

Hence, we have

λ̂∞(P2) ⩽
1

2
log(p) +

1

6
log(211p4) = UB2.

Theorem 2.2. Let {E(p,q)} represent a family of elliptic curves over Q as defined
by the Weierstrass equation E(p,q) : y2 = x3 − p2x + q2 where p and q are both
prime numbers greater than 5. Let P ∈ E(p,q)(Q) be a rational point on E(p,q). If

p > 2 4
√
2q, then

ĥ(P ) >
1

8
log(

p4

2
)− 1

3
log(2) = LB.

Proof. We have two scenarios for computing the local height based on Proposition
2.1 and Theorem [6]. The condition λ2(P ) = 0 occurs if P reduces to a nonsingular
point in module 2. Otherwise, P becomes a singular point modulo 2. According to
(c) of Theorem (5.2) of [6], we have λ2(P ) = − 1

3 log(2). Next, we show that

λ̂∞(P ) ⩾
1

8
log(|(x2 + p2)2 − 8q2x|) ⩾ 1

8
log(|p4 − 16q4|) > 1

8
log(

p4

2
),

therefore

ĥ(P ) >
1

8
log(

p4

2
)− 1

3
log(2).
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3. Proof of Theorem 1.1

An important theorem applied to prove Theorem 3.1 is Theorem (3.1) of [5].

Theorem 3.1. Let E be an elliptic curve with a rank of r ⩾ 2 over Q. Let
P ′
1 and P ′

2 be independent points in the E(Q) modulo E(Q)tors. Choose a basis
{Q1, Q2, . . . , Qr} for E(Q) modulo E(Q)tors according to the condition P ′

1, P
′
2 ∈

⟨Q1⟩+ ⟨Q2⟩. Assume that E(Q) contains no infinite-order point Q with ĥ(Q) ⩽ λ
where λ is a positive real number. Then, index v of the span of P ′

1 and P ′
2 in

⟨Q1⟩+ ⟨Q2⟩ satisfies

v ⩽
2√
3

√
R(P ′

1, P
′
2)

λ

where

R(P ′
1, P

′
2) = ĥ(P ′

1)ĥ(P
′
2)−

1

4
(ĥ(P ′

1 + P ′
2)− ĥ(P ′

1)− ĥ(P ′
2))

2 < ĥ(P ′
1)ĥ(P

′
2),

thus

v ⩽
2√
3

√
ĥ(P ′

1)ĥ(P
′
2)

λ
.

This has enabled us to demonstrate Theorem 1.1.

Proof. In addition to the fact that 2 ∤ v holds true, we support our claim with three
theorems: 2.1, 2.2 and 3.1.

The right-hand side of the equation is now established as follows:

v ⩽
2√
3
.

√
UB1.UB2

LB
.

The calculation yields the value v < 3 for all prime numbers p ⩾ 41. The evidence
is therefore persuasive.
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