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Abstract. Achieving timely access to data objects is a major challenge in big distributed 

systems like the Internet of Things (IoT) platforms. Therefore, minimizing the data read 

and write operation time in distributed systems has elevated to a higher priority for 

system designers and mechanical engineers. Replication and the appropriate placement 

of the replicas on the most accessible data servers is a problem of NP-complete 

optimization. The key objectives of the current study are minimizing the data access time, 

reducing the quantity of replicas, and improving the data availability. The current paper 

employs the Olympiad Optimization Algorithm (OOA) as a novel population-based and 

discrete heuristic algorithm to solve the replica placement problem which is also 

applicable to other fields such as mechanical and computer engineering design problems. 

This discrete algorithm was inspired by the learning process of student groups who are 

preparing for the Olympiad exams. The proposed algorithm, which is divide-and-

conquer-based with local and global search strategies, was used in solving the replica 

placement problem in a standard simulated distributed system. The 'European Union 

Database' (EUData) was employed to evaluate the proposed algorithm, which contains 

28 nodes as servers and a network architecture in the format of a complete graph. It was 

revealed that the proposed technique reduces data access time by 39% with around six 

replicas, which is vastly superior to the earlier methods. Moreover, the standard 

deviation of the results of the algorithm's different executions is approximately 0.0062, 

which is lower than the other techniques' standard deviation within the same experiments. 
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  1. INTRODUCTION 

Quick access to data items would be critical when designing big, distributed systems 

like cloud computing and the Internet of Things (IoT). Data retrieval takes a longer time in 

distributed systems. As a result, system designers now place a high priority on lowering 

the operation time of data read and write in distributed systems. This issue can be addressed 

by storing several copies of the data across different servers, allowing for faster data access 

from distant places. Replication in this context refers to generating identical duplicates of 

the data on other servers. The placement of copies, which could be done either statically or 

dynamically, is often important to the performance of distributed systems. Decreasing 

access time to data objects in distributed systems is a challenging issue.  Data objects and 

their replicas are distributed across numerous servers geographically isolated in a distributed 

system such as IoT. The primary objective of data replication in such systems is to improve 

the system's dependability and efficiency. The number and location of replicas stored on 

various servers are critical parameters in the problem of replica placement. The research 

problem includes determining the optimal quantity of replicas, searching for optimal servers, 

storing data in the servers, and finally reducing the overall cost of the system for data 

processing. Determining the data replicas' optimal locations is an NP-complete problem.   

To address the problems of placement and replacement of data replicas within distributed 

systems, the current study proposes a novel discrete optimizer algorithm. The new algorithm is 

inspired by the process of group teaching and learning of students of a class for an Olympiad 

exam, which was named the Olympiad Optimization Algorithm (OOA). In OOA, the 

population of individuals includes and simulates the behavior of a set of students who attempt 

to get the best learning from their teammates. There is a competition between the individuals 

(students) to receive the best level of learning and preparation for the Olympiad exam. OOA 

solves an optimization problem based on the divide and conquer approach, including local and 

global search strategies. In each iteration, the population is divided into groups of students, 

and the students are engaged in teaching and learning activities. In OOA, no teacher 

individuals are involved in the learning process, and the population evolution is performed 

based on swarm intelligence and group-based learning. The relevant solution spaces for the 

optimal solution are searched by each subgroup. Solutions describe the quantity of replicas 

for each data object and their locations on the data servers; the fitness of a solution indicates 

the data access time provided by the solution. Furthermore, OOA can be utilized in 

addressing discrete optimization problems. The primary achievements of this study can be 

outlined as follows: 

I. Olympia Optimization Algorithm (OOA) is applied to address the problem as a novel 

discrete optimization algorithm. This method draws inspiration from the collaborative 

learning dynamics of students preparing for an Olympiad exam, employing a swarm-

based approach. Throughout each iteration, the algorithm simulates the teaching and 

learning processes among the population members (akin to students), driving the 

evolution of the population. This proposed algorithm adopts a divide-and-conquer 

strategy, incorporating both local and global search techniques. The individuals within 

the population are partitioned into subgroups, each employing a specific imitation 

mechanism to explore distinct regions within the solution space. During the global 

search phase, students emulate the behaviors of the best-performing students in the 

entire population.   

II. OOA can be used to address the majority of graph-based optimization problems.  
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III. OOA is adopted in solving the issue of replica placement in distributed systems as a 

routing problem in a graph.   

IV. A minimum data access time with a lower quantity of produced replicas is provided.  

V. The development of a standard case study platform to evaluate the replica placement 

algorithms is the other contribution of this study. In the case study, the European Union 

Database (EUData) was employed to evaluate the suggested algorithm; this database 

contains 28 nodes as servers and a network architecture in the format of a complete 

graph. The experiments involved running the case study using varying quantities of 

data items. 

The remainder of the current paper is structured as follows. Fundamental definitions 

associated with the problem of replica placement as well as previous works are reviewed in 

Section 2. Section 3 states the proposed OOA and its adoption to the replica placement 

problem. The case study and developed simulation platform were explained in the first part 

of Section 4. The results attained by the OOA are evaluated and compared with the results of 

other methods in the second part of Section 4, followed by broad conclusions in Section 5.   

2. LITERATURE SURVEY 

2.1 Background 

'Replicas' are extra copies of data objects stored on various servers to provide quicker 

remote data access, and 'replica replacement' is the process of generating perfect clones of 

the same data on various servers. Generally, the performance of distributed systems like IoTs 

depends on the placement of copies (it can be accomplished either statically or dynamically). In 

recent years, various strategies have been developed addressing the problem of replica 

placement, each with its unique structure, advantages, and disadvantages. Algorithms like 

greedy, tree-based, hot spot, and hot region are this field's primary replica placement techniques. 

These algorithms consider the majority of client load while randomly distributing M copies 

of data items across N servers. The data is distributed using the normal distribution approach in 

this manner. This process must be repeated several times to achieve the desired result, with 

the best result being chosen. One of the main benefits of this method is its ease of 

implementation; however, due to the algorithm's randomness, obtaining the most and the 

best-desired results is difficult [1]. The following is a review of some of the pertinent 

algorithms applied to the problems of replica placement. 

2.2. Greedy and Tree-based Algorithms 

After comparing all N servers, the best server, as well as a replica version, is selected 

by this algorithm. The lowest-cost service provider is chosen for delivering the replica 

version after evaluating the costs of each customer's access to it. A similar method is 

applied to the remaining versions in the next cycles. When addressing data access, it is 

assumed that the most recent replica is used by each client. The main advantage of this 

algorithm is its quick execution, whereas the main drawback is that determining the 

appropriate data distribution strategy could be challenging [1]. This is implemented 

through dynamic programming. Although this method was initially used in positioning the 

web proxy, it could also be employed in placing the replicas in distributed systems. 

Network connectivity in distributed systems will likely take the form of a tree. At the 
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uppermost level of this technique's smaller sub-trees, each one owns a communication 

interface with the web server. A request is sent by each client to the corresponding 

interface, which then forwards it to the webserver to connect with that [2]. 

2.3. Hot Spot-based and Workload-Aware Algorithms 

The other technique is storing multiple data replicas close to clients with heavy 

workloads. Accordingly, data is split among service providers according to the volume of 

work produced by their clients; to M service providers that are surrounded by many 

workloads, M replicas are distributed.  This algorithm estimates the volume of work traffic 

by using the radius of the neighborhood around each service provider [1]. Szymaniak et al. 

[3] and Ng and Zhang [4] introduced a common area-based placement approach. This 

algorithm's main objective is to accelerate placement operations. Through the application 

of this algorithm, the network is divided into multiple regions based on node delays; each 

region is known as a cell. The cells are then sorted by a radix-type technique, and k cells 

are selected as placement agent servers. The algorithm uses the GNP approach to split the 

network and map it to Euclidean space. The typical node delay is determined by the GNP 

approach, before converting the space of the network to Euclidean coordinates. This 

algorithm computes the density of nodes for each coordinate within every network area and 

subsequently selects the areas with the node with the highest density. 

This method investigates the process of automated scaling as well as dynamic replica 

placement. To reduce the scaling replicas' and other resources' overall cost, the automatic 

scaling method based on service overhead is first recommended. Before resource assignment, a 

hybrid load forecasting technique is utilized for workload prediction. The overall cost is 

calculated based on the workload. When the constraints are recognized, the optimization 

problem could be considered a problem of linear programming. Then using the Tabu algorithm, 

the optimum scaling strategy is chosen. The introduced data placement technique reduces the 

normal processing time of dynamic replica placement. This replica placement technique offers 

a more evenly distributed storage capacity than the relevant methods [5]. 

2.4. User Experience-based Algorithms 

This approach offers an adaptable strategy for replica placement within an edge computing 

environment, with the objective of evaluating the relationships among user access patterns, 

the quantity of replicas, and their specific placements. In this study, the replica placement 

approach was created to identify the ideal locations for replicas. This would improve the 

performance of data access and cloud storage. This method employs the dynamic replica 

creation algorithm (DRC-GM). DRC-GM addresses the irregular nature of user access by 

utilizing the data block as the data unit. To meet the data availability requirement, DRC-

GM dynamically adjusts the quantity of data copies, taking into account the connection 

between data access frequency and the number of replicas. The findings indicate that the 

DRC-GM algorithm can greatly improve system performance in an edge computing 

environment. This improvement includes enhanced prediction accuracy, faster access 

response times, increased utilization of network and storage space, and improved data 

availability [6]. This method employs a dynamic replica allocation strategy to enhance user 

experience. The replica consistency preservation method ensures that the data is correct 

and consistent. The recommended replica management strategy may greatly decrease the 

rented nodes' total cost (server) as the duration lengthens. In comparison with previous 
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strategies, the suggested method can cut overall costs by up to 32.27% and 53.65%, respectively. 

The proposed replica allocation technique has the potential to significantly minimize storage 

overhead as well as the delay of data transmission [7]. 

2.5. Heuristic-based Replica Placement Algorithms 

This approach employs Genetic Algorithm (GA) to identify the optimal locations for 

the generated replicas. The algorithm takes two key inputs: the Euclidean coordinates 

representing the network and the required number of servers for placement. The algorithm 

unfolds in two main steps. First, it calculates the Euclidean coordinates of the network. 

Second, it assesses the density of each region, including the count of nodes within the target 

region. Subsequently, it chooses the center for each region to serve as a pivotal point or as 

the cluster's core after each region is aggregated. In the following phase, the density of each 

cluster is determined through the compatibility function. Based on the density magnitude, 

two clusters are consistently selected from the pool of good clusters, and the intersection 

operation is performed. The prior coordinates are then swapped out for the new coordinates 

in the third stage, which involves a random leap on the new coordinates. The approach is 

repeated until many excellent clusters are found as placement servers [8].  

This strategy increases availability by enhancing the number of existing clones. 

Usually, the two objectives of increasing the distance between comparable exchanges while 

decreasing the distance between distinct exchanges must be accomplished. By measuring 

the bandwidth of the shortest link between two sites, Dijkstra's approach can be used to 

determine their distance. While the plan is carried out, the network is fixed.  The websites 

are colorized after the list of every file on the network is collected. A collection of locations 

is created that consists of an original file (data item) and optionally multiple copies 

(replicas) of the original file. Subsequently, the file that has the greatest distance from the 

nearest one is selected and substituted [9]. Table 1 demonstrates a list of relevant methods 

with their advantages and disadvantages.  
The replica placement algorithm can be investigated in static and dynamic models. The 

dynamic nature of the requests and resources has not been considered in the proposed method. 
Hierarchical and greedy-based algorithms [14, 15, 16] can be used to replicate the data objects 
in the dynamic distributed systems. In order to alleviate the replication time, the data servers 
can be clustered by different clustering and machine learning algorithms [17, 18, 19].  
Furthermore, the data servers can be grouped (partitioned) based on their features before 
being selected by the replication algorithms [20, 21, 22]. Different methods have been 
proposed to manage the big data objects over the distributed systems’ servers [23, 24, 25].  

Detecting anomalies in multivariate time series data is of paramount importance for 
ensuring the overall performance and reliability of cloud-based distributed systems. Given 
the intricate and rapidly changing nature of these systems, anomaly detection poses a 
significant challenge. To address these issues, different deep learning-based methods were 
proposed [26, 27]. The IoT as a large distributed system with numerous diverse physical 
devices needs a dynamic services coordination method; the coordinating method can 
integrate the heterogeneous devices and data storages into the context aware IoT infrastructure. 
Different studies have proposed the situation aware IoT services coordination approach [28]. 
Different clustering and classification methods that have been developed in the previous 
studies [29, 30, 31] can be used to cluster the data objects and data storages in the distributed 
systems. Furthermore, different metaheuristic algorithms with swarm intelligence features can 
be used to find out the best location of the data replicas [32, 33]. 
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Table 1 Related methods and their pros and cons 

Method Advantage Disadvantage 

Flexible Replica Placement [6] 
Quick response time, high 

data availability 

Data-file types and node types 

are not considered 

Experience-based Replica 

Placement [7] 

High performance in big 

distributed systems and low 

financial and storage costs 

Collaborative resource 

management is not considered 

Replica placement using GA [8] 
Reduced run time and 

optimum placement 

In large distributed systems, it 

shows a low performance 

Consistency-based Replica 

Placement [9] 

Low response time and 

Higher data availability 

It is only suitable for fixed 

networks during the execution of 

the method 

PSO and fuzzy-based replica 

placement algorithm [10] 
N/A 

The data write transaction 

performance is low 

Replica placement with service and 

content delivery networks [11] 
High stability 

There is a probability of being 

trapped in a local optimum 

Correlated data-replicas 

placement [12] 
Low response time 

The performance for the data 

writes transaction is low 

Priority-based replica 

management [13] 

Low average response time and 

capability of fault tolerance 
It is only suitable for static systems 

3. PROPOSED METHOD 

Data retrieval could take a very long time in a distributed system. Therefore, decreasing 

the required time for data objects to read and write in distributed systems is particularly 

difficult. As discussed earlier, a common approach to address this problem is to store 

numerous clones of the data on multiple servers (replicas) for easier access from a particular 

distance. A novel discrete heuristic swarm-based algorithm, OOA, has been proposed in 

the current study to address the problem of replica placement. Compared to various other 

methods, the application of OOA can reduce data access time in static contexts. 

3.1. Olympiad Algorithm  

3.1.1. Algorithm Structure  

The proposed OOA employs a swarm-based imitation technique as both its local and 

global search methods [34]. This heuristic method operates with a population and group-

based approach, solving optimization problems through a divide-and-conquer framework. 

In this approach, each member of the population within OOA mimics the behavior of a 

student in a classroom setting, particularly those students preparing for an Olympiad exam. 

The iterative teaching and learning processes among the population members (kind to 

students) drive the evolution of the population. This novel algorithm follows a divide-and-

conquer strategy, integrating both local and global search strategies. Individuals within the 

population are grouped into subgroups, each employing a specific imitation approach to 

explore distinct regions within the overall solution space. Fig. 1 provides an overview of 

OOA's general workflow, illustrating its applicability to solving optimization problems. 

Competition exists among the individuals (students) as they learn from one another. Each 

student maintains a memory of their learning rate, representing their position in the learning 
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process. In the OOA, each student is represented as a numeric array, and the student 

population consists of various solutions.  

 

Fig. 1 Workflow of the proposed OOA [34] 
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As depicted in Fig. 1, the initial phase of OOA, following the sorting process, entails 

dividing the student population into n teams, where each team consists of m students. The 

foremost team is recognized as the global best team, while the final team assumes the role 

of the global worst team. Within each team, comprised of students, exploration of their 

respective local solution space takes place. The primary student in the initial team is 

designated as the global best student, while in each successive team, the first student serves 

as the local best student.  

3.1.2. Learning Procedure  

Within OOA, students within teams aim to acquire knowledge from the best student in 

either the adjacent team (referred to as the local best student) or the top-performing global 

best team. The learning operator, a fundamental component of OOA, facilitates both local 

and global search operations. In essence, learning serves as the primary mechanism for 

OOA to seek out the optimal solution, with the aim of enhancing the population's overall 

knowledge or fitness. The introduction of the learning operator is intended to bolster the 

population's knowledge. Individuals (students) are sorted based on their knowledge, as 

demonstrated in Fig. 2, illustrating OOA's endeavor to enhance the population's knowledge 

through this operator. The learning operator encompasses four key steps. In the initial step, 

students within each team seek to learn from the students in their adjacent team. Following 

the initial phase of the learning operator, knowledge from the first team is propagated to 

other teams in a manner reminiscent of the bubble sort algorithm. Fig. 3 visually illustrates 

this first step of the proposed learning operator, wherein a team's knowledge is transferred 

to the neighboring team. This knowledge transfer process is carried out sequentially, 

mirroring the operation of the bubble sort algorithm, as knowledge gradually moves from 

one team to its adjacent counterpart.  

 

Fig. 2 First step of learning algorithms 

As portrayed in Fig. 3, all students within a learning team absorb knowledge from their 

corresponding peers in the adjacent team located on the left side. If there is no noticeable 
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improvement in the knowledge levels of the less proficient students in the weak team, the 

second stage of the learning process is initiated. During this second improvement stage, the 

best student from the learning team (belonging to the right-side team) undergoes a mutation 

process to introduce diversity. The mutation operator conducts a localized search on the 

best student from the weaker team. In situations where no substantial improvement is 

observed in this second step, the third step is put into action. In the third step, all students 

in the learning team (the weaker team) acquire knowledge from their counterparts in the 

global best team (the first team). 

  

Fig. 3 Learner team's students learn from the adjacent team's students 

In situations where the students from the global-best team are unable to effectively 

instruct the students in the worst team, the mutation operator is invoked on the global best 

student. Mutating the global best student introduces a slight degree of diversity, which can 

help prevent the algorithm from converging to a local optimum. Ultimately, students 

(referred to as search agents) from various teams are amalgamated to generate a new 

population. The learning operator is executed iteratively on this student population, as part 

of the ongoing optimization process. This iterative learning process allows for the continual 

refinement of the population's knowledge and, consequently, enhances the algorithm's 

ability to find optimal solutions to the given problem. 

3.2. Adapting the Olympiad Algorithm to Replica Placement Problem  

3.2.1. Mathematical Specification of The Problem  

In distributed systems, replicating data objects on multiple servers is necessary to 

improve data access time. The problem at hand involves server number S(n) as well as data 

item number (𝑘), where k is within the range 1 <  𝑘 ≤  𝐾 and 𝑛 is within the range 1 <
 𝑛 ≤  𝑁. The corresponding capacities of service provider n and data item k are denoted 

by 𝐶(𝑛) and 𝑉(𝑘), respectively. The communication cost between service providers 𝑆(𝑛) 

and 𝑆(𝑚) is represented by integer 𝑙(𝑛𝑚), and the data transport cost between servers 𝑆(𝑛) 

and 𝑆(𝑚) is equivalent to the communication cost. It is assumed that 𝑙(𝑛𝑚) is equal to 

𝑙(𝑚𝑜𝑛) in this context. Additionally, the variables read(𝑛, 𝑘) and write(𝑛, 𝑘) indicate the 

number of read and write requests for the object (𝑘) from servers S(n). Each data object 
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has a primary server, 𝑃(𝑘), which possesses the initial version of the object. It is important 

to mention that object (𝑘) cannot be directly transferred to a different server in its original 

state. The servers where the object (𝑘) is replicated are recorded in a distinct list referred 

to as 𝑅𝑆(𝑘) for each primary server. When server 𝑆(𝑛) intends to perform a read operation 

on data object k, it should select the nearest server that holds either the original or replica 

versions of the object. During the writing process, the associated server sends a data update 

request (𝑘) to the main server. In this scenario, the primary server 𝑃(𝑘) broadcasts a 

message to all the servers that host object (𝑘), and every server updates the corresponding 

data item accordingly. The primary goal of the problem of replica placement is distributing 

the replicas among servers to minimize the total read and write operations cost and enhance 

the data availability. 

The proposed approach's initial step involves transforming replica placement into the 

well-known common traveling salesperson problem (TSP). To illustrate this, the Performance-

Sensitive Genetic Algorithm (PSGWA) was employed to assess various methods to replicate 2 

data items across 6 distinct servers in a scenario where there exist 2 data objects and 6 

servers. Each data item is assigned a unique ID number (Kn denotes the unique ID of the 

nth data object). There are four distinct modes of replicating 2 data items (K1 and K2) on 

a given server (S). Fig. 4(a) presents the configurations of replicating 2 data items across 

the 6 data servers. Various modes are as follows: 

▪ 1st mode: Neither K1 nor K2 is cloned on server S. 

▪ 2nd mode: Only K1 is cloned on server S, but not K2. 

▪ 3rd mode: Only K2 is cloned on server S, but not K1. 

▪ 4th mode: Both K1 and K2 are cloned on server S. 

The columns of the generated graph represent the different modes of the servers, while 

each row corresponds to a specific server. Each solution path acts as a representation of the 

desired locations for the data item's replica. Each path's fitness value in the graph is 

determined based on the objective function. Like the Traveling Salesperson Problem, the 

optimal path is the one that has the shortest distance according to the fitness function. Fig. 

4(b) illustrates the process of replica placement to replicate 2 data objects across 6 servers. 

It presents a placement model that indicates the specified path of the 2 data-object copies 

on the 6 servers ([2,3,1,1,3,4]). This path can be interpreted as follows: 

▪ Server (1) exclusively stores the K1 data item's replica. 

▪ Server (2) exclusively stores the K2 data item's replica. 

▪ Server (3) possesses no replicas. 

▪ Server (4) possesses no replicas. 

▪ Server (5) exclusively stores the replica of the K2 data item. 

▪ Server (6) stores both K1 and K2 data items' replicas. 

Ultimately, the problem of replica placement was successfully mapped into the 

Traveling Salesperson Problem. Fig. 5 showcases the ultimate representation of the graph 

of replication as depicted in Fig. 4(b). The same problem has been addressed using a 

different technique [26, 27]. 
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Mode 1S1 Mode 2 Mode 3 Mode 4

S2

S6

S3

S4

S5

Begining of the Path

End of the Path             

Mode 1 Mode 2 Mode 3 Mode 4

Begining of the Path

End of the Path  

Fig. 4 Mapping the replica placement problem's search space to the TSP problem's search 

space: (a) Two data object's potential replication model over six 2 data items in 6 distinct 

servers and (b) A placement path example when replicating distinct data servers. 

 

Fig. 5 Replica placement graph 

3.2.2. Individual Structure  

Each student is represented by a numeric array in the replica placement issue. Fig. 6 

displays a student's structure in the replica placement issue. Each cell in a student array contains 

information about the server mode for that instance. The server index could be calculated using 

the student array’s index. Each student has a replication path within the population. The path 

in Fig. 4(b) is the same as the one in the student array depicted in Fig. 6.  

 

Fig. 6 Structure of a student in OOA is used in solving the problem of replica placement 

in the case of six data servers 
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Each replication array's fitness is assessed by applying the fitness cost function.  When 

the replication array is sorted according to fitness, the population is categorized into n 

teams. The term "student knowledge" in this study refers to a student's fitness; that fitness 

(replication array) reflects the proximity to the ideal solution. Fitness is proportional to the 

time it takes to get the data. The required cost and time to access data in the server will be 

changed by any replica placement. The best student specifies the location of a data replica 

with the shortest access time. Each student array in the initial population is randomly 

initialized. If one of the edges (or nodes) in the graph of the problem of replica placement 

fails, the algorithm could still quickly determine the best new condition. As a result, if a 

node is removed, OOA can quickly determine the optimal (shortest) path because it is no 

longer required to start from the beginning. 

3.2.3. Fitness Function  

The total cost of operations associated with the data item k is calculated using Eq. (1), 

where 𝐴𝑐𝑐𝑒𝑠𝑠𝑅(𝑘) indicates all read operations for data item k from all servers that have 

received read requests for item k. Eq. (2) calculates the value of 𝐴𝑐𝑐𝑒𝑠𝑠𝑅(𝑘). In Eq. (2), 

𝑁𝑆(𝑛𝑘) denotes the nearest or the least cost server that possesses a clone of object 𝑘. 

Furthermore, in Eq. (3), all write or update operations on data item k from all servers 

involved in the update request are referred to as 𝐴𝑐𝑐𝑒𝑠𝑠𝑊(𝑘). Eq. (3) calculates the value of 

𝐴𝑐𝑐𝑒𝑠𝑠𝑊(𝑘), and Eq. (4) is used to calculate the total data operation cost (TOC) of the whole 

system for all data items. The aim is to reduce the TOC parameters, and OOA was used to 

find the best data replica placement with a minimum amount of TOC. 

 𝑇𝑂𝐶(𝑘) = 𝐴𝑐𝑐𝑒𝑠𝑠𝑅(𝑘) + 𝐴𝑐𝑐𝑒𝑠𝑠𝑊(𝑘) (1) 

 𝐴𝑐𝑐𝑒𝑠𝑠𝑅 = 𝑉(𝑘) × (∑ 𝑟𝑒𝑎𝑑(𝑛, 𝑘)𝑁
𝑛=1 × 𝑙(𝑛 × 𝑁𝑆(𝑛, 𝑘))) (2) 

 𝐴𝑐𝑐𝑒𝑠𝑠𝑤 = 𝑉(𝑘) × ∑ [𝑤𝑟𝑖𝑡𝑒(𝑛, 𝑘) × [𝑙(𝑛, 𝑝(𝑘)) + ∑ 𝑙(𝑝(𝑘), 𝑗)∀𝑗∈𝑅𝑆(𝑘),𝑗≠𝑛 ]]𝑁
𝑛=1  (3) 

 𝑇𝑂𝐶 = ∑ 𝑇𝑂𝐶(𝑘)𝐾
𝑘=1  (4) 

4. CASE STUDY AND RESULTS    

4.1. Case Study and Simulation Platform   

The 'European Union standard Database' (EUData) was employed, as a case study, to 

examine the suggested algorithm; this case study database contains 28 nodes as servers and a 

network architecture in the format of a complete graph. The vertices of the graph 𝐺(𝑉, 𝐸) depict 

the nations of the ‘European Union’ (|𝑉|  =  28). Furthermore, 𝐸 represents the network 

communication equipment's cost which is equal to the edges of the graph. To evaluate the 

introduced method's performance in the EUData case study, a simulation platform was developed 

in MATLAB. In the developed platform, the other techniques, such as Genetic Algorithm (GA), 

Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Shuffle Frog Leaping 

Algorithm (SFLA), and Grey Wolf Optimization (GWO), were implemented along with the 

OOA. The implemented algorithms were executed with different settings in the developed 

platform. The simulations were carried out for all algorithms on the same hardware with 

Microsoft Windows using MATLAB. Table 2 demonstrates the calibration parameters.  
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Table 2 Calibration parameters of various replication methods adjusted experimentally 

Algorithm Parameters Value 

GA 

Quantity of chromosomes 150 

Chromosome length 28 × k 

Crossover rate 0.7 

Mutation rate 0.05 

SFLA 

Quantity of frogs 96 

Size of Memeplex 12 

Quantity of Memeplexes 8 

FLA iterations (Beta) 7 

Quantity of Iterations 100 

 

 

GWA 

 

Quantity of wolves 50 

𝑎 [0, 2] 

𝐶 Variable 

𝐴 Variable 

𝑟1, 𝑟2 Random values in [0, 1] 

 

 

PSO 

 

 

Quantity of particles 30 

Inertia Weight 0.8 

Ratio of Inertia Weight Damping 0.99 

Particle.C1 and Particle.C2 1.8 

Quantity of iterations 100 

OOA 

Quantity of students 40 

Quantity of teams 4 

Size of teams 10 

Learning rate Random values in [0.2, 0.8] 

Imitation count 1 

Quantity of iterations 100 

The following are the examination criteria applied in the current study:  

▪ Total Operation Cost (TOC), which is the data access operations' cost (read and write)  

▪ The quantity of generated replica items by the replica placement algorithm. 

▪ The algorithm's convergence speed. 

▪ Algorithm's reliability in addressing the problem of the replica placement.  

▪ Algorithm's stability during various executions for the same data item. 

The experiments involved running simulations using varying quantities of data items, 

ranging from one to five. The connectivity costs between 28 data servers were uploaded as a 

matrix and uploaded in a free access repository [58]. The details of 28 data servers employed in 

the experiment are demonstrated in Table 3 and geographically distributed over the 28 data 

servers situated all around Europe. In the simulations, servers’ number' 5', '17', '9', '22', and '11' 

hold significant importance as they are considered key servers for storing original data items. 
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Table 3 Details of data servers 

Server number Server name Country name Server capacity in GBs 

1 FI Finland 10021 
2 SE Sweden 21451 
3 EE Estonia 21110 
4 LV Lithonia 30000 
5 LT Lithuania 32002 
6 DK Denmark 34555 
7 PL Poland 46111 
8 CZ Czech 48121 
9 SK Slovakia 42121 
10 HU Hungary 10001 
11 AT Austria 10021 
12 RO Romania 21451 
13 IT Italy 21110 
14 SL Slovenia 30000 
15 BG Bulgaria 32002 
16 GR Greece 34555 
17 CY Cyprus 46111 
18 MT Malta 48121 
19 PT Portugal 42121 
20 ES Spain 10001 
21 FR France 34555 
22 DE Deutschland 46111 
23 LU Luxembourg 48121 
24 BE Belgium 42121 
25 NL Netherlands 10001 
26 GB Great Britain 34555 
27 IE Ireland 46111 
28 HR Croatia 48121 

Table 4 lists the five original data items employed in the simulations. All simulations 

incorporated various quantities of data pieces, ranging from 1 to 5 (where 1 < k < 5). Each 

data access request in the simulations involved accessing five data items, with each number 

representing the corresponding server. Table 5 lists the data-access requests employed in 

the simulations, encompassing both read and write operations and request settings. 

Table 4 Volume/location of original data items employed by simulation 

Data Object K1 K2 K3 K4 K5 

Volume (in GBs) 0.1 0.15 0.16 0.18 0.2 

Primary Hosted Server 5 

(Lithuania) 

17 

(Cyprus) 

9 

(Slovakia) 

22 

(Deutschland) 

11  

(Austria) 
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Table 5 Read/write requests employed by simulation (adapted from [28]) 

Request Number  Read request (array 28×5)    Write request (array 28×5)      

1  5, 3, 3, 0, 1 1, 1, 0, 2, 1 

2  0, 4, 1, 1, 1 0, 5, 2, 0, 2 

3  1, 2, 7, 6, 0 1, 1, 1, 0, 0  

4  4, 3, 8, 0, 6 0, 1, 0, 1, 0  

5  0, 6, 11, 2, 1 0, 2, 0, 1, 0 

6  9, 0, 4, 0, 9 0, 0, 0, 0, 0 

7  3, 5, 2 1, 10 0, 0, 0, 0, 0 

8  1, 4, 2, 0, 1 0, 0, 1, 0, 0 

9  3, 5, 0, 8, 0 0, 0, 0, 1, 0 

10  2, 3, 2, 4, 5 0, 1, 1, 0, 1 

11  2, 1, 1, 8, 0  0, 0, 0, 1, 0  

12  2, 0, 7, 4, 9  0, 1, 2, 0, 0 

13  1, 1, 2, 4, 0 0, 0, 0, 0, 0  

14  1, 1, 4, 1, 0  1, 2, 1, 0, 0 

15  0 ,4, 3, 0, 7 0, 1, 0, 2, 0  

16  1, 1, 2, 2, 1 0, 1, 0, 1, 0 

17  3, 6, 5, 4, 5 0, 0, 0, 0, 2 

18  6, 0, 4, 0, 6  0, 1, 0, 1, 0 

19  0, 4, 2, 3, 0  0, 0, 1, 0, 4  

20  5, 3, 4, 0, 3  0, 1, 2, 4, 0 

21  2, 10, 2, 6, 0 0, 0, 2, 0, 0 

22  5, 4, 4, 0, 2 1, 0, 0, 1, 4 

23  3, 0, 2, 3, 1 0, 0, 1, 0, 0  

24  2, 7, 9, 0, 5 0, 3, 0, 0, 3 

25  1, 4, 3, 3, 5 0, 0, 0, 2, 0  

26  3, 6, 2, 10, 5 1, 0, 0, 1, 1 

27  6, 0, 4, 0, 6  0, 0, 3, 0, 0 

28  0, 4, 4, 3, 0 0, 2, 0, 0, 2 

4.2. Results  

When it comes to the challenge of replica placement in distributed systems, k data items 

are required to be cloned across N servers. In such a situation, S(n) indicates the nth 

instance of the server, whereas Item(k) represents data object k. To identify the most 

suitable replica locations, a series of experiments were conducted using five different 

optimization algorithms: GA, ACO, SFLA, GWO, PSO, and OOA. To identify the optimal 

location for the clones, five sets of experiments were undertaken using GA, ACO, SFLA, 

GWA, PSO, and OOA algorithms. In the primary set of the test, the data items were 

replicated on twenty-eight servers. TOC and the quantity of the generated data item clones 

were utilized for results comparison. Every technique produces a different number of data 

replicates over different servers. Consequently, there is variation in the time of accessing 

data and the number of replicas for each algorithm. The first experiment's findings are 

depicted in Fig. 7. Twenty-eight servers were used in the initial stage of this experiment to 

hold copies of data items created by each algorithm. The overall data access time was 

computed by conducting 56 read/write operations on the replicas.  

Various algorithms may employ a varying quantity and distribution of servers for 

storing data items. Therefore, the quantity and placement of copies impact total access time. 
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An experiment with different numbers of data items was conducted similarly. The proposed 

technique is to identify the optimal replica’s locations over the data servers. Fig. 7 displays 

the optimal TOC obtained from the GA, ACO, SFLA, GWA, PSO, and OOA algorithms. 

If the value of k is set to 5, the total operation counts for the 56 operations of accessing data 

are as follows for OOA, PSO, GWA, SFLA, ACO, and GA algorithms: 0.673900 seconds, 

0.802200 seconds, 0.816300 seconds, 0.824100 seconds, 1.057800 seconds, and 0.930660 

seconds, respectively. According to the results, OOA outperforms the other methods in data 

success time. When four data objects are replicated, similar results are achieved; the total 

replica data access time generated by OOA, PSO, GWA, SFLA, ACO, and GA is 0.638000, 

0.760350, 0.791470, 0.768980, 0.945750, and 0.928160 seconds, respectively. OOA manages 

replicas with a lower TOC compared to the previous techniques. Fig. 7 shows that, in terms of 

the TOC criterion, PSO and GWA perform similarly in the replica placement problem. OOA 

takes advantage of both algorithms' strengths and outperforms GWA and PSO.  

In all benchmarks, OOA has a lower TOC in comparison with the previous techniques. 

Fig. 8 demonstrates how different methods reduce data-access time. In terms of reduction 

of TOC, OOA outperforms the prior approaches in all benchmarks, and all algorithms 

perform equally in the modest benchmarks (k=1). The TOC of various methods varies 

significantly across all benchmarks. The TOC criteria of the proposed technique 

demonstrate an almost linear increase as the quantity of data objects grows. When k exceeds 

five, a statistical interpolation approach is employed to estimate an unknown TOC value. 

In the context of large datasets, interpolation is an approach employed to estimate the 

replica-placement algorithms' performance, which involves utilizing additional known 

values within the same sequence as the unknown value to estimate its value.  If a consistent 

pattern can be observed among the collected data points, it is possible to predict the success 

of the replica placement techniques. 

 

Fig. 7 Greatest time of data access achieved by various methods for various quantities of 

data items 

0

0.2

0.4

0.6

0.8

1

1.2

K1 K2 K3 K4 K5 AVG

TO
C

 (
Se

co
n

d
s)

OOA PSO GWO SFLA ACO GA



 DATA REPLICATION IN DISTRIBUTED SYSTEMS USING OLYMPIAD OPTIMIZATION... 517 

 

 

Fig. 8 Replica-placement algorithms achieve varying levels of reduction in data-access 

time percentages for various quantities of data items 

Fig. 9 exhibits the trendlines produced by multiple methods for the TOC, which show the 

methods' behavior for various data items. The slope of the trendlines represents the new 

algorithm's performance. Figs. 9 and 10 depict the linear behavior of OOA and the slope of the 

trendlines for the different methods, respectively. The OOA trendline slope is around 0.045. 

OOA and PSO show the lowest and highest amount of trendline slope, respectively. PSO's 

TOC value exhibits a more pronounced increase as the amount of data increases, making it 

suitable for handling a large quantity of data items in distributed systems like IoT and cloud 

systems. Another factor for evaluation is the quantity of generated clones (replicas) by replica 

placement methods. The higher the storage cost, the greater the number of created clones.  

 

Fig. 9 Trendlines representing the obtained values of TOC through various algorithms 
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Fig. 10 Trendline slopes are generated for different algorithms 

Fig. 11 shows the replica counts generated by various methods for varying quantities 

of data objects. When k=1, GA, ACO, SFLA, GWA, PSO, and OOA generated five, six, 

five, five, and four copies, respectively. The number of created copies in the huge 

benchmark (𝑘 = 5) is 24, 30, 8, 12, 9, and 7, correspondingly. The OOA produces fewer 

replicas than the other algorithms in most benchmarks. Overall, the proposed algorithm can 

save more time with a lower number of replications. OOA requires less storage compared 

to other methods in addressing replica placement. The significant reduction in time 

achieved with a limited number of replications indicates that OOA is more efficient 

compared to the other methods. As depicted in Figs. 9 and 10, OOA exhibits linear growth 

in the quantity of replicas but with a smaller slope compared to previous techniques. 

The convergence criterion is the heuristic algorithms' other performance requirement. 

In order to examine the convergence of the algorithms, an additional series of experiments 

was conducted.  

 

Fig. 11 Replica-placement algorithms generate varying number of replicas for various 

numbers of data items in optimal scenarios 
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Notably, the proposed methodology demonstrates significantly faster convergence 

compared to other methods. The OOA algorithm achieves the optimal server selection for 

replicas of a single data object within five iterations. In a specific test (K1), 4 replicas were 

distributed across the available servers, which resulted in a TOC reduction of 51%. The 

results vividly exhibit the superiority of the OOA algorithm over PSO, GWA, SFLA, ACO, 

and GA concerning the reduction of TOC and speed of convergence. The 2nd experiment 

evaluated the performance of various methods in replicating and storing 2 data items; the 

convergence of these methods when confronted with the task of replicating and storing two 

data items in the appropriate servers. The findings indicate the OOA's superior performance 

in terms of convergence and TOC. In this benchmark experiment, the OOA algorithm can 

find the optimal replica site before the 10th iteration. With only four copies, the proposed 

approach reduced TOC by 45%. The new method's TOC value is lower than the TOC 

values produced by the other techniques in this experiment. In this benchmark scenario, 

OOA achieved a 41% reduction in TOC by utilizing six replicas across the 28 data servers. 

The experimental results demonstrate the superior performance of OOA compared to other 

algorithms regarding the reduction of TOC and speed of convergence. 

The speed of convergence and obtained TOC by different algorithms in the fourth 

benchmark (k=4) have been shown in Fig. 12. As shown in the results, OOA selects the 

best servers for replicating 4 data items before the 20th iteration in this benchmark scenario 

(k=4). When there are four data items, OOA reduces TOC by 36% with seven replicates. 

PSO and SFLA perform similarly in this benchmark (23% TOC reduction). Similar to other 

algorithms, GWO achieves a 20% reduction in data access time. Additionally, it requires a 

lower number of data servers compared to other techniques. In the remaining studies, 

various algorithms' performance was assessed using five data items. Fig. 13 depicts the 

methods' performance when there are five data items for replication. OOA decreases TOC 

by 32% with only seven data replicates, as demonstrated in Fig. 13. PSO, GWA, and SFLA 

all perform similarly in this benchmark. OOA demonstrates a faster convergence rate in 

comparison with the other algorithms. GWO reduces TOC by 18% by producing twelve 

clones. Following the suggested algorithm, PSO requires fewer data servers to manage five 

data items compared to GA, GWA, ACO, and SFLA. 

 

Fig. 12 Convergence of various algorithms towards optimal solutions for k=4 (four data 

objects) 
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Fig. 13 Convergence of various algorithms towards optimal solutions for k=5 (five data items) 

The average value of TOC reduction by various approaches for five benchmarks is 

demonstrated in Fig. 14. On average, the reduction of TOC achieved by OOA, PSO, GWA, 

SFLA, ACO, and GA algorithms is 39%, 25%, 28%, 30%, 18%, and 21%, respectively. 

The proposed OOA algorithm achieves an average TOC reduction of 39%. Furthermore, 

the average quantity of copies generated by OOA, PSO, GWA, SFLA, ACO, and GA 

algorithms is 6.25, 7.2, 8.2, 12.5, 19.75, and 14.25, respectively. Overall, the suggested 

strategy maintains data with fewer replicas and reduces data access time the most. In terms 

of outcomes, OOA greatly surpasses the other algorithms about TOC reduction, quicker 

convergence, and fewer created clones (lower storage spaces). The findings were analyzed 

regarding deviation value to determine all mentioned methods' stability. Ten iterations of 

each method were reviewed to assess the range of probable outcome changes.  

 
Fig. 14 TOC average reduction 
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Table 6 indicates the TOC values obtained by six algorithms when k=5 during 10 

executions. According to the findings, the average value of TOC obtained from ten executions 

of OOA is about 0.6917; whereas this figure for GA, ACO, SFLA, GWA, and PSO are 1.0266, 

1.1723, 0.8421, 0.8237 and 0.8022 respectively. Indeed, the OOA has more performance 

compared to the other algorithms in terms of the TOC reduction criteria. Furthermore, the 

minimum value of TOC provided by OOA is lower than the other algorithms.  

The values in the final row of Table 6 illustrate the standard deviation (STDV) among the 

produced TOC in 10 executions. The least STDV indicates the OOA's higher stability in this 

benchmark. The increased stability observed in the results obtained by OOA reflects a higher 

level of reliability. GWO and SFLA have approximately similar performance in this benchmark 

(k=5). 

Table 6 TOC values obtained by various algorithms undergo a range of changes during ten 

executions when k=5 

#Runs GA ACO SFLA GWA PSO OOA 

1 1.0240 1.0578 0.8625 0.8163 0.7888 0.6981 

2 0.9306 1.1785 0.8315 0.8166 0.7977 0.6911 

3 1.1277 1.1698 0.8625 0.8315 0.7965 0.6987 

4 0.9552 1.2245 0.8241 0.8214 0.8139 0.6787 

5 1.1698 1.1554 0.8241 0.8237 0.8116 0.6921 

6 1.0578 1.2258 0.8315 0.8312 0.7972 0.6962 

7 0.9306 1.1412 0.8287 0.8241 0.7965 0.6917 

8 0.9564 1.1941 0.8625 0.8166 0.7843 0.6961 

9 1.1412 1.1412 0.8312 0.8287 0.7999 0.6897 

10 0.9731 1.2353 0.8625 0.8267 0.835 0.6850 

Min 0.9306 1.0578 0.8241 0.8163 0.7843 0.6787 

Max 1.1698 1.2353 0.8625 0.8315 0.835 0.6987 

AVG 1.0266 1.1723 0.8421 0.8237 0.8024 0.6917 

STDV 0.0919 0.0531 0.0177 0.0058 0.0147 0.0062 

Regarding the results obtained by six algorithms when k=4 during ten executions, the 

average value of TOC obtained by OOA is about 0.6528; whereas this figure for GA, ACO, 

SFLA, GWA, and PSO are 0.9581, 1.0019, 0.7770, 0.8018 and 0.7778 respectively. On 

average, the OOA has a lower TOC than the other algorithm. Like the other benchmarks, 

OOA provides lower data access time with a limited quantity of produced replicas. The 

other important criterion is the reliability of the results. In this study, the lower amount of 

deviation among the obtained results during 10 executions indicates the reliability of the 

results. As shown in Table 6, GWA has the lowest STDV and highest reliability. After 

GWA, OOA is more stable (reliable) than the other algorithms. The smaller the STDV, the 

more stable the OOA in this benchmark. The greater the stability, the greater the 

dependability of the OOA results. Analyzing results from 10 executions while 𝑘 = 5, the 

average quantity of replicas produced by OOA is 7, which is smaller compared to the other 

techniques. The average quantity of replicas generated by GA, ACO, SFLA, GWA, and 

PSO algorithms is 25.3, 34.4, 12, 12.4, and 9.97, respectively. The average quantity of 

replicas produced for five data items by GWA and PSO is 12.4 and 9.9 in the simulated 

distribution systems. Indeed, OOA shows the lowest time of data access with around seven 

replicas for five data items in the simulated distributed system. OOA is superior to the 
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existing methods when it comes to the quantity of produced replicas. The value of STDV 

among the results achieved by GA, ACO, SFLA, GWA, PSO, and OOA are 1.6363, 2.4129, 

2.3094, 0.5163, 1.3703, and 1.1547, respectively. In this benchmark, GWA has the highest 

performance from the stability perspective. After GWA, OOA has the lowest STDV and, 

consequently, the highest stability of the results.  

Based on the results of ten executions on the four data object, the average quantity of 

copies created by OOA is 6.6, which is lower than the other methods. GA, ACO, SFLA, 

GWA, and PSO generated an average of 21.2, 25.1, 12.9, 10.6, and 9.1 copies, respectively. 

In the simulated distribution systems, the average quantity of copies generated by GWO and 

PSO for four data items is 10.6 and 9.1. In the simulated distributed system, OOA delivers 

the shortest data access time with around 6.6 replicates for four data items. In terms of the 

quantity of created clones, the OOA outperforms the other methods. STDV values generated 

by GA, ACO, SFLA, GWA, PSO, and OOA are 3.7947, 2.4698, 2.5582, 0.5163, 0.316228, 

and 1.3498, respectively. GWA has the highest performance in this benchmark in terms of 

stability. Following GWA, OOA has the lowest STDV and hence the best results stability. 

To confirm and trust the results, four distinct settings were used in similar investigations. In 

every experiment, the initial servers of the initial data items are different. Moreover, depending 

on the layout, data item sizes fluctuate. Each replica-placement method has been thoroughly 

tested in a variety of settings (configurations). Table 7 shows the final experiment parameters. 

On each arrangement, 4 various data items with various quantities were stored in chosen servers. 

Each data object's initial server is specified in the settings. The findings reveal the OOA's 

performance in determining the optimal replica placement in different configurations. In the 

conducted testing with varied settings, OOA has better performance with regard to convergence 

speed and TOC reduction. Regarding the results, SFLA, GWA, PSO, and OOA converged 

respectively to 0.7377, 0.7069, 0.6987, and 0.7029 after 100 iterations. The results of this 

experiment indicate that the OOA is superior to the other algorithms. The 2nd experiment was 

conducted with the 2nd configuration. The provided TOC by SFLA, GWA, PSO, and OOA are 

0.8167, 0.7899, 0.7977, and 0.6981, respectively. The OOA is superior to the other algorithms 

from the TOC and convergence points of view. In this experiment, the SFLA, PSO, and GWA 

all performed similarly. The third experiment was conducted in different configurations. The 

obtained TOC by SFLA, GWA, PSO, and OOA are 0.7274, 0.7045, 0.8357, and 0.6787. In this 

experiment, similar to the previous experiments, the OOA is superior to the other algorithms 

from the TOC and convergence points of view. Finally, the fourth experiment was conducted 

in different configurations. The provided TOC by SFLA, GWA, PSO, and OOA are 0.7763, 

0.7776, 0.7843, and 0.6850. In most of the benchmarks, OOA finds the optimum solution before 

the other algorithms. In most trials, the SFLA and GWA perform similarly, whereas GA and 

ACO perform worse than the other algorithms. Overall, the OOA outperforms both the SFLA, 

GWA, and PSO.  

Table 7 Four workload configs to validate various algorithms' performance 

Config. (workload) number Primary Servers Data objects' volume in Gigabytes 

1 [15, 7, 3, 17, 27] [0.10, 0.15, 0.16, 0.10, 0.20] 

2 [1, 28, 11, 5, 3] [0.70, 0.15, 0.86, 0.90, 0.70] 

3 [19, 2, 17, 15, 6] [0.30, 0.25, 0.10, 0.70, 0.25] 

4 [7, 1, 18, 25, 9] [0.90, 0.15, 0.30, 0.50, 0.60] 
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 Fig. 15 illustrates the TOC achieved by different replica placement algorithms across 

four distinct configurations. The proposed OOA algorithm outperforms other methods in 

performance and efficiency. SFLA, GWA, and PSO algorithms exhibit similar performance in 

most configurations and benchmarks. Additionally, the quantity of replicas generated by 

OOA is smaller compared to other methods. This results in a reduced total data access time 

in distributed systems by minimizing the quantity of data replicas located on multiple 

servers. Among the algorithms evaluated, PSO, GWA, and SFLA exhibit better performance 

and efficiency compared to ACO and GA. On average, PSO generates 7.2 replicas, GWA 

generates 8.2 replicas, and OOA generates approximately six replicas. On the other hand, 

the SFLA algorithm generates an average of approximately twelve replicas.  

 

Fig. 15 Replica-placement algorithms’ performance within different configurations 

The average reduction in total TOC obtained by the OOA, PSO, GWA, and SFLA 

algorithms is 39%, 25%, 28%, and 30%, respectively, with SFLA exhibiting a higher reduction 

compared to PSO and GWA. Among the replica placement methods used in the current study, 

the ACO algorithm demonstrates the least performance and efficiency. OOA, on the other hand, 

maintains consistent performance regardless of the specific characteristics of the data objects. It 

exhibits reliable and predictable behavior, as observed in Fig. 15, with reduced fluctuations 

indicating its reliability. The linear trend with a slope close to 0 degrees further illustrates the 

effectiveness of the proposed OOA algorithm in the given scenario.  

4.3. Discussion 

Regarding the TOC reduction criterion, OOA exhibits superior performance compared to 

the others. Figs. 8 and 9 illustrate the relatively poor performance of ACO when dealing with 

a larger quantity of data items, as it incurs an overhead of performance in some of the 

benchmarks. Based on the simulation results, OOA offers the lowest data access time and 

achieves a higher TOC reduction compared to other algorithms. Figs. 10 and 11 show the 

linear behavior of OOA and the slopes of the trend lines for different techniques. The slope 

of the OOA trendline is approximately 0.045. OOA and PSO indicate the lowest and highest 

trend line slopes, respectively. PSO is suitable for processing large amounts of data in 

distributed systems such as IoT and cloud systems, as the TOC value increases significantly 
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as the amount of data increases. The OOA’s TOC value is lower than the TOC values 

produced by the other techniques in this experiment. The results demonstrate the superior 

performance of OOA compared to other algorithms regarding reduction of TOC and speed 

of convergence. On average, the TOC reductions achieved by OOA, PSO, GWA, SFLA, 

ACO, and GA algorithms are 39%, 25%, 28%, 30%, 18%, and 21%, respectively. Notably, 

the proposed OOA algorithm achieves an average TOC reduction of 39%. Furthermore, the 

results show that the average number of copies generated by the OOA, PSO, GWA, SFLA, 

ACO, and GA algorithms are 6.25, 7.2, 8.2, 12.5, 19.75, and 14, respectively. Overall, the 

proposed strategy manages data with fewer replicas and provides the fastest data access times. 

OOA far outperforms other algorithms in terms of reduced TOC, faster convergence, and 

fewer clones created. 

The stability of the results is one of the main criteria that should be considered in 

metaheuristic algorithms. The findings were analyzed regarding deviation value to determine 

all mentioned methods' stability. Ten iterations of each method were reviewed to assess the 

range of probable outcome changes. Regarding the findings, the average value of TOC 

obtained from ten executions of OOA is about 0.6917; whereas this figure for GA, ACO, 

SFLA, GWA, and PSO are 1.0266, 1.1723, 0.8421, 0.8237 and 0.8022 respectively. Indeed, 

the OOA has more performance compared to the other algorithms in terms of the TOC 

reduction criteria. The lowest STDV among the obtained results indicates high OOA stability 

in this benchmark. On average, OOA has a lower TOC than other algorithms. Like other 

benchmarks, OOA provides faster data access times while limiting the number of replicas 

generated. Another important criterion is the reliability (stability) of the results.  

In this study, the small variability between the results obtained during the 10 runs 

indicates the reliability of the results. According to the results, GWA has the lowest STDV 

and the highest reliability. According to GWA, OOA is more stable (reliable) than other 

algorithms. The higher the stability, the more reliable the OOA results. The average total 

TOC reductions achieved by the OOA, PSO, GWA, and SFLA algorithms were 39%, 25%, 

28%, and 30%, respectively, with SFLA showing higher reductions compared to PSO and 

GWA. Among the replica placement methods used in current research, the ACO algorithm 

has the lowest performance and efficiency. OOA, on the other hand, guarantees consistent 

performance regardless of the specific properties of the data object. As shown in Fig. 15, it 

exhibits reliable and predictable behavior, with small variations demonstrating its 

reliability. A linear trend with a slope close to 0 degrees further clarifies the effectiveness 

of his proposed OOA algorithm in certain scenarios. To find the optimal values of the OOA 

parameters, different experiments have been performed with different parameter values. 

Workload 3 in Table 7 was used in this series of experiments. The experiments have been 

performed with different values. Table 8 shows the performance of OOA with different 

values of configuration parameters. The best performance was obtained when the learning 

rate was about 0.5 or 0.6. The small team size leads to better performance.  

Table 8 Calibrating the parameters of the OOA algorithm in workload 3 in Table 7 

OOA Calibration Parameters’ Values Performance 

Num. of teams Size of teams Learning rate TOC Reduction 

  4 10 0.4 29% 

  6   7 0.2 30% 

  8   5 0.6 32% 

10   4 0.8 31% 
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5. CONCLUSION 

Rapid data access must be considered while designing big dispersed systems. The task of 

replicating data in distributed systems like IoT is a problem that falls under the category of NP-

complete problems. The OOA approach, as a novel discrete heuristic algorithm, is introduced 

as a population-based algorithm to address replica management in order to reduce the cost of 

data operations. In this study, the EUData was used as a case study. The case study included 28 

data servers that were modelled by a complete graph. Regarding the case study, a simulation 

platform was developed using MATLAB. Different replica placement algorithms were 

implemented in the simulated platform. This method was evaluated in a simulated distributed 

system with 28 data servers using the MATLAB platform.   

OOA outperforms the previous methods when it comes to data access time, quantity 

of replicas generated, result stability, and dependability and decreases data-access time 

by around 39% on average; this value for GA, PSO, GWA, ACO, and SFLA, is 21%, 

25%, 28%, 18%, and 30%, respectively. In order to save allocation resources, the next 

issue is to limit the number of replicas generated for data items. GA, PSO, GWA, SFLA, 

ACO, and OOA produced an average of 14, 7.2, 8.2, 12.50, 20, and 6 data object replicas, 

respectively. OOA obtains the least data access time while using the least storage areas. 

Furthermore, the suggested technique converges quicker than GA, PSO, SFLA, and 

ACO. OOA yielded lower SDs compared to the other algorithms in this example. In 

repeated executions, OOA is more stable in comparison with the other algorithms and 

can provide similar results again and over again. Therefore, OOA shows more reliability 

and efficiency in addressing the problem of replica placement.   

In this analysis, the overall stability of the system is assumed, although only a 

combination of read and write transactions is considered, while other data transactions are 

not accounted for. The study does not analyze the execution time of the algorithm to reach 

the optimal response in an unstable state. Future efforts could focus on parallelizing this 

method. Additionally, the dynamic nature of the current method is expected to be a topic 

for future research, as the migration of initial and replica data in a dynamic setting presents 

unique challenges. Various heuristic/metaheuristics [35-50] and machine learning methods 

have been developed and utilized in computer engineering to address a variety of 

optimization problems [51-57]; therefore, assessing these methods' effectiveness in the 

problem of replica placement would be worthwhile.  
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