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Abstract. This paper presents a comparative analysis of two data-driven algorithm 

combinations: the first-order Active Disturbance Rejection Control-Fictitious Reference 

Iterative Tuning (ADRC-FRIT) and the first-order Model-Free Control-Fictitious 

Reference Iterative Tuning (MFC-FRIT). The objective of both data-driven combinations 

is to ascertain the tunable parameters through the resolution of an optimization problem 

and to streamline the heuristic procedures involved. The data-driven algorithms are 

empirically validated through experimental trials utilizing the 3D laboratory equipment 

in which the x-, y-, and z-axes are controlled. 
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1. INTRODUCTION 

In recent years, the utilization of data-driven algorithms [1] in the control domain has 

seen a gradual increase. Within contemporary control systems, data-driven algorithms 

assume an increasingly pivotal role by using empirical data to design controllers with 

minimal reliance on explicit mathematical models, which is important in coping with 

complex processing including active those involved in active structures [2]. Rather than 
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designing precise system equations, these methodologies derive patterns and dynamics 

directly from input-output (I/O) data, thereby facilitating adaptation to intricate or 

uncertain environments. This method is particularly advantageous in contexts where 

traditional modeling proves impractical due to nonlinearities, noise, or high dimensionality. 

By seamlessly integrating tools from machine learning and optimization, data-driven 

control delivers flexible and robust solutions tailored to real-world applications, including 

robotics, energy systems, and autonomous vehicles. According to the authors, Active 

Disturbance Rejection Control (ADRC) [1,3,4], Model-Free Control (MFC) [1,5,6], 

Model-Free Adaptive Control [1,7], Virtual Reference Feedback Tuning [1,8], Iterative 

Feedback Tuning [1,9], Fictitious Reference Iterative Tuning (FRIT) [1,10], or Iterative 

Learning Control [11,12] are among the most frequently utilized data-driven algorithms. 

ADRC is a feedback control strategy designed to handle uncertainties and external 

disturbances without relying on an accurate mathematical model of the process. At its core, 

ADRC augments the system’s state with an estimated total disturbance, which 

encompasses both unknown dynamics and external inputs. This estimate is updated in real 

time by an observer and then actively canceled in the control law, resulting in improved 

robustness and disturbance rejection. Usually, due to its simplicity, the Extended State 

Observer (ESO) is preferred. Thanks to its model-agnostic design and straightforward 

tuning rules, ADRC has been successfully applied in fields ranging from robotics to process 

industries, where precise modeling proves challenging. Due to its model-independent 

framework and straightforward tuning guidelines, ADRC has been proficiently utilized 

across various domains. In the realm of tower crane systems, as indicated in [3], two 

configurations of ADRC integrated with the fuzzy logic technique are proposed, ensuring 

control loop stability as per fuzzy control system stability, with ADRC parameters 

determined through the metaheuristic Grey Wolf Optimizer. In [13], the second-order 

ADRC is combined with the sliding mode technique to enhance control loop performance, 

proposing ADRC stability while optimal controller parameters are ascertained via the 

metaheuristic slime mould algorithm (SMA) with validation on tower crane systems. 

According to [14], first-order ADRC is mixed with the FRIT to identify optimal tunable 

parameters using the metaheuristic African Vultures Optimization Algorithm (AVOA), 

accompanied by a proposed stability mechanism for ADRC, also validated on tower crane 

systems. For 3D crane systems in [15], comparisons are drawn between the first and second 

orders of ADRC algorithms. Direct Current (DC)-DC buck converters in [16] feature a 

general error-based ADRC with a stability mechanism founded on singular perturbation 

theory. In permanent magnet synchronous motors, as discussed in [17], a cascaded filter 

proportional-integral-derivative (PID) paradigm is employed for error-based ADRC, with 

system robustness characterized in terms of stability margins. In piezo-actuated beams, as 

described in [18], ADRC is utilized to estimate and compensate for total disturbances, with 

design based on the governing equation. For gimbal mechanisms, [19] proposes a first-

order ADRC algorithm alongside a stability mechanism. The application of ADRC to 

rotary DC motors, as stated in [20], involves the use of an anti-windup strategy and Hurwitz 

polynomials. Across all these systems, the precise modeling remains a considerable 

challenge. 

MFC, often associated with the concept of intelligent PID controllers, presents a viable 

alternative to traditional model-based control methodologies. Instead of relying on a 

detailed mathematical representation of the system, MFC builds on simplified local models 

based on real-time data. This approach allows the controller based on MFC to adapt to 
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system dynamics and external disturbances in the absence of preliminary identification 

procedures, making it especially valuable for complex or poorly understood processes. In 

recent years, MFC has been rigorously improved and validated across various demanding 

applications, from robotics to process industries, demonstrating its adaptability and 

efficacy in practical environments. In [5], the discrete-time MFC algorithm is employed, 

wherein the parameters of iPID controllers are optimally determined utilizing FRIT via the 

metaheuristic AVOA, subsequently validated through experimental trials on tower crane 

systems. In [21], the MFC is implemented in advanced processes, including the Quanser 

AERO. In [22], the MFC is validated across various scenarios on Wendling’s model. In 

[23], MFC is experimentally applied to cloud and high-performance computing systems. 

In [24], MFC is utilized to manage processes involving shape memory alloys, specifically 

controlling a shape memory alloy spring-based actuator initially. In [25], the application of 

MFC, time-delay estimation MFC, and backstepping-based MFC is demonstrated in 

coupled mechatronic systems for controlling 2-DOF and 3-DOF robotic manipulators. In 

[26], MFC, in combination with Flatness-Based control, is employed for the management 

of unmanned surface vehicles. In [27], MFC is applied to the control of a prosthetic hand. 

In [28], MFC, coupled with a fuzzy technique, is utilized to control a twin rotor 

aerodynamic system. In all these applications, MFC proves to be highly beneficial due to 

the complexity and the challenge in determining precise mathematical models for these 

processes. 

FRIT constitutes a data-driven iterative technique devised for the optimization of 

controllers, obviating the necessity for an explicit process model. The principal concept 

involves constructing a reference signal, designated as the fictitious reference, which, if 

pursued by the system, would produce an identical measured output. Through the iterative 

minimization of the error between the actual and desired behaviors, FRIT facilitates the 

direct adjustment of controller parameters utilizing solely experimental data, rendering it 

particularly suitable for systems where modeling is challenging or unreliable. Analogous 

to ADRC and MFC, FRIT has been substantiated across a diverse array of applications, 

encompassing robotics and process industries, thereby exhibiting its versatility and 

effectiveness within practical settings. In [29], an enhancement of FRIT through pseudo-

linearization has been implemented on asymmetric Bouc-Wen systems. According to [30], 

FRIT is applied to the control of hydraulic systems and necessitates an offline database for 

the storage of historical process data. The study in [31] demonstrates the utilization of FRIT 

to calibrate the parameters of a fractional- and integer-order PID controller relevant to a 

benchmark problem encompassing both scenarios with and without time delay, specifically 

within a flexible transmission model. In [32], FRIT was employed to manage the cart 

position within a pendulum cart system. As observed in [33], FRIT is leveraged for the 

design of controller parameters in applications concerning a switched reluctance generator, 

ball screw positioning, two-mass resonance, and switched reluctance motor systems. 

Across these applications, FRIT effectively manages the feedback loop even when 

confronted with nonlinear processes. 

The present paper seeks to build upon and synthesize the authors’ prior work involving 

the integration of ADRC and MFC with FRIT. Initially, as indicated in [5], the discrete-

time variant of the first-order MFC, incorporating a PID component, was integrated with 

FRIT, with the optimal controller parameters being computed via AVOA. Subsequently, 

[34] describes the blending of the continuous-time variant of the first-order MFC with a PI 

component with FRIT, with tuning via SMA for optimal parameters. Furthermore, in [35], 
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a discrete-time, second-order version of the MFC algorithm with a P component is 

combined with FRIT, with optimal parameter settings adjusted using SMA. Additionally, 

[14] details the integration of the first-order continuous-time ADRC with FRIT, where 

parameters were optimized utilizing the Gauss-Newton algorithm. Each of these algorithm 

integrations underwent experimental validation using tower crane systems. Accordingly, 

in the current paper, the authors integrate the continuous-time first-order MFC with a P 

component and the continuous-time first-order ADRC algorithms with FRIT, resulting in 

the ADRC-FRIT and MFC-FRIT algorithms. Both algorithms comprise one user-selected 

parameter and one tunable parameter whose optimal values will be ascertained through 

FRIT using the Newton–Raphson method. Stability mechanisms have been proposed for 

both ADRC and MFC algorithms, and stability is implicitly guaranteed for the ADRC-

FRIT and MFC-FRIT algorithms. The efficacy of these algorithms is demonstrated through 

experiments performed using the 3D crane laboratory device [36], involving the control of 

the x-, y-, and z-axes. Metaheuristic algorithms such as AVOA and SMA, employed in 

solving optimization problems for the algorithms listed below, operate on the same 

principles as the metaheuristic BASO or ASO as detailed in [37]. Although the exact 

identification of the 3D crane system constitutes a labor-intensive endeavor, it can be 

achieved, for instance, through the application of dimension reduction via unsupervised 

learning [38]. 

The ensuing sections of this manuscript are systematically arranged as follows: Section 

2 provides a comprehensive elucidation of the ADRC-FRIT and MFC-FRIT algorithms. 

Section 3 delivers a succinct description of the 3D crane. Section 4 presents a detailed 

exposition of the experimental results in conjunction with a critical analysis. Section 5 

underscores the conclusions. 

2. THE DATA-DRIVEN ALGORITHMS MIX 

2.1 The FRIT Algorithms 

The integration of continuous-time first-order ADRC and MFC with FRIT is advocated 

to ascertain the optimal parameters of the ADRC and MFC algorithms and to enhance the 

overall efficacy of the control system architecture. To achieve this objective, it is requisite 

to conduct an initial closed-loop experiment of the control system incorporating the ADRC 

algorithm. ADRC-FRIT and MFC-FRIT utilize the I/O data to resolve the optimization 

problem via the Newton–Raphson method 
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where, in this context, Κ* denotes the optimal parameter either of the ADRC-FRIT or the 

MFC-FRIT algorithm as it pertains to Κ, depending on the practitioner’s choice. The initial 

parameter of these algorithms is represented by Κ(0), with the superscript (0) satisfying its 

initial value. The cost function associated with the ADRC-FRIT or MFC-FRIT algorithm 

is denoted by JΚ. Notation TH is used to specify the duration of the experimental timeframe. 

Furthermore, y0(t, Κ(0)) retains the output data obtained post the initial experiment. The 
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fictitious reference model output ỹK(t, K) is determined through offline computation, given 

the understanding that [10,14,15,34,35] 
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where the notation L–1 is utilized to represent the inverse Laplace transform. The reference 

model transfer function, denoted as M(s), is determined by the designer to yield an output 

response that meets the performance specifications of the control system, and r(̃t, Κ) is the 

fictitious reference input, also referred to as the virtual set-point 
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r(̃t, Κ) constitutes a modified version of the fictitious reference input as presented in [9] for 

continuous-time systems and corresponds to the improved virtual set-point for continuous-

time systems outlined in [14] and [34], and for discrete-time systems in [6] and [35]. The 

term u0(s, Κ(0)) denotes the input data, which is obtained using the Laplace transform and 

gathered from the initial closed-loop experiment, while C(s, Κ(0)) represents the transfer 

function of the proportional component within the ADRC or MFC algorithm 

[10,14,15,34,35] 
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To determine the value of gain Κ using the Newton-Raphson method [39] by computing 

the first and the second derivative of JΚ(Κ), i.e., ∂JΚ/∂(Κ(i)) and ∂2JΚ/∂(Κ(i))2, and the 

solution is updated knowing that 
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where i is the index of the current iteration, J’
Κ and J”

Κ are the first and the second derivative 

of JΚ(Κ). 

As indicated by [10], the ADRC-FRIT algorithm identifies the I/O data-pair (u0(t, Κ(0)), 

y0(t, Κ(0))) as non-trivial, thereby [10,14,15,34,35] 
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2.2 The ADRC-FRIT Algorithms 

The ADRC algorithm is designed for a continuous-time low-pass filter process 

 ),()()( tutyty    (7) 

where t is the time variable, Κ is a member of the real numbers set R, represents the process 

gain, and Τ, also within R, signifies the process’s time constant. The algorithm’s capacity 

to operate with Τ values less than zero enables it to manage unstable processes effectively. 

Here, u(t), a real-valued function, denotes the control input, while y(t), also a real-valued 

function, indicates the controlled output. The revised process model is derived by 

incorporating the expression b = b0 + Δb, where b0 serves as an estimator of the value of b 
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 R, and Δb accounts for the parametric uncertainty or variation in the gain parameter Κ 

of the system [13–15] 

 ).()()()/1()()/1()( 0 tubbttyty    (8) 

In (8), the effect of the disturbance δ(t) is evident, as the ADRC algorithm mitigates 

disturbance influences via an ESO, specifically a Luenberger observer. Conversely, in (7), 

this disturbance is excluded to maintain a simplified representation of the nominal system 

model. The term that gathers all the unknowns of the process is the generalized disturbance 

term of the ADRC algorithm is 

 ),()()/1()()/1()( tubttytf    (9) 

where function f(t) within R is contingent upon the known output y(t), in contrast with the 

unidentified disturbances δ(t) and the modeling error Δb, both of which affect the dynamics 

of the system. Within the context of the ESO in ADRC, y(t) is not directly observable and 

is instead approximated, thus included in f(t) together with the unknown disturbances δ(t) 

and the modeling error Δb. Upon integrating the disturbance term from (8) into the first-

order low-pass filter denoted as (7), the resulting process model transforms into a perturbed 

integrator [13–15] 

 ).()()( 0 tubtfty   (10) 

Employing the notations z1(t) = y(t) and z2(t) = f(t) within expression (10), the state-

space representation of the perturbed integrator model is 
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where z(t) = [z1(t) z2(t)]T, with T representing matrix transposition, the third term in the 

right-hand side of (11) can be deemed negligible since the ESO, as introduced later in the 

discourse, can estimate and compensate for disturbances. The ADRC algorithm does not 

necessitate explicit disturbance modeling, as the observer performs real-time estimation 

and mitigation of disturbances. Consequently, the system can concentrate on its primary 

dynamics while the ESO addresses disturbances. Within the context of the ESO is 

employed to estimate the output of the system rather than the disturbance itself. This arises 

because, in the framework of ADRC, the observer is designed to estimate the system output 

directly. At the same time, the disturbance is inferred indirectly as a component of the total 

disturbance. This is achieved by analyzing the discrepancy between the observed output 

and the estimated output y(t) = ẑ1(t). Subsequently, upon substituting ẑ1(t) with ŷ1(t), the 

model for the ESO is adjusted accordingly [13–15] 
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where the ESO gain matrices are A  R2x2, B  R2x1, and C  R1x2, while L = [l1 l2]T exerts 

an influence on the spectrum of matrix (A–LC), and ẑ(t) is the estimate of z(t). The 

eigenvalues of the matrix (A–LC) are required to reside in the left half-plane because their 

positions influence the behavior of the control system. Within this context, the feasible 

domain is denoted as DL. Here, y(t) represents the controlled output obtained from an initial 

open-loop experiment, and ẑ1(t) = y(t), which is the primary output produced by the 

observer estimating y(t). The initial open-loop experiment is executed under a dynamic 

regime that is congruent with the closed-loop control system’s operating conditions. 

Furthermore, the input signal applied to the open-loop experiment must be rich in 

frequency content. The characteristic polynomial associated with the ESO’s dynamic 

model is [14] 

 .)( 21

2 lslss   (13) 

The stability of the ESO is guaranteed by enforcing the characteristic polynomial in 

(13) to satisfy Hurwitz conditions, thereby resulting in the establishment of constraints for 

determining the elements of L 
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The control strategy formulated for the ADRC algorithm is 
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where ê(t) represents the estimated control error, and e(t) = r(t) – z1(t) = r(t) – y(t) denotes 

the control error, r(t) is the reference input (set-point), and Κ is the ADRC’s gain. 

The stability of the control system with the ADRC algorithm and ESO, denoted as 

KADRC = [Κ  l1  l2]T, is ensured by Theorem 1 [14] with the proof given in [40]. 

Theorem 1. Taking into account the disturbed integrator model (10) alongside the 

disturbance term (9), in conjunction with the ESO dynamic model (12), the ADRC control 

system employing the control law (15) is stable if and only if 
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In designing the ADRC-FRIT algorithm, theoretical considerations from the current 

subsection, as well as those of FRIT in Subsection 2.1, are meticulously incorporated. 

In the context of ADRC-FRIT, for the initial experiment, the practitioner should set a 

value of Κ, and therefore, the domain (16) will be reduced to 
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. Controller tuning heuristics can be 
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minimized by setting matrix L = [l1 l2]T as the solution L* = [ *

1l   *

2l ]T to the optimization 

problem [14] 
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The subsequent implementation of ADRC-FRIT is realized by adhering to the steps 

outlined below: 

Step 1.1. The designer defines the initial conditions of the open-loop experiment. 

Step 1.2. The designer must assign a value other than zero to the estimated coefficient 

of the control input, denoted as b0. Additionally, the designer should establish an 

appropriate value for Κ, which represents the gain of the ADRC algorithm (or controller 

gain), specifically Κ(0), as the initial parameter of the ADRC-FRIT algorithm. 

Step 1.3. In the dynamic regime and context tailored to the optimization problem given 

in (17), constrained by (16), the optimization problem stated in equation (17) is solved 

using the Newton-Raphson method to determine the optimal ESO parameter vector, L* = [
*

1l   *

2l ]T. 

Step 1.4. The ADRC algorithm is validated in a closed-loop control experiment. This 

coincides with the ADRC-FRIT initial experiment. 

Step 1.5. A reference model M(s) is set to ensure the output meets the control system’s 

performance criteria. 

Step 1.6. To determine the fictitious reference r(̃t, K) accordance with (3), the I/O data 

pair (u0(t, Κ(0)), y0(t, Κ(0))) is acquired. Next, the fictitious reference model output ỹK(t, K) 

is derived in accordance with (2). 

Step 1.7. To calculate the optimal parameter K* for the ADRC-FRIT algorithm, the 

control error from the previous experiment is used as the benchmark input in the gradient 

experiment. This is carried out with (5), applying the Newton-Raphson method to solve the 

optimization challenge outlined in equation (1). 

Step 1.8. An experiment with the control system’s closed-loop structure, employing the 

ADRC algorithm with parameter K* optimally determined via FRIT, is conducted. 

The procedures outlined in Steps 2.6-2.8 are repeated numerous times to improve the 

overall efficacy of the control system. The input/output data collected upon the completion 

of Step 2.8 is subsequently employed in Step 2.6 for a new iteration. 

2.3 The MFC-FRIT Algorithms 

The MFC algorithms incorporating a P component, commonly identified in 

contemporary research as the iP controller, are designed based on the first-order local 

process model similar to (7) [1,5,6,21–23,34,35] 

 ),()()( tutFty   (18) 

where F(t) represents unmodeled dynamics and disturbances, u(t) and y(t) have the same 

significance as in the ADRC case, while α > 0 for balancing ẏ(t) and αu(t). 

The MFC algorithm is predicated upon the subsequent specific control law 

 ,/)]()()(ˆ[)( tetrtFtu    (19) 



 Active Disturbance Rejection Control and Model-Free Control  9 

where, in the context of the MFC algorithm, Κ represents the proportional constant, 

specifically the gain associated with the P component of the MFC algorithm. )(ˆ tF  denotes 

the estimation of F(t) derived from the I/O data of u(t) and y(t). Furthermore, r(t) holds an 

equivalent significance as observed within the framework of the ADRC algorithm, and its 

first-order derivative is estimated through the utilization of a derivative plus low-pass filter, 

characterized by [1,5,6,21–23,34,35] 

 ),1/()( sTssH FF   (20) 

where the time constant of the first-order derivative filter, denoted as TF, ought to be 

selected by the practitioner as a small positive value to ensure precise estimation of 

derivatives. The signals processed through HF(s) in (20), represented as ṙ(t) and ẏ(t), will 

henceforth be referred to as )(ˆ tr  and )(ˆ ty , respectively. Additionally, e(t) maintains the 

same definition as it does within the framework of the ADRC algorithm. The derivation of 

)(ˆ tF  is based on the first-order local process model equation given in (18), which is 

transformed as follows: 

 ).( )(ˆ)(ˆ tutytF    (21) 

The stability of a control system utilizing the MFC algorithm is guaranteed if the 

characteristic polynomial, obtained by substituting the control law from equation (19) into 

the local process model delineated in equation (18) 

 ,0)()(  tete  (22) 

exhibits roots situated within the left half-plane; therefore, Κ < 0, and the estimation error 

denotes )(ˆ)()( tFtFt   is assumed to be zero, and ė(t) = ṙ(t) – ẏ(t). The stability of the 

control system with the MFC algorithm KMFC = Κ is ensured by Theorem 2, with the proof 

taken from [41]. 

Theorem 2. Considering the first-order local process model as detailed in (18) 

alongside the control law delineated in (19), as well as the unmodeled dynamics and 

disturbances specified in (21), assuming δ(t) equals zero, and evaluating the characteristic 

polynomial of the error dynamics presented in (22), the stability of the control system is 

ensured if the roots of (22) reside in the left half-plane. Therefore, the MFC control system 

employing the control law (19) is stable if and only if 

 }.0|{,K MFCMFCMFC  DD R  (23) 

The subsequent implementation of MFC-FRIT is realized by crossing to the outlined 

steps: 

Step 2.1. The designer defines the initial conditions of the closed-loop experiment. 

Step 2.2. The designer must assign a value other than zero to α. Additionally, the 

designer should establish an appropriate value for Κ, which represents the gain of the MFC 

algorithm (or controller gain), specifically Κ(0), as the initial parameter of the MFC-FRIT 

algorithm. 

Step 2.3. The designer should establish the derivative plus low-pass filter in (20) by 

setting a small positive value for TF. 
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Step 2.4. The MFC algorithm is validated in a closed-loop control experiment. This 

coincides with the MFC-FRIT initial experiment. 

Steps 2.5 to 2.8 are identical to steps 1.5 to 1.8, as is the case with the ADRC algorithm, 

and are applied for the case of the MFC algorithm. Therefore, the procedures outlined in 

Steps 2.6-2.8 are repeated numerous times to improve the overall efficacy of the control 

system. The input/output data collected upon the completion of Step 2.8 is subsequently 

employed in Step 2.6 for a new iteration. 

The block diagrams of the ADRC-FRIT and MFC-FRIT algorithms are depicted in Fig. 

1 a) and b), respectively. 

 

Fig. 1 The block diagrams of the ADRC-FRIT in a) and MFC-FRIT in b). 

3. THE 3D CRANE 

The validation of the continuous-time first-order ADRC-FRIT and MFC-FRIT is 

performed with experimental setups involving the 3D crane laboratory equipment, where 

control is applied to the x-, y-, and z-axes. Details of the laboratory configuration and the 

mathematical model, highlighting the complex dynamics due to nonlinearity, are recorded 

in [36]. 

The 3D crane is operated using three control inputs ui  [–1, 1], i  {1, 2, 3}, which 

modulate the duty cycles of pulse width to control the DC motors, thereby actuating the x-

, y-, and z-axes. Specifically, x1(m) = y1(m) denotes the cart’s position along the x-axis, 

x3(m) = y2(m) corresponds to its position along the y-axis, and x9(m) = y3(m) represents the 

payload’s position along the z-axis. 

4. THE SETUP AND RESULTS 

To have a fair comparison of the ADRC-FRIT and MFC-FRIT algorithms, both are 

validated using experiments considering the same set-up, i.e., 70 s as time horizon, and the 

reference inputs (set-point) are )(tri
 obtained as the signals )(ti  filtered through 

}3,2,1{),(
1

isHr
: 
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 ).3.01/(1)(),21.01/(1)(),2.01/(1)(
321

ssHssHssH rrr   (25) 

The effectiveness of the data-driven algorithms shall be evaluated utilizing the 

forthcoming performance index: 

   
HT

H

ue dttetete
T

KJ
0

3

2

32

2

21

2

1, ,)],(),(),([
1

)(  (26) 

where the time horizon is TH = 70 s, the subscript ◊ represents one of the following: ADRC, 

ADRC-FRIT, MFC, MFC-FRIT, each of which corresponds to the data-driven algorithms 

discussed within this paper. Additionally, the subscripts 1, 2, and 3 denote the parameters 

corresponding to the x-, y-, and z-axes, respectively.  

According to Steps 1.1 to 1.4, the ADRC algorithms are designed by considering the 

open-loop experiment a signal rich in frequency content (Step 1.1). Next, the practitioner 

assigns the values of b0 = 1 and Κ, which will later be employed as Κ(0) in the ADRC-FRIT 

(Step 1.2), obtaining ΚADRC1 = 1.3432, ΚADRC2 = 1.3541, and ΚADRC3 = 1.4135. 

By solving the optimization problem in (17) in terms of (16) using the Newton-Raphson 

method, the optimal parameters of ESO are (Step 1.3) L1
* = [192.1 9224.1]T, L2

* = [146.8 

5388.3]T, L3
* = [172.4 7416.7]T. The validation of the closed-loop ADRC algorithm 

coincides with the initial experiment of the ADRC-FRIT algorithm, considering the 

reference inputs (set-point) described above for the closed-loop experiments (Step 1.4). In 

the next phase, the designer sets the reference model M(s) chosen to meet the control 

system performance criteria, and in this case, M(s) is Hr(s) as given in (25) (Step 1.5). With 

the I/O data collected in Step 1.4, the fictitious reference r(̃t, Κ) and fictitious reference 

model output ỹK(t, K) are computed in terms of (3) and (2) (Step 1.6). The optimal 

parameter Κ* of the ADRC-FRIT algorithm is determined after ten iterations by solving 

(1) using the Newton–Raphson method and obtaining (Steps 1.7 and 1.8) Κ*
ADRC-FRIT1 = 

5.8716, Κ*
ADRC-FRIT2 = 4.8671, Κ*

ADRC-FRIT3 = 3.3211. 

According to Steps 2.1 to 2.4, the MFC algorithms are designed by considering the 

closed-loop experiment, with the same reference inputs as above (Step 2.1). Next, the 

practitioner assigns the values of α = 1 and Κ, later used as Κ(0) in the MFC-FRIT algorithm 

(Step 2.2), obtaining ΚMFC1 = –22.9093, ΚMFC2 = –21.0261, and ΚMFC3 = –29.0214. The 

designer establishes that TF = 0.001 for the low-pass filter in (20) (Step 2.3). The validation 

of the closed-loop MFC algorithm coincides with the initial experiment of the MFC-FRIT 

algorithm (Step 2.4). In the next phase, the designer uses the same reference model M(s) 

as in the ADRC-FRIT chosen to meet the control system performance (Step 2.5). With the 

I/O data collected in Step 2.4, the fictitious reference r(̃t, Κ) and fictitious reference model 

output ỹK(t, K) are computed in terms of (3) and (2) (Step 2.6). The optimal parameter Κ* 

of the MFC-FRIT algorithm is determined after ten iterations by solving (1) using the 

Newton–Raphson method and obtaining (Steps 2.7 and 2.8) Κ*
MFC-FRIT1 = –33.9101, Κ*

MFC-

FRIT2 = –31.0199, Κ*
MFC-FRIT3 = –49.0200. 

The outcomes of the real-time experiments are illustrated in Figs. 1-3 within the 

supplementary material in [42], as well as in Table 2. These outcomes represent the 
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averages of ten distinct sets of real-time experiments conducted to mitigate random 

disturbances that may arise during an experiment. No additive disturbances were 

introduced in the real-time experiments. The experimental data distinctly indicate that 

ADRC and MFC exhibit equivalent performance in the initial experiment. Subsequent to 

determining the optimal parameters with FRIT, the experimental results derived from 

ADRC-FRIT and MFC-FRIT surpass those of the initial closed-loop experiments. 

Moreover, similar to the initial closed-loop experiment, ADRC-FRIT and MFC-FRIT 

perform equivalently. However, concerning the 3D crane equipment, MFC and MFC-FRIT 

demonstrate slightly superior performance. However, these conclusions might be different 

if combinations of data-driven control with model-based control including fuzzy control 

[4,12,28,43], [42], and sliding mode control [44,45]. 

Table 1 The average and the variance of the performance index in (27) 

 ADRC ADRC-FRIT MFC MFC-FRIT 

Average of Je,u 9.8043∙10–4 3.5911∙10–4 5.9425∙10–4 3.3567∙10–4 

Variance of Je,u 1.9881∙10–11 2.0014∙10–11 2.1015∙10–11 1.9988∙10–11 

5. CONCLUSIONS 

This paper aims to conduct a comparative analysis of two data-driven integrations, 

specifically the first-order continuous-time ADRC-FRIT and MFC-FRIT algorithms, as 

validated through experimental testing on 3D crane laboratory equipment. The innovative 

aspects of this study include the integration of the first-order continuous-time ADRC and 

MFC with FRIT, the determination of optimal parameters for ADRC and MFC using FRIT 

by resolving the optimization problem in (1) via the Newton–Raphson method, and the 

validation of the first-order continuous-time ADRC, ADRC-FRIT, MFC, and MFC-FRIT 

algorithms on the 3D crane system. 

Future research will concentrate on validating the proposed data-driven algorithms 

presented in this paper on other real-time devices, as well as on the integration and 

enhancement of data-driven algorithms such as ADRC, MFC, or FRIT. 
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