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Abstract. In the paper, the issue of the supervision of belt tension and wear in 

industrial feeder is addressed. The designed system is based on strain gauges that are 

built into the roller and are subject to the belt pressure at each revolution. In order to 

assess the effectiveness of this system, calibration and uncertainty analysis was 

performed. As a result, it was demonstrated that the main source of uncertainty was the 

function of approximation, while the others were orders of magnitude smaller. The final 

function provided results with accuracy of ca. 10% of actually measured value, which 

was assumed to be a good result for this particular industrial application. 
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1. INTRODUCTION 

In the context of smart factories and “Industry 4.0,” preventive maintenance based on 

the concept of flexible and diverse maintenance levels is widely introduced [1, 2]. It is 

highly desirable to perform condition-based maintenance capable of identifying fault 

monitoring actual condition of the system obtained from in-situation, no-invasive tests 

and measurements [3]. The inspection workload for preventive maintenance of a large-

scale distribution facility is enormous because it encompasses a large amount of equipment 

such as conveyors and sorters [4]. Implementation of the cyber-physical systems for 

performance monitoring in production intralogistics requires reliable data about actual 

state of the conveyors and their elements [5]. 

However, in the area of industrial belt feeders, no such a system for in-situ tension 

monitoring was proposed so far. Extensive theoretical background for work conditions and 

calculations of the belt feeders can be found in the literature [6] including 3D models of the 

tensions [7]. Analysis of various internal structures and the type of the material falling onto 
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a conveyor belt and effects thereof on the incurred damage enabled the damage classification 

[8]. It was demonstrated that the operating characteristics could be predicted based on 

experimental measurements, with a specific example focusing on the prediction of the 

contact force – tension force relationship [9]. There are also propositions concerning 

diagnostics during exploitation, such as a non-invasive system able to monitor the joints of 

the monitored belt in order to detect critical elongation [10]. Another project involved steel 

ropes inside the belt material, so that the magnetic field could be measured directly on the 

feeder [11]. Some other solutions propose the belts with built-in tensors, but after the belt is 

damaged or worn out, the entire tensor system is lost with no possibility of further use.  

Recently, the test equipment for real time belts tension detection during the conveyor work 

was proposed [12] and patented [13]. It was necessary, however, to prove its capability to 

detect tension releases caused by wear and damages of the belt. For that purpose, the 

calibration procedure was performed using a special intermediate device described below. 

2. DEVICE CONCEPT AND CALIBRATION ISSUE 

The essence of the novel measurement system supervising belt tension and wear is 

presented in Fig. 1. Application of strain gauges directly on the roller made it possible to 

obtain data concerning the belt conditions during its work. Transducers are placed inside 

the empty roll subjected to the load-dependent on the belt tension. 

 

Fig. 1 Scheme of the measurement system 

The strain gauges of the type CP 152 NS (ø16) were chosen because of low costs, 

availability in the market, flexibility in the applications, good dynamic characteristics, 

and a large enough measuring range. Their nominal operating voltage was 1.5 [V] in the 

temperature range from -40 up to 80 [°C]. Initial tests provided promising results since 

the strain gauges placed along the roller gave the measurement results according to the 

actual pressure distribution. Namely, when the belt was under asymmetrical load, one 

gauge shows higher tension, while the other detected slight release. It is shown in Fig. 2, 

view from the top, with the load placed closer to gauge t2, but in the actual scale this 

slight force decrease is not clearly distinguishable.  
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Fig. 2 Load registered by two gauges 

Conditions of the belt tension monitoring through measurement of its pressure on the 

roller are dynamic. As a result, registered pressure reveals an undesirable peak in the very 

first moment of contact between the belt and the strain gauge, as shown in Fig. 3.  

Even though this peak is quite repeatable, it makes difficult to perform the correct 

analysis of the obtained measurement signal. The nominal strength of belt Kn is calculated 

from the following equation [6]: 
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K = k k

B
 


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where Srmax is the maximal force in the belt during startup [N], B is belt width [m], ke is 

exploitation safety factor, and kb is the factor of tension concentration in joints. Hence, 

the maximal pressure registered with the measurement system should not be a result of 

gauge excitation. 

Having noticed this feature generated by the dynamic mechanical contact between the 

belt and the strain gauge, it was decided to modify the fixation of the gauge. It was found 

necessary to perform calibration of the strain gauge as part of the system, as it works in 

real conditions. After modification, however, another issue emerged, namely, of how to 

ensure steady distribution of the pressure on the calibrated strain gauge surface, with 

stable and repeatable fixation. 

 

Fig. 3 Signal from the strain gauge obtained during rotation of the roller 
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3. CALIBRATION APPARATUS AND CONDITIONS  

To perform the calibration procedure correctly, novel instrumentation was designed. 

Its aim was to ensure a repeatable contact area between the reference mass standard and 

the strain gauge surface. Stable vertical movement transmitting the mass on the gauge 

surface was achieved through two precise shafts ø10 fixed in the lower body, with linear 

bearings denoted LM10UU. Fig. 4a presents the designed calibration apparatus and 4b 

the intersection of its main part. The numbers denote as follows: 1 – calibrated strain 

gauge, 2 – upper body of calibration instrumentation, 3 – reference mass standard, 4 – shaft 

with rounded upper end, 5 – round nut, 6 – bolt M5×20, 7 – upper body. Upper surface of 

body 7 was shaped in a special way, enabling steady distribution of the reference weight 

during calibration. 

 

Fig. 4 Concept of the calibration instrumentation (description in the text) 

To project and produce the instrumentation, SolidWorks software was used. The models 

were exported to *.stl files in order to apply additive manufacturing (AM) technology. AM 

is a very useful technology for fabricating complex shape details out of polymers [14] and 

even for very strong elements [15]. A method known as FDM (Fused Deposition Modeling) 

was applied, where molten fibers are extruded and deposited to print stacks of 2D cross-

sections and finally form complex 3D products [16]. 3D printer type 4MAX was used, with 

working space 220×220×300 [mm] (width × length × height). The material was PLA fiber 

of diameter 1.75 [mm], deposition was performed at temperature 225 [°C], grid method, 

printing speed 50 [m/s]. Fig. 5, left, presents the SolidWorks model, and Fig. 5, right, photo 

of printed and assembled instrumentation. 

             

Fig. 5 Calibration instrumentation model and its realization 
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The calibration procedure was performed in the laboratory of the Radwag Company 

in Radom, Poland. Its uncertainty is affected mainly by the following factors: 

▪ uncertainty of weights, 

▪ uncertainty of reading resolution and approximation error, 

▪ uncertainty of environmental conditions.  

Thus, mass indication mi of the strain gauge and its uncertainty can be expressed with 

the equation as follows: 

( ) ( ) ( ) ( ) ( )i x r r app app s s b bm ± k u m = m ± k u m +δm ±k u δm +δm ±k u δm +δm ±k u δm     , (2) 

where i denotes the nominal weight actually measured, mr is the reference weight, δmapp 

is the approximation error, δms is the result of stochastic distribution in repeated 

measurements, and δmb is the buoyancy effect, k is the coverage factor, and u(x) is the 

respective standard uncertainty of each measured value. Air buoyancy is equal to the 

weight of the displaced air [17]: 

 b a

m
F = V ρ g = g

ρ
   , (3) 

Weights class E2 was used, according to the International recommendation OIML R 

111-1 [17]. These weights are generally intended for use in the verification or calibration 

of weighing instruments of special accuracy class I. Reading the resolution of the voltage 

signal from the strain gauge is 20 digits, which is not necessary due to measurement 

uncertainty and repeatability. Environmental conditions were monitored during each 

repetition, and respective values of temperature, humidity, and atmospheric pressure 

registered at the start of measurement and at its end are shown in Fig. 6. 

  

  

Fig. 6 Environmental conditions during calibration 
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Due to the very stable conditions and from a practical perspective, the buoyancy 

effect was found negligibly small. The maximum permissible errors (MPE) of E2 class 

weights with proper certificates are collected in Table 1. 

Table 1 Maximum permissible errors of the applied weights  

Nominal weight MPE 

0.5 kg ±0.8 mg 

1.0 kg  ±1.6 mg 

2.0 kg ±3.0 mg 

5.0 kg ±8.0 mg 

10.0 kg ±16.0 mg   

Under the load, the strain gauges changed their electrical conductance, which was 

indicated in siemens [S = Ω−1]. The calibration procedure was repeated 10 times for each 

of three strain gauges thus enabling the statistical analysis of the obtained results. During 

each repetition, 100 samples were registered. Examples of histograms shown in Fig. 7 

demonstrate that in each repetition, Gaussian statistics can be applied.   

Based on normal distribution, Type A uncertainty [18] was calculated for each gauge, 

and the calibration curves were appointed. Results are presented and discussed in the next 

section. 

  

 

Fig. 7 Examples of the obtained histograms for two repetitions 
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4. RESULTS AND DISCUSSION  

Fig. 8 presents the results of 10 repetitions, each with 100 samples registered, for the 

strain gauge No. 1 conductance indications under a load of 0.5 kg. It was typical for 

every repeated procedure that the subsequent samples comprised almost straight lines, 

while the next repetitions provided similar lines at a different level, with different 

average, but with a quite similar standard deviation below 0.8, as can be seen in Table 2. 

Scattering of the average values from 10 repetitions appeared smaller for larger weights.  

  

Fig. 8 Measurement results for the strain gauge No. 1 under load of 0.5 kg 

Table 2 Conductance statistics for 10 repetitions, strain gauge No. 1, nominal load 0.5 kg  

Repetition No. 1 2 3 4 5 6 7 8 9 10 
Average  

0.5m  [μS] 

Average 0.5m   66.5 98.5 43.6 99.9 99.3 104.8 101.4 118.3 115.7 100.5 94.9 

MIN [μS] 65.2 96.4 42.7 97.9 97.7 102.9 99.8 116.1 111.2 98.6 43.6 

MAX [μS] 67.5 99.8 44.2 101.5 100.7 106.7 103.0 120.0 117.3 101.8 115.7 

Range R [μS] 2.2 3.4 1.5 3.6 3.0 3.8 3.2 3.8 6.1 3.1 77.3 

Std.dev. s [μS] 0.471 0.510 0.332 0.677 0.598 0.624 0.653 0.738 0.794 0.568  

It can be seen that the dispersion of the results due to the stochastic distribution in 

repeatability conditions is several orders of magnitude higher than that of other 

uncertainty sources specified in Eq. (2). Thus, the Type A uncertainty based on the 

statistical analysis seems to be the most appropriate methodology. 

It is noteworthy, however, that 10 repetitions allow for a decrease of uncertainty span, 

as follows [19]: 

 
( )

( )
u x

u x
n

= , (4) 

where n is the number of repetitions, here n = 10. Thus, the standard uncertainty can be 

u( m 0.5) = 0.25 instead of u(m0.5) = 0.794, and expanded uncertainty U0.99 = 0.75 [μS]. 



174 T. RYBA, M. RUCKI, Z. SIEMIATKOWSKI, D. BZINKOWSKI, M. SOLECKI 

 

Coverage factor for level of confidence 99% is assumed k = 3. Similarly, uncertainty was 

estimated for each measurement. 

Table 3 Uncertainties for each reference weight  

 mr0.5=0.5 kg mr1=1 kg mr2=2 kg mr5=5 kg mr10=10 kg 

Average 
xm  [μS] 94.85 144.78 207.61 352.23 459.49 

MIN [μS] 42.67 94.86 168.77 292.34 417.17 

MAX[μS] 119.98 182.09 251.59 403.81 505.02 

Range R [μS] 77.31 87.23 82.82 111.48 87.85 

Std.dev. smax [μS] 0.79 1.02 2.17 2.18 3.16 

mx ± U0.99 [μS] 94.85±0.75 144.78±0.97 207.61±2.05 352.23±2.07 459.49±2.99 

Approximation of the obtained results led to the following conclusions. Linear function, 

which would be the most desirable, provided linearity error ca. 51 [μS] for the strain gauge 

conductance output 352 [μS], so that the approximation error was almost 15%. So it was 

found necessary to approximate the function with a polynomial, as follows:  

 y = -3.7x2+77x+65. (5) 

This function provided a maximal approximation error of 7.73 [μS] for the strain 

gauge conductance output 94.85 [μS], so that percentage was ca. 8%. Both approximation 

graphs together with calibration points are shown in Fig. 9. 

  

Fig. 9 Approximation functions and calibration points 

The aforementioned results demonstrated that all the uncertainty components are 

negligibly small compared to the function approximation error. Thus, the latter can be 

considered the main uncertainty source for each measurement result obtained from the 

strain gauges during the belt tension measurement. 
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For practical reasons, indications in conductance units [S] should be recalculated into 

respective force values [N]. The formula derived from the experimental data presented 

above is as follows: 

 y = 136x1.876, (6) 

where x is the conductance [S], and y is the belt pressure on roller [N]. Table 4 presents 

the results of calibration and approximation. 

Table 4 Uncertainties for each reference weight  

Load [kg] Load [N] Conductance [μS] Resistance [Ω] 
Load 

indication [N] 

Approximation 

error [N] 

0.50 4.90 94.85 10542.96 4.60 0.30 

1.00 9.81 144.78 6907.03 10.16 -0.35 

2.00 19.61 207.61 4816.72 19.95 -0.33 

5.00 49.03 352.23 2839.05 53.68 -4.65 

10.00 98.07 459.49 2176.33 88.31 9.76 

It is seen from Table 4 that the approximation error is below 10% of the actually 

measured value, which is highly satisfactory for this application aiming at the belt tension 

monitoring in industrial conditions. 

5. CONCLUSIONS 

The research studies and analysis demonstrated that the main source of uncertainty in 

the calibration procedure was the function of approximation, while the others were orders 

of magnitude smaller. Registered values revealed distribution fairly close to the expected 

Gaussian one, so that Type A uncertainty could be estimated from a number of measurements 

in repeatability conditions. Application of mean value from 10 repetitions made it possible to 

reduce final uncertainty even more, so that expanded uncertainty of conductance was 

U0.99 = 0.75 [μS], with coverage factor k = 3 for the level of confidence 99%. The maximal 

approximation error, however, was 7.73 [μS] for the strain gauge conductance output 94.85 

[μS], i.e. ca. 8%. When the conductance was calculated to force values, an approximation 

error below 10% was obtained. This result was found very good due to the industrial 

application of the analyzed system. 
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