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Abstract. A governing equation is established for string axial vibrations with temporal 

and spatial damping forces by the Hamilton principle. It is an extension of the 

well-known Klein-Gordon equation. The classical homotopy perturbation method 

(HPM) fails to analyze this equation, and a modification with an exponential decay 

parameter is suggested. The analysis shows that the amplitude behaves as an exponential 

decay by the damping parameter. Furthermore, the frequency equation is established 

and the stability condition is performed. The modified homotopy perturbation method 

yields a more effective result for the nonlinear oscillators and helps to overcome the 

shortcoming of the classical approach. The comparison between the analytical solution 

and the numerical solution shows an excellent agreement. 
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1. INTRODUCTION  

String axial vibrations arise in various fields, e.g., suspension bridge, drill string, and 

ring spinning; the vibration property will significantly affect the safety and the life span, 

and it can be described by nonlinear differential equations with possible two-fractal 

derivatives, which are difficult to solve exactly. The scientists have made great efforts to 

provide information about the approximate solutions of these equations [1-6]. Of the 

nonlinear vibration systems that have been fascinating to engineers and scientists, by far 
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the most perplexing is the frequency-amplitude relationship. A simple but accurate 

approach to the relationship is much needed in practical applications [7-9]. It was revealed 

that nanofiber’s surface morphology can be controlled by the vibration’s frequency-amplitude 

relationship [10], and a successful finding of the Fangzhu’s vibration property has revealed 

the hidden nanotechnology in ancient China [11-13]. The variational principle for nonlinear 

differential equations is another effective analytical method [14,15].  

The string axial vibration can be modeled by the Klein-Gordon equation (KG), which is 

a significant group of partial differential equations; it is also found in relativistic quantum 

mechanics and field theory. El-Dib [16] introduced the multiple-scale homotopy perturbation 

method (He’s multiple-scale method) as an outer perturbation of the nonlinear KG equation. A 

highly accurate periodic unsteady solution was derived from three order perturbations. 

Furthermore, a complete approximate solution consisting of a temporal solution, which 

functions as an outer expansion along with the spatial solution serving as an inner expansion of 

the nonlinear KG equation, was achieved. El-Dib et al. [17,18] recently proposed a new 

approach to the study of the nonlinear instability analysis. Their analysis has revealed a 

nonlinear PDE that controls the surface deflection of the interface. They have transferred the 

characteristic equation to a KG equation. Through a traveling–wave solution, they have 

examined the stability profile. 

It is important to note that the temporal damped KG equation is not naturally 

dissipative. So, the introduction of the dissipative mechanisms is necessary to force the 

energy to decay to zero when time goes to infinity. Indeed, the appearance of the damping 

terms given in the damped KG equation is not required by itself to gauge the energy E(t) 

associated with the problem, but it is a non-increasing function of the parameter t. Uniform 

decay rate estimates to the problem have been considered by Cavalcanti et al. [19-21]. The 

maximum principles of the optimal control problems, governed by a damped KG equation 

with state constraints, were examined by Parka and Jeong [22]. Lin and Cui [23] 

investigated a damped nonlinear KG equation, taking into consideration a kernel space. 

They assumed a new technique in solving this equation  to emphasize the feasibility and the 

rigor of the method. The local solution of the initial-boundary value problem for a class of 

fourth-order wave equations with a high damping term was obtained by using fixed point 

theory [24]. He and El-Dib [25] used the reducing rank method to solve a third-order 

damped nonlinear equation produced from the strong damped nonlinear KG equation 

One of the most traditional techniques to find an approximate solution is the homotopy 

perturbation method (HPM). The major property of the HPM is its ability and flexibility to 

examine a wide class of nonlinear differential equations conveniently and accurately [26].  It 

has been developed and improved by scientists and engineers. The HPM with two expanding 

parameters was suggested by El-Dib [27]. A combination of the HPM and the Laplace 

transforms were used by El-Dib and Moatimid [25]. El-Dib [29] suggested a modified version 

of the HPM by the multiple scales technique. This new modification works well, particularly 

for nonlinear oscillators. Ren et al. [30] developed the multiple scale by combining it with the 

HPM to improve it by incorporating some known technologies. It provides solutions to 

nonlinear equations for which the classical perturbation method proved unsuccessful. A 

modification of the HPM with the so-called reducing-rank technique has been introduced by 

Shen and El-Dib [31] and El-Dib and Elgazery [32].  

In this paper, we present an efficient method for the approximation of the damped nonlinear 

Klein–Gordon equation, with the aim to solve and study the stability of the periodic solution.  
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The key features of our methods are based on the coupling of the exponential decay parameter 

to the homotopy perturbation method to overcome the shortcomings of the classical method.  

2. MATHEMATICAL MODEL OF THE DAMPING NONLINEAR KLEIN-GORDON EQUATION 

The governing equation can be obtained from the following variational principle [14,15]: 
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where K, P, and W represent, respectively, the kinetic energy, the potential energy, and the 

work done by the external force; K. P and W can be expressed, respectively,  as  
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Here y is the axial displacement,  is the density, T is the surface tension of the string,  f is 

the external force,  represents the temporal damped coefficient,  stands for the spatial 

damped coefficient, 

 + 0tt t xx xy y Ty y f  − + − =   (5) 

Eq. (5) can be re-written as  

 +2 2 0tt xx t xy Py y y F − + − =   (6) 

where P=T/, F=f/, /  = and /  = , while y(x,t) is the displacement at  

location x and time t. 

When ,0==   Eq. (6), the Klein-Gordon equation becomes: 

 0tt xxy Py F− − =   (7) 

When  

 F y= −  (8) 

we have a linear damped Klein-Gordon equation 

 +2 2 + 0tt xx t xy Py y y y  − + =  (9) 

In this paper, we consider a cubic nonlinear case  

 
3F y Qy= − +   (10) 

We have the following one-dimensional nonlinear wave equation with linear damping 

parameters: 

 
).,(;22 3 txyyQyyyyPyy xtxxtt ==+++− 

  (11) 

where   refers to the natural frequency, and Q stands for the cubic-stiffness parameter.  
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Eq. (11) becomes the classical nonlinear Klein–Gordon equation that appears in various 

branches of science, including quantum mechanics, nonlinear optics fluid mechanics, and solid 

physics. In the case of  > 0 and  = 0, with some specific nonlinearities, Eq. (11) becomes a 

one-dimensional temporal damped nonlinear Klein-Gordon equation [33]. El-Dib et al. [34] 

discussed the time fraction of the damped KG equation to overcome the presence of the 

non-zero damping coefficients. Besides, they applied the modified multiple scales method 

for the same aims.    

If the cubic term in Eq. (11) becomes vanishing because it is small compared to the 

linear term, then the right-hand side term contributes to the order of y3 and thus can be 

neglected. In the linear limit, Eq. (11) has the well-known exact temporal solution for the 

damped system given by: 

 ( ) cos( ),
t x

Py t Ae t
− −

= +




    (12)  

where A and   are real constants determined by the initial conditions. Linear frequency is 

given by 

 
.

3 2
22

P


 −−=

 
 (13)

 

This procedure cannot be successfully used when the nonlinear terms are involved. The 

solution of the damping nonlinear Klein-Gordon Eq. (11), by applying the classical analysis of 

the homotopy perturbation method [26], leads to the disappearance of the damping coefficient. 

In what follows the homotopy perturbation with the exponential decay of the slow 

variable is elaborated [3,35]:   

2.1. Solution with the modified HPM by exponential decay description 

To build the homotopy equation, we select the linear partial differential operator and 

the nonlinear operator as: 

 
yyyL ttt +=  and .22 3QyyyPyNy xtxx −++−= 

 
 (14)

 

The corresponding temporal homotopy equation may be constructed as 

 3( ; ) ( ) ( 2 2 ) 0; [0,1],tt xx t xH y q y y q Py y y Qy q= + + − + + − =     
 
(15) 

where function y(x,t) becomes ( , ; ) ( , ; ) .q ty x t q u x t q e− = );( qyH  is the homotopy function. 

As the primary solution can be obtained by making parameter q tend to zero, we find 

 ).;,(lim),(
0

0 qtxutxy
q→

=   (16) 

The final form of the approximate solution of the original Eq. (11) has the form 

 ).;,(lim),(
1

qtxuetxy
q

t

→

−= 
  (17)    

Assuming that Eq. (15) admits the solution [3] 

            .),,();,( tqeqtxuqtxy −=  
 
(18)
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Function u(x,t,q) is expanded as 

 ...),(),(),(),,( 2
2

10 +++= txuqtxqutxuqtxu   (19) 

Also, one can use the expanded frequency as 

 ...,2
2

1
2 +++= qq   

(20)
 

where i is unknown in total frequency 2 and determined by the disappearance of the 

secular term. Employing Eq. (18) with Eq. (15), and using expansions (19) and (20), we 

obtain homotopy function H(u;q) arranged in the form 

 .0...),,(),()();( 0122
2

01100 =+++= uuuHquuqHuHquH   (21) 

The estimation of ; 0,1,2,...nH n =  is as follows: 
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According to Eqs. (12-14) and equating each Hi to zero, we obtain 

 2
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Handling Eq. (25) with Eq. (26) yields 

 2 3

1 0 0 1 0 0( ) ( , ) 2 .tt xx xu x t P u u u Qu + =  −  + +   (28) 

Eq. (27) will be simplified by using Eqs. (25) and (28), to become  

 
2 2 2 3

2 1 0 1 2 0 0 0( ) ( , ) ( 2 3 ) ( ) 2 .tt xx x xxu x t P Qu u P u u tQu + =  −  + + +  + +  −   (29) 

Suppose the solution of Eq. (25) has the form 
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x
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where unknown arbitrary function B(x) is chosen to be ( ) ,
x

PB x Ae


−

= with constant A. 

By making use of (20) into (18), we transformed the right-hand side into a polynomial 

in exp( ).x
P


−  
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Avoiding the secular term that appeared in Eq. (31) gives 
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Consequently, the total solution of Eq. (31) becomes 
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Employing Eqs. (30)  and (33) into Eq. (29), and using Eq. (32), the result reduces to  
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Avoiding the secular terms from Eq. (34) requires that 
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According to the solvability condition of Eq. (35), the solution of Eq. (34) becomes 
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The approximate second-order solution can be performed by inserting Eqs. (30), (33), 

and (36) into Eq. (18), and taking q = 1 yields:      
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If the higher orders of the perturbation are done, the compact form of (1 – 2t + …) 

becomes 2 te − [3]. This solution still contains unknown frequency . Its determination is 

the subject of the following section. 

2.2. The nonlinear frequency in the perturbed form to get stability condition   

The two solvability conditions (32) and (35) can be used to establish the frequency 

formula by inserting them into the expansion (20), and making q = 1 yields:                
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Without upgrading the power of the frequency, we need to obtain an approximate 

solution of the above frequency equation. To accomplish this solution, we put Eq. (38) in 

the perturbed form by introducing an artificial small parameter  [0, 1]. Thus, we have 
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Consider the following expansion: 
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Inserting Eq. (30) into Eq. (29) and equating the identical power of  to zero, we obtain 
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To perform the first-order approximate solution of Eq. (39), we employ Eqs. (13) and 

(41) in Eq. (40),  which yields 
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The stability requires  to be real, which needs the following condition: 
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Employing the linear frequency as defined by Eq. (13), we obtain 
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2.3. Numerical illustrations 

The numerical solution of the damped nonlinear KG-equation (11) is obtained by using 

a mathematical software for the system of P=1, =3, Q=0.3, A=1, =0.1, =0.1. The 

results are displayed in Fig. 1. It is noted that the small values in damping coefficients  
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and  lead to the gradual damping in the periodic wave solution. The analytical solution as 

given by Eq. (37) is also calculated numerically for the same system as used in the 

numerical solution, assuming that =0. The results are located in Fig. 2. 

 

Fig. 1 The numerical solution of Eq. (11) for a system having P=1, =3, Q=0.3, A=1, 

=0.1, =0.1 

 

Fig. 2 The analytical approximate solution of Eq. (11) as given by Eq. (37) using the full 

frequency as given by Eq. (39). The system is considered as given in Fig. (1) 

For comparison, the two kinds of solutions of Eq. (11) are collected together in one 

graph as shown in Fig. 3. It is observed that there is an excellent agreement between the 

numerical and analytical solutions along the time. 
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Fig. 3 The comparison between the numerical and analytical solutions of Eq. (11) for the 

same system as given in Fig. 1 

The examination of the impact of temporal damping coefficient  on the picture of the 

periodic wave solution of the modified analytical solution of Eq. (37) is displayed in Fig. 4. 

The numerical values are the same as those used in Fig. (2), except that the spatial variable 

is fixed to value x=1. It is observed that as =0 the pure periodic solution is found. By a 

slight change in  from the zero value, the damping influence is observed. The damping 

influence of the increase of spatial damping coefficient  is shown in Fig. 4. The 

calculation is made for the same system as illustrated in Fig. 4 by fixing  at the zero value. 

It is noted that increase in  decreases the amplitude of the wave solution. 

 

Fig. 4 The variation of temporal damping coefficient  for the same system as given in 

Fig. 1 except that the spatial variable is considered fixed at the value x=1 
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Fig. 5 The variation of spatial damping coefficient  for the same system as given in Fig. 4 

except that temporal damping coefficient  is considered fixed at the value =0     

3. ALTERNATIVE PROCESS ACROSS THE TRAVELING WAVE DESCRIPTION  

Traveling waves arise naturally in many physical systems, usually qualified by partial 

differential equations. Therefore, an alternative homotopy equation can be formulated by 

introducing traveling wave variable (x,t) defined as 

   ( , ) 2 2 .x t x P t= +      (45) 

According to the above new independent variable, we have 
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where the prime denotes the total derivative with respect to variable . Employing Eq. (45) 

with Eq. (11), it will handle the following damping Duffing equation: 
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Accordingly, the homotopy equation can be built in the form 
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The homotopy expansion is applied associated with the modification by the exponential 

decay parameter [3] as follows: 
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Introducing modified frequency  which is given by 
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where i is unknown, determined through the perturbation analysis. 

Substituting Eqs. (50) and (51) into Eq. (49), and proceeding as requested by the 

homotopy perturbation method, the above unknowns can be determined and have the 

following results:                       
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where a and  are two arbitrary constants determined by the initial conditions. 

Besides, we have  

 
3

1 2
( ) cos(3 3 ),

32

Ra
y = − +


      under the condition 2

1

3
.

4
Ra = −   (53) 

Moreover, we get 
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y
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  

 


 
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 

+ +
  

(54)

 

under the condition: 

 
2 4

2

2 2 2

1 3 3
.

44 128

R a
Ra

PP





= − + +   (55) 

As known, the approximate second-order solution of Eq. (47) is given by 

 
1

22
0 1 2

1
( ) lim ( ( ) ( ) ( ) ...) ,

q
P

q
y e y qy q y



   
−

→

 
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 
  (56) 

Also, the approximate frequency is formulated by 

 2 2 2

0 1 2
1

lim( ...).
q

q q
→

= + + +      (57) 

Inserting y0(),y1() and y2() into Eq. (50) yields 
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  (58) 
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where the frequency equation is determined [35] as 

 
.

128

3

4
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42
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2
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(59)

 

It is worth observing that through performing the final solution (58), we replace the 

terms (1-/P+…) which refer to the first two terms of exponential exp(-/P); therefore, this 

compact form is used in Eqs. (58) and (59). 

Without upgrading the power of frequency 2, we proceed to obtain an approximate 

solution of Eq. (49). This approximate solution is formulated in the form 
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 (60)

 

The necessary stability requirements need to be positive 2. This requires 

  

.0

4

3

4

1
128

3

4

3

4

1

2

2

2
0

42
2

2

2
0 









−−

+−−

Ra
P

aR
Ra

P




 

(61)

 

The above stability is arranged in terms of the definition given in Eq. (48), which leads 

to the same stability condition as in Eq. (44).  

3.1. Numerical estimations  

The comparison between the numerical solution of the Duffing Eq. (47) and the modified 

HPM solution given by (58), with the full frequency as given by (59), is shown in Fig. 6. The 

numerical solution is made by the use of mathematical software. The calculation is made for 

the same system as given in Fig. 1. The numerical solution is located in red, while the 

analytical solution is plotted in blue. This graph indicates that there is an excellent agreement 

between the numerical solution and the analytical modified HPM solution.          

     

Fig. 6 The comparison between the numerical solution and the analytical solution to the 

Duffing Eq. (47), for the same system of Fig. 1 
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Fig. 7 The modified HPM solution in Eq. (58) for the same system as given in Fig. 2 with 

the variation of parameter  

In Fig. 7, we plot the modified HPM solution given by Eq. (58) with the full frequency 

as given by Eq. (59) for variation of temporal damping coefficient =0.1, 0.2, 0.3, 0.4. 

Inspection of the graph shows that as  increases, the amplitude of the wave solution 

decreases gradually until vanishing. This indicates the loss of energy as  increases. The 

variation of spatial damping coefficient  with fixation of =0.1 is displayed in Fig. (8). The 

conclusion turns out to be similar to that of . The examination of the impact of coefficient P 

on the picture of the wave solution is indicated in Fig. 9. It is observed that as P increases, so 

does the amplitude of the wave solution. This observation is expected because parameter P 

represents the inverse of the damping coefficient of the Duffing Eq. (47). 

 

Fig. 8 The same system of Fig. 2 with the variation of   

 

Fig. 9 The same system of Fig. 2 with the variation of P 
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 4. RESULTS AND DISCUSSION  

  If damped parameters  and  tend to zero in Eq. (11), the result is the classical 

Klein-Gordon equation: 

 
).,(;3 txyyQyyPyy xxtt ==++ 

  (62)
 

Further, let →0 and →0 in the frequency formula (38), it reduces to 
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3
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3
2

42
22


−−=

AQ
QA

 
(63)

 

This is equivalent to those obtained before in [16] by using the classical HPM. The 

classical HPM has successfully solved this equation. El-Dib [16] applied the He’s-multiple 

scale technique to find the periodic solution and to obtain the stability conditions. Further, 

El-Dib [27] investigated Eq. (62) by applying the method of variable separation to variable 

y(x,t), and investigated the periodic solution using the technique of the Multi-homotopy 

perturbations. These previous studies failed to analyze the nonlinear damped Klein-Gordon Eq. 

(11). In Ref. [35], the authors tried to overcome the shortcomings of the classical HPM. 

They converted the integer second-time partial derivative to the fractional nonlinear partial 

differential of order (+1; 0<1), and applied the properties of the Riemann–Liouville 

fraction derivatives, through the HPM. This technique allowed the authors to obtain the 

periodic solution of Eq. (11) and the stability conditions in terms of parameter  and letting 

→1 in the final results. The new modification to HPM discussed in the present study 

depends on the idea of the normal form technique. It is known that this technique is 

successfully used in the linear damped equation. In the current work, we succeeded to 

adapt the technique of the normal form when coupled with the HPM, in which the 

exponential decay parameters are established. The analysis shows that the amplitude 

behaves as an exponential decay by the damping parameter. An excellent agreement with 

the numerical solution is observed in these calculations. This scheme yielded a more 

effective result for the nonlinear oscillators and helped to overcome the shortcoming of the 

classical approach. 

5. CONCLUSION  

The periodic solution of nonlinear models has much significance and has drawn a great 

deal of interest. In the current work, we have investigated the solution of the damping 

nonlinear wave equation. The normal form transformation is used to solve the damping 

linear Klein-Gordon equation. Further, the frequency equation is estimated as displayed in 

Eqs. (12) and (13). Although the classical HPM is not successful in analyzing the damping 

nonlinear oscillator when it is associated with the exponential decay parameter as defined 

in Eq. (18), the solution is obtained. This modification has been successful in suppressing 

the shortcoming of the classical HPM. The first-order approximate solution is derived in 

Eq. (37), the frequency-amplitude equation is established in Eq. (42) and the stability 

condition is performed in Eq. (44). Furthermore, the traveling-wave description is used to 

transform the Klein-Gordon equation in the damping Duffing equation into a new 

dependent variable. The same procedure of homotopy perturbation with the exponential 
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decay parameter is used, and the solution and the frequency formula are obtained. Numerical 

calculations are done and some graphs are displayed. The periodic damping analytical 

solution is found to have an excellent agreement with the numerical solution. This conclusion 

is reached in the case of the partial differential Eq. (11), and, also, in the case of the 

ordinary nonlinear Duffing Eq. (37). 

REFERENCES  

1. He, J.-H., 2000, A coupling method of homotopy technique and a perturbation technique for non-linear 

problems, International Journal of Nonlinear Mechanics, 35, pp. 37-43. 
2. He, J.H., 2019, The simpler, the better: Analytical methods for nonlinear oscillators and fractional 

oscillators, Journal of Low Frequency Noise Vibration and Active Control, 38, pp. 1252-1260.   

3. He, J.H., El-Dib, Y.O, 2021, Homotopy perturbation method with three expansions, Journal of 
Mathematical Chemistry, 53, pp. 1139-1150.  

4. He, J.H., Qie, N., He, C.H., Saeed, T., 2021,  On a strong minimum condition of a fractal variational 
principle, Applied Mathematics Letters, 107199 ; doi: 10.1016/j.aml.2021.107199 

5. He, C.H., Liu, C., He, J.H., Gepreel, K.A., 2021, Low frequency property of a fractal vibration model for a 

concrete beam, Fractals, doi: 10.1142/S0218348X21501176. 
6. He, J.H., Kou, S.J., He, C.H., Zhang, Z.W, Gepreel, K.A., 2021, Fractal oscillation and its 

frequency-amplitude property, Fractals, doi: 10.1142/S0218348X2150105X 
7. Sedighi, H.M., Daneshmand, F., 2015, Nonlinear transversely vibrating beams by the homotopy perturbation 

method with an auxiliary term, Journal of Applied and Computational Mechanics, 1(1), pp. 1-9. 

8. Sedighi, H.M., Shirazi, K.H, Attarzadeh, M.A., 2013, A study on the quintic nonlinear beam vibrations 
using asymptotic approximate approaches, Acta Astronautica, 91, pp. 245-250. 

9. Sedighi, H.M., Daneshmand, F., 2014, Static and dynamic pull-in instability of multi-walled carbon 
nanotube probes by He’s iteration perturbation method, Journal of Mechanical Science and Technology, 

28, pp. 3459–3469.  

10. Yao, X., He, J.-H., 2020, On fabrication of nanoscale non-smooth fibers with high geometric potential and 
nanoparticle’s non-linear vibration, Thermal Science, 24(4), pp. 2491-2497. 

11. He, C.-H., He, J.-H., Sedighi, H.M., 2020, Fangzhu (方诸): An ancient Chinese nanotechnology for water 

collection from air: History, mathematical insight, promises, and challenges, Mathematical Methods in the 

Applied Sciences, doi: 10.1002/mma.6384 
12. Wang, K.L., 2020, Effect of Fangzhu’s nano-scale surface morphology on water collection, Mathematical 

Methods in the Applied Sciences, doi: 10.1002/mma.6569. 
13. He, J.-H., El-Dib, Y.O., 2020, Homotopy perturbation method for Fangzhu oscillator, Journal of 

Mathematical Chemistry, 58(10), pp. 2245-2253. 

14. He, J.H., 2021, On the fractal variational principle for the Telegraph equation, Fractals, doi: 
10.1142/S0218348X21500225. 

15. He, J.H., 2020, A fractal variational theory for one-dimensional compressible flow in a microgravity 
space, Fractals, 28(2), 2050024. 

16. El-Dib, Y.O., 2019, Periodic solution of the cubic nonlinear Klein–Gordon equation, and the stability 

criteria via the He-multiple-scales method, Pramana – Journal of Physics, 92, 7. 

17. El-Dib, Y.O.  Moatimid, G.M., Mady, A.A., 2020, A Nonlinear Azimuthal Instability of Hydromgantic 

Rigid-Rotating column, Chinese Journal of Physics, 66, pp. 285-300. 
18. El-Dib, Y.O., Moatimid, G.M., Mady, A.A., 2019, A novelty to the nonlinear rotating Rayleigh–Taylor 

instability, Pramana – Journal of Physics, 93, 82. 

19. Cavalcanti, M.M., Cavalcanti, V.N.D., 2000, Global existence and uniform decay for the coupled 
Klein-Gordon-Schrödinger equations, NoDEA, Nonlinear differ. equ. appl., 7, pp. 285-307. 

20. Bisognin, V., Cavalcanti, M.M., Cavalcanti, V.N.D., et al., 2008, Uniform decay for the Klein-Gordon- 
Schrödinger equations with locally distributed damping, Nonlinear Differential Equations and 

Applications NoDEA, 15, pp. 91-113.  

21. Almeida, A.F., Cavalcanti, M., Zanchetta, J.P., 2018, Exponential decay for the coupled Klein 
-Gordon-Schrödinger equation with locally distributed damping, Communications on Pure & Applied 

Analysis, 17(5), pp. 2039-2061. 

22. Parka, J.Y., Jeong, J.U., 2007, Optimal control of damped Klein–Gordon equations with state constraints,  
Journal of Mathematical Analysis and Applications, 334(1), pp. 1–27. 

https://doi.org/10.1016/j.cjph.2020.03024
https://www.sciencedirect.com/science/journal/0022247X
https://www.sciencedirect.com/science/journal/0022247X
https://www.sciencedirect.com/science/journal/0022247X/334/1


750 J.-H. HE, Y. O. EL-DIB 

23. Lin, Y., Cui, M., 2008, A new method to solve the damped nonlinear Klein-Gordon equation, Science in 
China Series A: Mathematics, 51, pp. 304-313. 

24. Lian, W., Rădulescu, V.D., Xu, R., et al., 2019, Global well-posedness for a class of fourth-order nonlinear 
strongly damped wave equations, Advances in Calculus of Variations, doi: 10.1515/acv-2019-0039. 

25. He, J.H., El-Dib, Y.O., 2020, The reducing rank method to solve third-order Duffing equation with the 

homotopy perturbation, Numerical Methods for Partial Differential Equations, 37(2), pp. 1800-1808. 
26. He, J.H., 1999, Homotopy perturbation technique, Computational Methods in Applied Mechanics and 

Engineering, 178, pp. 257-262. 
27. El-Dib, Y.O., 2018, Multi-homotopy perturbations technique for solving nonlinear partial differential 

equations with Laplace transforms, Nonlinear Science Letters A, 9, pp. 349-359. 

28. El-Dib, Y.O., Moatimid, G.M., 2019, Stability configuration of a rocking rigid rod over a circular surface 
using the homotopy perturbation method and Laplace transform, Arabian Journal for Science and 

Engineering,  44 (7), pp. 6581–6659. 
29. El-Dib, Y.O., 2017, Multiple scales homotopy perturbation method for nonlinear oscillators, Nonlinear 

Science Letters A, 9, pp. 352-364.  

30. Ren, Z-F., Yao, S-W, He, J.H., 2019,  He’s multiple scales method for nonlinear vibrations,  Journal of 
Low-Frequency Noise, Vibration & Active Control, 38, pp. 1708-1712.  

31. Shen, Y., El-Dib, Y.O., 2020, A periodic solution of the fractional sine-Gordon equation arising in 

architectural engineering, J. Low-Frequency Noise, Vibration and Active Control, doi: 10.1177/ 
1461348420917565. 

32. El-Dib, Y.O., Elgazery, N.S., 2020, Effect of fractional derivative properties on the periodic solution of the 
nonlinear oscillations, Fractals, doi: 10.1142/S0218348X20500954. 

33. Raphael, C., Yvan, M., Xu, Y., 2020, Long-time asymptotics of the one-dimensional damped nonlinear 

Klein-Gordon equation, available at: https://arxiv.org/abs/2002.01826 (last access: 25.01.2021) 
34. El-Dib, Y. O., Moatimid, G. M., Elgazery, N. S., 2020, Stability analysis of a damped nonlinear wave 

equation, J. Appl. Comput. Mech., 6(SI), pp. 1394-1403. 
35. He, J.H., El-Dib, Y. O., 2020, Periodic property of the time-fractional Kundu–Mukherjee–Naskar 

equation, Results in Physics, 19, 103345. 

https://link.springer.com/journal/11425
https://link.springer.com/journal/11425
https://doi.org/10.1515/acv-2019-0039
https://journals.sagepub.com/home/lfn
https://journals.sagepub.com/home/lfn
https://www.worldscientific.com/worldscinet/fractals
https://doi.org/10.1142/S0218348X20500954
https://arxiv.org/search/math?searchtype=author&query=C%C3%B4te%2C+R
https://arxiv.org/search/math?searchtype=author&query=Martel%2C+Y
https://arxiv.org/search/math?searchtype=author&query=Yuan%2C+X
https://doi.org/10.1016/j.rinp.2020.103345

