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Abstract. Logistics management has been playing a significant role in ensuring 

competitive growth of industries and nations. This study proposes a new Multi-Criteria 

Decision-making (MCDM) framework for evaluating operational efficiency of logistics 

service provider (LSP). We present a case study of comparative analysis of six leading 

LSPs in India using our proposed framework. We consider three operational metrics 

such as annual overhead expense (OE), annual fuel consumption (FC) and cost of delay 

(CoD, two qualitative indicators such as innovativeness (IN) which basically indicates 

process innovation and average customer rating (CR)and one outcome variable such as 

turnover (TO) as the criteria for comparative analysis. The result shows that the final 

ranking is a combined effect of all criteria. However, it is evident that IN largely 

influences the ranking. We carry out a comparative analysis of the results obtained 

from our proposed method with that derived by using existing established frameworks. 

We find that our method provides consistent results; it is more stable and does not 

suffer from rank reversal problem. 

Key Words: Logarithm Methodology of Additive Weights (LMAW), Bonferroni 

Aggregator, Operational Performance, Logistics Service Providers, Rank 

Reversal, Sensitivity Analysis 

1. INTRODUCTION 

Logistics management (LM) encompasses an uninterrupted flow of materials, 

services, and information related to the movement through seamless integration of all 

stages of the supply chain connecting the points of source and use [1]. The broader 

spectrum of LM includes various activities like material handling and storing, inventory 
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optimization and management, network planning, transportation arrangement, order 

processing, distribution planning, channel management, and management of returns [2]. 

In this era of globalization, LM bridges the interrelated and interdependent supply chains 

of different partnering organizations and industries spreading over a wide geographical 

region. LM enables the industries to consolidate their resources for optimization of cost, 

generate supply chain surplus and offer utmost service quality to the customers [3]. A 

country’s competitive growth especially for the developing nations like India is 

significantly contributed by LM activities. According to a recent market research [4], 

organizations across the globe are increasingly focusing on creating a global production 

base which largely depends on effective LM. India as a fastest growing economy in the 

south-east Asia with surpassing demographic dividend and tremendous market size and 

variety, is significantly positioned as a potential driver of global operations in the coming 

decades. An effective LM planning and execution can bolster the ambitious initiatives 

like “Make-in-India” led by the government of India (GOI). A very recent report [5] has 

estimated a CAGR of 10.5% from 2019 to 2025 for the logistics sector in India which 

shall draw a notable foreign direct investment (FDI) and cash inflow to the country. 

Hence, it is quite imperative to mention that logistics is under the spotlight from 

industrial and country’s growth perspective and as a result, a lot of research works are 

being conducted by the practitioners and scholars on LM.   

In this context, logistics service providers (LSP) play a crucial role. In this era of 

extreme competitions, the organizations are putting more emphasis on strengthening their 

core competencies for improving performance, reducing operational costs, and capital 

investments, optimally utilizing resources, and, finally, providing better quality products 

and services to the customers, thereby increasing return on investment for the 

shareholders [6-7]. Hence, the importance of LSPs has been increased in the last two 

decades. Most of the organizations outsource their LM activities to the LSPs. However, 

as LSPs have become strategic partners to the firms, selection of an appropriate vendor is 

of paramount importance to the supply chain managers. Selection of a LSP is a complex 

task that depends on multiple aspects (both subjective and objective) which quite often 

are conflicting in nature [8]. There have been a sizeable number of research contributions 

towards developing a measurement framework for assessing LM performance of the 

service providers. Some of the parameters that are mentioned in extant literature include 

order fulfillment, on time delivery, faster response, reduction in lead time, improved 

service quality for customer delight, flexibility and adaptability, convenience, sharing of 

information, seamless coordination and cooperation, optimization of operational cost, 

innovativeness, adoption of new technologies, reputation building, and the ability to 

withstand uncertainties [9-19].  

It is evident from the discussions and observations on the past work that the 

comparative performance assessment of the LSPs is a MCDM issue. For solving real-life 

complex problems, the decision-makers (DM) are confronted with the requirement of 

consistent decision-making through rational evaluation of the possible alternatives 

subject to the influence of conflicting criteria [20]. MCDM frameworks enable the DMs 

to evaluate available possibilities under the effect of different criteria in a structured and 

cost effective way with reasonable precision and accuracy to arrive at an acceptable 

solution [21-22]. As a result, MCDM techniques are frequently used by the researchers 

and DMs for solving variety of complex problems, for example, related to facility 

location selection [23], supply chain performance [24-26], investment decision-making 
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[27]. Over the years researchers have developed various MCDM methods which are 

dissimilar in nature. The features that differentiate various MCDM methods are formulation 

of decision matrix, choice of normalization, functionality and applications, type of 

information (subjective and objective) and computational algorithms. As a result, the 

selection of an appropriate MCDM technique for solving a given problem is essential to 

find out optimum solution [28]. The literature is rife with a significant number of valuable 

contributions by several researchers pertaining to the MCDM domain. The evolution of 

the stated field has been supported by several algorithms. Some of the popularly used 

MCDM frameworks are Simple Additive Weighting (SAW) [29], Elimination Et Choice 

Translating Reality (ELECTRE) [30], Analytical Hierarchy Process (AHP) [31], Multi-

criteria Optimization and Compromise Solution (Serbian: Više Kriterijumska optimizacija i 

Kompromisno Rešenje (VIKOR)) [32-33], Technique for Order Preference by Similarity 

to Ideal Solution (TOPSIS) [34], Preference Ranking Organization Method for Enrichment 

Evaluation (PROMETHEE) [35-36], multi-attribute utility function based MCDM [37], 

Complex Proportional Assessment (COPRAS) [38], Analytic Network Process (ANP) 

[39], Multi-objective Optimization by Ratio Analysis (MOORA) [40], and its subsequent 

extension (with full multiplicative form) known as MULTIMOORA [41], Additive Ratio 

Assessment (ARAS) [42], Step‐wise Weight Assessment Ratio Analysis (SWARA) [43], 

Multi-objective Optimization on the basis of Simple Ratio Analysis (MOOSRA) [44], 

Weighted Aggregated Sum Product Assessment (WASPAS) [45], KEmeny Median 

Indicator Ranks Accordance (KEMIRA) [46], Multi-Attributive Border Approximation 

Area Comparison (MABAC) [47], Evaluation based on Distance from Average Solution 

(EDAS) [48], Combinative Distance-based Assessment (CODAS) [49], Pivot Pairwise 

Relative Criteria Importance Assessment (PIPRECIA) [50], Full consistency method 

(FUCOM) [51], Combined Compromise Solution (CoCoSo) [52], Level Based Weight 

Assessment (LBWA) [53], Measurement of Alternatives and Ranking according to 

COmpromise Solution (MARCOS) [54], and Ranking of Alternatives through Functional 

mapping of criterion sub-intervals into a Single Interval (RAFSI) [55]. 

In this paper, we introduce a new MCDM algorithm such as LMAW. The LMAW 

method presents a new multi-criteria decision-making framework that has a methodology 

for determining the weight coefficients of the criteria. The LMAW method showed 

greater stability compared to the TOPSIS method, which is based on similar principles, 

respectively, the definition of the distance of alternatives in relation to reference points. 

Compared to the TOPSIS method, the LMAW method showed robustness of results 

when changing the number of alternatives in the initial decision-making matrix. The 

TOPSIS model showed that eliminating the worst alternatives from the decision-making 

matrix led to the change in the existing rank, respectively, to the occurrence of the rank 

reversal problem. On the other hand, the LMAW method did not cause rank reversal 

problems. Thus, the LMAW method showed significant stability and reliability of results 

in a dynamic environment. It is also important to note that in numerous simulations the 

LMAW method showed stability when processing larger data sets. This was confirmed 

also by the case study discussed in this paper. 

In addition to the above mentioned, the following advantages of the LMAW method 

can be highlighted: (1) mathematical framework of the method remains the same regardless of 

the number of alternatives and criteria; (2) a possibility of application in the case studies 

considering a number of alternatives and criteria; (3) a clearly defined range of alternatives 

expressed in numerical values, which makes it easier to understand the results; and 
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(4) the presented methodology allows the evaluation of alternatives expressed by either 

qualitative or quantitative types of criteria. 

The rest of the paper is structured as follows. In Section 2, we summarize some of the 

related work in the field of performance evaluation of LSPs. In Section 3, we elucidate 

the new methodology and define the computational steps. Section 4 presents the case 

study of comparative evaluation of logistics service providers in the Indian context wherein 

we apply the new methodology. Section 5 exhibits the analysis and findings related to 

validation and sensitivity analysis of the proposed model. Finally, Section 6 concludes the 

paper while highlighting some of the implications of this research and future scope. 

2. LITERATURE REVIEW 

We notice that several MCDM techniques are applied for comparative performance 

analysis of the LSPs in umpteen occasions. For instance, in [56] ANP was applied for 

selection of LSP from growth perspective for a medium-scale FMCG organization. A 

combination of ANP and TOPSIS was considered in the work of [57]. Some researchers 

(for example, [11]) have considered qualitative information and applied Delphi method in 

conjunction with ANP. Optimization is also given due consideration by the contributors. 

As example, data envelopment analysis (DEA) was used in the work of [58] while in 

[59], a combination of AHP and goal programming (GP) was applied. Bajec and Tuljak-

Suban [19] used a combination of AHP and DEA to solve LSP selection problem. However, 

Andrejić [60] mentioned the difficulty of precise assessment of logistics performance due to 

the presence of many conflicting aspects. It is evident from the literature that researchers put 

due diligence to the issue of impreciseness. We find that a good number of works have been 

carried out in uncertain environment. In this regard, we observe three strands of literature: the 

first one applied fuzzy concepts; the second one worked with rough numbers and the final one 

used grey theory based models. Apart from these, some contributions included a combined 

approach also. The study of [61] used an integrated fuzzy AHP and integer GP while the 

authors [62] relied on a combined fuzzy AHP-TOPSIS framework. On a different note, we 

observe that in [63] logic and rule based reasoning, and compromise solution based 

algorithms were used for the comparative analysis. In this category, Liu and Wang [64] put 

forth an integrated Delphi, inference system and linear assignment based framework for 

solving the LSP selection problem. Causal MCDM techniques like Interpretive Structural 

Modeling (ISM) have also been used to delve into the interrelationship among the criteria 

along with the outranking algorithm like fuzzy TOPSIS for the selection of suitable third party 

LSP (3PL) for the return channel for a battery manufacturer [65]. Akman and Baynal [66] 

conducted the research on selection of 3PL for a tire manufacturing unit using fuzzy AHP-

TOPSIS model. For selecting a reverse logistics partner, Prakash and Barua [67] took 

help of fuzzy AHP and VIKOR while in a recent work, Li et al. [17] introduced the 

concept of the prospect theory and applied fuzzy TOPSIS. In the work of [16], we 

observe that an expert decision-making framework has been used wherein the authors 

used fuzzy SWARA and COPRAS approach. The combination of fuzzy AHP-TOPSIS is 

seen as a popular framework [18]. However, some contributors (e.g., [68]) have also 

considered the degree of indeterminacy and carried out a more granular analysis using 

hesitant and intuitionist fuzzy sets. For enhancing clarity and preciseness in analysis, the 

concept of rough numbers has also been used significantly. For instance, Sremac et al. 
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[15] used rough SWARA–WASPAS model while Pamucar et al. [69] applied interval 

rough number based Best Worst Method (BWM)-WASPAS-MABAC framework for 

ranking of 3PLs. Nevertheless, in some cases fuzziness cannot be determined realistically 

(e.g., opinion based analysis when varying levels of measurement and considerable amount of 

information is not available explicitly or information loss is present) [70]. Under those 

circumstances, the Grey Theory [71-72] has been considered by many scholars while applying 

MCDM models. For instance, in [14] a grey forecasting based analysis was carried out. 

Mercangoz et al. [73] devised a grey based COPRAS scheme for evaluating competitiveness 

of LM performance of European Union (EU) member states. 

3. NEW MCDM FRAMEWORK:  

LOGARITHM METHODOLOGY OF ADDITIVE WEIGHTS (LMAW) 

In the following section, the new Logarithm Methodology of Additive Weights 

(LMAW) is presented as implemented through six steps: 

Step 1:  Forming initial decision-making matrix (X). In the first step, it is performed 

the evaluation of m alternatives A = {A1,A2,...,Am} compared to n criteria C = {C1,C2,...,Cn}. 

The weight coefficients of criteria wj (j = 1,2,...,n) are defined also meeting the condition 

where 
1

1
n

j

j

w
=

= . It is assumed that the evaluation of the alternatives is performed by k 

experts E = {E1,E2,...,Ek} based on a predefined linguistic scale. Then, for every expert 

what is obtained is matrix [ ]e e

ij m nX  =  (1  e  k), where e

ij  presents the value from the 

defined linguistic scale. Applying Bonferroni aggregator through the expression (1), 

aggregated initial decision-making matrix X = [ij]mn is obtained: 
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where ij presents the averaged values obtained by applying Bonferroni aggregator (1); 

p,q  0 present stabilization parameters of the Bonferroni aggregator, while e presents the 

e-th expert 1  e  k. 

Step 2: Standardization of the initial decision-making matrix elements. Standardized 

matrix 11[ ]m n  =  is obtained by applying the expression (2). 
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 − = , while ij  presents the standardized values of the 

initial decision-making matrix. 
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Step 3: Determining weight coefficients of the criteria. The experts from the group 

E = {E1,E2,...,Ek} prioritize criteria C = {C1,C2,...,Cn} based on the value from the 

predefined linguistic scale. Prioritizing is performed by adding a higher value from the 

linguistic scale to the criterion with higher significance, while adding a lower value from 

the linguistic scale to the criterion with lower significance. In this way what is obtained is 

priority vector 1 2( , ,.., )e e e e

C C CnP   = , where e

Cn  presents the value from the linguistic scale 

assigned by expert e (1  e  k) to criterion 
tC  (1  t  n).   

Step 3.1: Defining absolute anti-ideal point (
AIP

). Absolute anti-ideal point is defined 

in relation to the minimum values from the priority vector and should be lower than the 

smallest value from the priority vector. We can define 
AIP

 value as 
AIP

 =  e
min

 / s, where 

min 1 2min{ , ,..., }e e e e

C C Cn   = , and s is a number greater than the base of logarithm (A). If 

we take ln as a logarithmic function, then s = 3. 

Step 3.2: Applying the expression (3), the relation is determined between the elements 

of the priority vector and absolute anti-ideal point (
AIP

).  
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Thus we obtain relation vector 1 2( , ,.., )e e e e

C C CnR   = , where e

Cn  presents the value 

from the relation vector which is obtained by applying the expression (3), while Re 

presents the relation vector of expert e (1  e  k). 

Step 3.3: Determining the vector of weight coefficients wj = (w1, w2,...,wn)T. Applying the 

expression (4), the values of the weight coefficients of the criteria are obtained for expert e 

(1  e  k): 
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aggregator as in the expression (5), we obtain the aggregated vector of weight coefficients 

wj = (w1, w2,...,wn)T. 
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where p,q  0 present stabilization parameters of Bonferroni aggregator, while e

jw  presents 

the weight coefficients obtained based on the evaluations of the e-th expert 1  e  k. 

 

Step 4: Calculation of weighted matrix (N). The elements of weighted matrix 

[ ]ij m nN  =  are obtained by applying the expression (6): 
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while ij  presents the elements of standardized matrix 11[ ]m n  = , while wj presents the 

weight coefficients of the criteria. 

 

Step 5: Calculation of the final index for ranking alternatives (Qi). The rank of 

alternatives is defined based on value Qi. The preferable alternative is with as high as 

possible value of Qi. 
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Q 
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where ij  presents the elements of weighted matrix [ ]ij m nN  = . 

4. COMPARISON OF PERFORMANCE OF SELECTED LOGISTICS SERVICE PROVIDERS IN INDIA 

4.1. The Case Study 

In our case study we consider six large scale multimodal integrated supply chain and 

logistics service providers in India providing the services like FTL (Full Truck Load), 

LTL (Less than Truckload), PHH (Project & Heavy Haul), and Rail (for different 

organizations), people transport, CFS (container freight stations), and warehousing. All 

these LSPs are having all India presence. Many of them operate worldwide including 

neighboring countries. These service providers are significantly old. For confidentiality 

of information, their names are not disclosed in this paper. Let us code the names of these 

LSPs as A1, A2, … A6. Our objective is to carry out a comparative analysis of their 

performances using both objective operational metrics and subjective factors. The 

following table (see Table 1) lists the criteria considered for the comparative analysis. 

Table 1 Criteria for evaluation of alternatives   

Criteria Code UOM Effect Direction 

Turnover (TO) C1 Rs. Cr. (+) 

Innovativeness (IN) C2 Scale Value (+) 

Annual Overhead Expenses (OE) C3 Rs. Cr. (-) 

Annual Fuel Consumption (FC) C4 1000 Lit (-) 

Cost of Delay (CoD) C5 Rs./Hr. (-) 

Average Customer Rating (CR) C6 Scale Value (+) 
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Here, we consider six criteria. The first criterion (TO) signifies business growth on 

the basis of revenue generated by providing services to the customers. In other words, it 

is a proxy measure of customer satisfaction.  The growth prospect is not a single day 

affair. The firm needs to stay agile, flexible, adaptable to changes, and responsive. Most 

importantly, organizations need to anticipate the changing scenario and customer 

requirements and be capable to promise service. Therefore, organizations need to be 

innovative in terms of meeting the changing requirements as well as staying cost 

effective for providing services at an affordable price. Hence, the second criterion (IN) is 

of notable importance to the LSPs. Next, we consider criteria related to operational cost 

(C3 and C4). On time delivery and speed of operation are mandate for the success for the 

LSPs. Therefore, we include the fifth criterion (CoD). Finally, perception of performance 

among the customers plays a significant role in retaining existing and/or attracting new 

business opportunities. Hence, customer rating (CR) is an important aspect that we, with 

due consideration, include in our analysis (C6). As evident, criteria C1, C3, C4 and C5 

represent quantitative criteria, while criteria C2 and C6 belong to the group of qualitative 

criteria. In order to describe the quantitative group of criteria (C1, C3, C4 and C5) we 

have used the real indicators collected during the research, while the qualitative group of 

criteria (C2 and C6) is presented on the basis of expert preferences. A seven-point scale was 

used to present expert preferences: 1 - Absolutely low (AL), 2 - Very low (VL), 3 - Low (L),  

4 - Medium (M), 5 - Medium high (MH), 6 - High (H) and 7 - Very high (VH). 

4.2. Results 

The evaluation of alternatives was performed by applying new Logarithm Methodology 

of Additive Weights (LMAW) which was implemented through six steps presented in the 

next section. 

Step 1: 

The evaluation of alternatives was performed in relation to the six criteria presented in 

Table 2. Since criteria C2 and C6 present qualitative criteria, four experts evaluated the 

alternatives in relation to criteria C2 and C6. Research-based unique values are defined 

for quantitative criteria. Applying Bonferroni aggregator from the expression (1), the 

values of the qualitative criteria are aggregated; thus we obtain the initial decision matrix: 

Table 2 Decision Matrix 

  1 2 3 4 5 6

1 647.34 6.24 49.87 19.46 212.58 6.75

2 115.64 3.24 16.26 9.69 207.59 3.00

3 373.61 5.00 26.43 12.00 184.62 3.74

4 37.63 2.48 2.85 9.35 142.50 3.24

5 858.01 4.74 62.

                                            

6

C C C C C C
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A
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A

A
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5 45.96 267.95 4.00
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The values at the position A6-C6 are obtained by averaging expert preferences 
1

66 3, =  
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66 4 =  and 
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66 3 = . Applying Bonferroni aggregator, as in the expression (1), we 
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The remaining values of the qualitative criteria in matrix X are obtained in a similar way. 

Step 2: 

Applying the expression (2), we perform the standardization of the elements of initial 

decision matrix X ; hence we obtain the standardized matrix, Table 3: 

Table 3 Standardized Decision Matrix 

  1 2 3 4 5 6

1 1.75 2.00 1.06 1.48 1.67 2.00

2 1.13 1.52 1.18 1.96 1.69 1.44

3 1.44 1.80 1.11 1.78 1.77 1.55

4 1.04 1.40 2.00 2.00 2.00 1.48

5 2.00 1.76 1.05 1.20 1.53 1.59

6 1.26 1.48 1.15 1.44 1.64 1
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A
X

A
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A
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The values at the positions A1-C1 are obtained by applying the expression (2) as follows: 
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The remaining elements of the standardized matrix are obtained in a similar way. 

 

Step 3: 

In the following section are calculated the values of the weight coefficients of the 

criteria. Four experts prioritized the criteria based on the following scale: 1 - Absolutely 

low (AL), 1.5 - Very low (VL), 2 - Low (L), 2.5 - Medium (M), 3 - Equal (E), 3.5 - 

Medium high (MH), 4 - High (H), 4.5 - Very high (VH) and 5 - Absolutely high (AH). 

Considering that the evaluation is performed by four experts, four priority vectors are 

defined: 
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Step 3.1:  

Absolute anti-ideal point 
AIP  is arbitrary defined as value  0.5AIP = .  

Step 3.2:  

Based on the data from the expert priority vectors and AIP = 0.5, by applying the 

expression (3), the relation is determined between the elements of the priority vector  and 

absolute anti-ideal point (AIP). In the following section the relations are presented 

between the elements of the priority vector and the AIP: 
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The elements of vector 
1R  are obtained by applying the expression (3) as follows: 

1
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1
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0.5
C = = . 

The elements of remaining vectors R2, R3 and R4 are obtained in a similar way. 

Step 3.3:  

Applying the expression (4), the values of the weight coefficients of the criteria by 

experts are obtained: 
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w

w
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The elements of vector 1

jw  of the first expert are obtained by applying the expression 

(4) as follows: 

 
1

1

ln(8)
0.200
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1
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1
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1
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where 1 8 4 5 3 7 10 33600b =      = .  
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The obtained values of the weight coefficients meet the condition where 
6 1

1
1jj

w
=

= . 

The elements of remaining vectors w2
j
, w3

j
 and w4

j
  are obtained in a similar way. Applying 

the expression (5), we obtain the aggregated vector of the weight coefficients 

0.215,  0.126,  0.152,  0.09,  0.19,  0.22( )6 T

jw = . 

The value of weight coefficient 
1 0.215w =  is obtained by averaging values we

j
  

(1  e  4) for every expert, respectively, by averaging values w1
j = 0.200, w2

j
 = 0.229, 

w3
j
 = 0.207 and w4

j
 = 0.224. Applying the expression (5), we obtain the averaged value: 
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The remaining values of the weight coefficients vectors are obtained in a similar way.  

Step 4:  

Applying the expression (6), the elements of weighted matrix (N) are calculated, Table 4: 

Table 4 Weighted Matrix 

  1 2 3 4 5 6

1 0.81 0.87 0.72 0.88 0.77 0.78

2 0.65 0.84 0.80 0.91 0.77 0.71

3 0.76 0.86 0.77 0.90 0.78 0.73

4 0.55 0.82 0.93 0.91 0.80

                       

0.72
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0.

   

74

6 0.71 0.83 0.7

  

9 0.88 0.77

   

=

C C C C C C

A

A

A

A

A

X

A 0.72

 
 
 
 
 
 
 
 
  

 

 

The values at the positions A1-C1 are obtained by applying the expression (6) as 

follows: 
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where value 11 presents additive normalized weight of the elements of the normalized 

decision-making matrix at the positions A1-C1, while w1 presents the weight coefficient 

of criterion C1. Additive normalized weight of elements A1-C1 is calculated as follows: 
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where 1

1

1.75 1.13 1.44 1.04 2.00 1.26 7.52
m

i

i


=

    ==  . The remaining weighted decision-

making matrices are obtained in a similar way. 
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Step 5:  

Applying the expression (8), the final indices of alternatives are calculated based on 

which is performed the ranking of alternatives: 

 

1 4.840

2 4.681

3 4.799
 

4 4.733

5 4.736

6 4.704
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Since it is preferable for the alternative to have as high as possible value of 
iQ , we 

can define the rank: A1>A3>A5>A4>A6>A2. 

5. VALIDATION AND DISCUSSION OF THE RESULTS 

5.1. Comparison of the results with other multi-criteria techniques 

In the following section, the comparison of the results of the LMAW method with 

other traditional multi-criteria techniques is presented. The comparison is made with the 

TOPSIS [34], VIKOR (multi-criteria compromise ranking) [32-33], RAFSI [55], COPRAS 

(COmplex PRoportional ASsessment) [74], and MABAC [47] multi-criteria models.  

All multi-criteria techniques are applied to the same initial data from the initial 

decision-making matrix and with the same values of the criteria weights. Numerous 

studies showed that the application of different models for data normalization could 

influence the change of the ranking results [75-79]; thus in this analysis are selected the 

multi-criteria methods, which apply different ways of data normalization. The results of 

the application of the mentioned methods are presented in Fig. 1. 
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Fig. 1 Comparison of the LMAW method with other multi-criteria methods 
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The VIKOR, TOPSIS and RAFSI methods confirmed the ranks of the LMAW method, 

with a high correlation, as the Spearman’s coefficient (SCC) for all three methods amounted 

to 0.943. In the MABAC method there was a slightly lower correlation, compared to the 

VIKOR, TOPSIS and RAFSI methods, in which the SCC = 0.886. The lowest correlation 

of results appeared in the COPRAS method where the SCC = 0.714. 

However, all models confirmed the rank of the first-ranked alternative A1, and the 

last two ranked alternatives {A2, A6}. For the remaining three alternatives, A3, A4 and 

A5, different ranks were proposed, with the greatest similarity in the ranks of the 

MABAC, VIKOR, RAFSI and LMAW methods. The largest deviations in the ranges of 

alternatives A3, A4 and A5 occurred in the COPRAS and TOPSIS methods. Such a result 

was the consequence of the application of different data normalization methods, 

respectively, vector normalization (TOPSIS) and additive normalization (COPRAS). 

In order to confirm this fact, an experiment was performed in which the same way of 

data normalization as in the LMAW model was applied in both COPRAS and TOPSIS 

models. At the same time, the rest of the algorithm of the COPRAS and the TOPSIS 

model remained unchanged. After changing the way of normalization, identical ranks 

were obtained in all models. Based on the presented results, we can conclude and confirm 

robustness of the LMAW model as well as that the LMAW model provided credible and 

reliable results. 

5.2. Rank reversal problem  

Robust multi-criteria models provide stable solutions in the conditions of changing 

the number of alternatives, respectively, by introducing new alternatives to the set or by 

eliminating bad alternatives from the set. In such conditions, the model is not expected to 

show logical contradictions that may appear in the form of unwanted changes in the ranks 

of alternatives. If such anomalies occur, then reasonable fear can be expressed indicating 

a problem with the mathematical apparatus of the applied method. 

Rank reversal problem (RRP) is one of the most significant problems in multi-criteria 

decision-making that can lead to illogical and controversial decisions [80]. Significant 

attention has been paid to the research of the RRP in the literature [55, 75-76]. Therefore, 

the resistance of the LMAW model to the RRP is analyzed in the following section.  

The experiment was conducted through five scenarios. In every scenario, one of the 

worst alternatives from the set of considered alternatives was eliminated and the 

influence of the change in the number of alternatives on the change of ranks and criteria 

functions of the alternatives was analyzed. The ranks of the alternatives are presented 

through five scenarios in Table 5. 

Table 5 Ranking of alternatives by scenarios - LMAW model 

Alt. S0 S1 S2 S3 S4 S5 

A1 1 1 1 1 1 1 

A3 2 2 2 2 2  

A5 3 3 3 3   

A4 4 4 4    

A6 5 5     

A2 6      
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It can be clearly noted from Table 5 that the LMAW model provides valid results in a 

dynamic environment. At the same time, the MABAC, VIKOR, RAFSI, COPRAS and 

TOPSIS models were applied in the same experiment. The results showed that MABAC, 

VIKOR, RAFSI and COPRAS models provided stable results, while the RRP appeared in 

the TOPSIS method. The results of the TOPSIS method application are shown in Table 6. 

The TOPSIS, VIKOR and COPRAS models were used under the same conditions. All 

three models showed stability and resistance to rank changes. However, in all four 

models, the values of the criteria functions changed through the scenarios. Accordingly, it 

can be concluded that for other values in the initial decision-making matrix, in the 

TOPSIS, VIKOR and COPRAS models, changes in ranks can be expected, which is 

analyzed in the second experiment presented in the next section of the paper. 

Based on the presented analysis, it can be summarized that there is a rank reversal 

problem in the TOPSIS model, which can lead to the appearance of illogical results in the 

conditions of variable input parameters in the initial decision-making matrix. At the same 

time, it can be concluded that the MABAC, VIKOR, RAFSI, COPRAS and LMAW models 

show resistance to the rank reversal problem in the presented experiment. From this analysis it 

can be concluded that the LMAW model contributes to a realistic and stable assessment 

of alternatives in solving real world problems. 

Table 6 Ranks of alternatives by scenarios - TOPSIS model 

Alt. S0 S1 S2 S3 S4 S5 

A1 1 1 1 1 1 1 

A5 2 2 3 3   

A3 3 3 2 2 2  

A4 4 4 4    

A2 5 5     

A6 6      

5.3. Influence of changing parameters p and q on ranking results  

Mathematical formulation of the Bonferroni function clearly indicates that the change 

in the values of parameters p and q affects the change in the aggregated values [81], and 

thus the change in the final values of the indices of alternatives of the LMAW model. 

Therefore, in order to validate the results, in the following section is analyzed the impact 

of changes in parameters p, q on the ranking results. The analysis of the change in the 

value of parameters p and q was performed through a total of 300 scenarios during which 

the change of parameters p and q in the interval was simulated. The limit for variation of 

the values of parameters p and q were the values of p = 300 and q = 3000. Based on a 

large number of simulations of the values of parameters p and q, it was noticed that for 

the values of parameters over 300 there were no significant changes in the ranks of 

alternatives. The results of the influence of parameters p and q on the ranking results are 

shown in Fig. 2. 

As the values of parameters p and q increase, the Bonferroni function becomes more 

complex since several relations between the criteria are considered at the same time. The 

decision makers choose the values of these two parameters according to their preferences. 

When making decisions in real conditions and in real time, it is recommended for the 

value of both parameters to be p = q = 1. This simplifies the decision-making process and 
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at the same time allows the consideration of internal relations between attributes. Fig. 2 

shows that when parameters p and q have different values, the score function changes, but 

these changes do not cause any changes in the ranks of the alternatives. This confirmed that 

there was sufficient mutual advantage between the alternatives just as it confirmed the 

initial ranking. 
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Fig. 2 Influence of parameters p and q on the ranking results 

5.4. Influence of changing criteria weights on the ranking results  

The next section presents the analysis of the influence of the change of the most 

significant criterion (C6) on the ranking results. The change of the weight coefficient of 

criterion C6 through 50 scenarios was simulated. The scenarios were made based on the 

proportion: 

 
* *

6 6: (1 ) : (1 )n nw w w w− = −  (1) 

where w*
6 presents corrected value of the weight coefficient of criterion C6, w*

n presents 

reduced value of the considered criterion, wn presents original value of the considered 

criterion and w6 presents original value of criterion C6.  

In the first scenario, the value of criterion C6 is reduced by 1%, while the values of 

the remaining criteria were proportionally corrected applying the shown proportion. In 

every subsequent scenario, the value of criterion C6 was corrected by 2%, while correcting, at 

the same time, the value of the remaining criteria. Thus, 50 new vectors of weight coefficients 

were obtained, as in Fig. 3. 

Once the new vectors of the weight coefficients of the criteria (Fig. 3) were formed, 

the values of the indices of the alternatives of the LMAW model were obtained, as in Fig. 

4. It can be observed from Fig. 4 that the change in the value of criterion C6 affects the 

change in the index value of the LMAW model alternatives. In the scenarios S1-S40, the 

initial rank of alternatives A1>A3>A5>A4>A6>A2 was retained. In the scenarios S40-
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S50, there was a change in the ranks of the first two-ranked alternatives, A1 and A3, 

respectively, the rank A3>A1>A5>A4>A6>A2 was obtained. 
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Fig. 3 Weight coefficients of the criteria through 50 scenarios 
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Fig. 4 Influence of the change of criterion C6 to the change of the indices of the alternatives 

of the LMAW model 

By the above-presented analysis it is shown that the changes in the values of the 

weight coefficients significantly affected the change in the value of the index of 

alternatives of the LMAW model, which further confirmed the sensitivity of the LMAW 

model. Based on the presented analysis it can also be concluded that the initial rank of the 

alternatives is confirmed and that alternatives {A1, A3} are indicated as good solutions, 

with the confirmed advantage of alternative A1 over alternative A3. 
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6. CONCLUSION 

In this paper, we present a new additive MCDM approach using logarithms and the 

Bonferroni function. We apply the proposed methodology for solving a real-life problem 

such as a comparative performance analysis of LSPs in Indian context. We observe that 

our method performs well as compared with the widely popular MCDM framework such 

as TOPSIS. Our method provides a more stable result and may be applied for solving 

complex real-life issues which involve a considerable number of conflicting criteria. 

However, this work has some limitations which may be treated as the scopes for future work. 

For example, we have only considered the operational metrics related to turnover and cost. In 

a typical complex scenario, one may include the criteria like order fulfillment, disruption risk 

loss, human resource productivity, market innovation, R&D expense, etc. Further, we have 

considered only six alternatives. One may check the robustness of this method considering a 

large set of alternatives and criteria. Further, the other functions like Einstein aggregation, 

Heronian mean function may be used to check the results. LMAW is proposed in this paper 

only. Therefore, one may be curious to develop some extended models in uncertain domain 

using fuzzy and rough sets. Nevertheless, we believe that these future scopes do not 

undermine the usefulness our proposed method. This easy-to-use methodology can be used to 

solve various complex engineering, basic science and management related problems. 
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